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Foreword

It is an intriguing feature of human experience that in our present world,
amid thousands of indications of the effectiveness of the scientific method,
so many of us persist in demonstrably illusory or magical beliefs whether
religiously related or simply reflections of long-standing superstitions.
At a time when millions can observe on television the first landings of
human beings on the moon, when our daily lives in the so-called devel-
oped countries are replete with conveniences that reflect scientific
advances, we still persist in daily wagers on the state lotteries, in paying
astrologers or palmists for their readings, in investing thousands of
dollars and hours of our legislators’ time in discussing such issues as
the value of daily prayer in the elementary schools. The emergence of
modern medicine based increasingly on scientific research in chemistry,
biology, and physics has considerably reduced people’s resort to sha-
mans and witch doctors within the major sectors of our own society,
although it has by no means eliminated such practitioners.

The field of psychotherapy has emerged to some degree from the
medical practices of the late nineteenth century and its spread in this
century is mainly attributable to scientifically trained individuals, most
notably Sigmund Freud. The practice of clinical psychology, which has
included the development of diagnostic and personality or intellectual
assessment instruments and procedures and also direct intervention
through psychological means whether in the form of psychotherapy or
consultation, grew up from a scientifically based science of psychology
that emerged under the aegis of Wundt in Germany, and James and
Titchener in the United States. Freud never gave up his own firm belief
that psychoanalysis was rooted in basic neurophysiology, and although
he might have questioned the usefulness of individual psychological
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experiments in testing the complexity of information adduced from
hundreds of hours of analytic sessions, he never gave up his faith in
the continuing link between basic science and psychoanalytic practice.

In the United States a tremendous impetus was given to the spread
of psychotherapy practice among clinical psychologists by the client-
centered approach developed by Carl Rogers, a university-based psy-
chologist, who also introduced some of the basic methodology for eval-
uating process and outcome of psychotherapy. A second major influence
on the widespread practice of psychotherapy came with the behavior
modification techniques introduced by Joseph Wolpe, again on the prem-
ise of a link between scientific learning theory and the possibilities of
systematic behavior change. Probably 90% of the actual basic research
on clinical processes, from evaluation of diagnostic systems through
evaluation of the various components of psychotherapeutic process, has
been carried out by clinical psychologists linked in some way to uni-
versities or to research centers and hospitals and clinics. Given these
developments it seems likely that most people who resort to psycho-
therapy for help with emotional problems rather than consulting a reli-
gious figure, a practitioner of voodoo, an astrologer, or some other
representative of the historical folk methods of healing must be assuming
that psychotherapy as practiced by psychiatrists, psychologists, or social
workers is in some way an outgrowth of basic psychological science.

I have personally taken the position that to the extent to which
clinical practitioners in psychology have lost track of the scientific roots
of their practice and have become adherents of a particular system or
school that does not engage in research, they may be betraying the
scientific trust of their clients. Although we do not have clear evidence
that all clients who resort to psychotherapy with psychologists are
expecting them to perform their services directly on the basis of the most
recent scientific data, it is certainly true that people who visit physicians
would be appalled if they had reason to believe that the physicians were
not relating their work to the latest scientific research in chemistry and
physiology. As a clinician I am aware that in working directly with an
individual client one must have a certain tolerance for ambiguity to
function effectively. It is not possible mentally to run through recent
articles in the Journal of Clinical and Consulting Psychology or the Journal
of Abnormal Psychology in order to understand what a client is saying or
to respond naturally and meaningfully. But I would propose that a
clinician who has been keeping abreast, for example, of some of the
latest results in research on depression would take a different view of
the phenomenon as it is manifested by a client than would someone
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who approaches the situation primarily in terms of an early version of
psychoanalytic theory.

Practitioners are busy people who have made a commitment to
direct service, are often personally somewhat isolated from larger groups,
and who confront day after day the dilemmas of their clients with a
courage and honesty that must be commended. Nevertheless, a natural
correlate of this lifestyle (and this is often true of medicine as well) is
the tendency to lose touch with the recent scientific developments in
one’s field. This volume provides a remarkable opportunity for the prac-
ticing clinician to read up on developments in a number of crucial areas
directly linked to psychological practice. It has been too easy in the past
to rationalize away the obligation to read the literature because undoubt-
edly many specific psychological experiments seem trivial exercises in
relation to the complexity confronted by the clinician. Nevertheless,
there has been a gradual and impressive buildup of extremely useful
knowledge in cognitive psychology, social psychology, developmental
psychology, and psychology of personality that has tremendous poten-
tial for practical application. Reviews of social psychology research on
aggression, attitudes, interpersonal attraction, and so on that are pre-
sented in this volume are extremely valuable in helping clinicians over-
come some of their own misdirected tendencies, for example, the excessive
belief in the inherent value of catharsis as a form in discharging aggres-
sion, and also in learning many useful ways of identifying potential
areas of legitimate influence on the self-defeating behaviors of clients.
There has also been, I believe, an excessive emphasis in clinical practice
on a mythology about childhood based to some degree on the theorizing
of psychoanalysts who have available only adult memories, which are
often proved to be inaccurate or at least subject to gradual accretions of
adult perspectives. There has been an extremely valuable growth of
direct observational research on children and this literature has impres-
sive possibilities for correcting some of the misinformation clinicians
have been employing and also for sharpening their own effective work
both with adults and children.

For me this book fulfills a long-standing need for a much closer
link between clinical application and basic research in psychology. Drs.
Stricker and Keisner are surely to be commended for their efforts in
organizing this volume. I hope it will become a part of the basic library
of clinical practitioners.

JEROME L. SINGER



Preface

Both of us are university professors with a history of—and commitment
to—research activities, and practicing psychodynamic psychotherapists.
The role conflict this engenders is frequently troublesome, and we are
frequently asked by students on the one hand, and by therapeutic col-
leagues on the other, how we can reconcile these two functions. This
book is an attempt to respond to that question by showing the many
ways in which a knowledge of research can be of value to the practicing
clinician, and also the ways in which the practice of psychotherapy can
be a valuable source of ideas to the research scientist.

In searching for authors to help us with this task, we sought people
with a good working knowledge of both areas. In some cases we were
able to locate such individuals; in others, a collaboration between two
or more authors brought both perspectives to the chapter. Each author
was sent the following letter, which shows our intentions in arranging
the book:

This project will focus on the contributions that basic research in social
and developmental psychology can make to the practice of psychodynamic
psychotherapy. The author(s) must have a knowledge of both a research
area and treatment, and be capable of moving back and forth between the
two. As this is rarely done, it will require a good deal of creativity to identify
connections that are usually overlooked.

Since the primary audience will probably be practicing psychothera-
pists, we can assume a minimum knowledge of the research area but a ready
familiarity with clinical concepts. Therefore each chapter should begin with
a clear summary and review of relevant research. This should be followed
by an extension of the research concept to a parallel clinical concept (e.g.,
the implications of experimenter bias for countertransference, or the relation
of cognitive dissonance to resistance to change of ego-syntonic behaviors).
Case material should be used to illustrate how similar incidents can be inter-
preted in research or clinical terminology.

XV
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For the chapter to be successful, it should not stop with a simple
translation of research language into clinical language. A number of pro-
vocative questions may be considered. Does the research literature suggest
a different understanding? Does it suggest any modifications in technique?
In what ways does it help us to go beyond what we already know? Finally,
are there any clinical findings or problems that suggest hypotheses that might
be tested in the research arena, and allow us to go beyond the current research
position?

If the chapter fulfills the task, it should give new meaning to the term
scientist-professional. A feedback loop should be established that shows how
research and practice can inform each other, and how each area of inquiry
can benefit from the accomplishments in the other.

Some of the authors followed these instructions very closely. Others
followed the spirit of the instructions and employed a creative approach
to demonstrating a research—practice synergy. Our excitement in devel-
oping the project mounted as the chapters came in, providing what we
had hoped to find and, in some cases, a good deal more. We are very
fortunate in the authors who agreed to write chapters, and grateful to
them for their scholarship and creativity.

We also would like to express our gratitude to those who were
helpful in assembling the manuscript. The facilities of Adelphi University
were available to us, and the support provided by the university was
essential to completing the task. Virginia Bruchhauser, in particular,
attended to many tiresome but necessary details throughout the project.
We are also appreciative of our students who listened and responded
to these ideas, and our families who provided active inspiration and
willingly endured the long hours while the work was being done.

GEORGE STRICKER
ROBERT H. KEISNER
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BASIC ISSUES

This book is concerned with the relationship of research to practice, a
topic that has been the basis of much theoretical and political debate.
Stricker and Keisner address this issue in the first chapter, describing
some of the tensions between the two areas of endeavor and exploring
some of the possible semantic and psychological barriers to rapproche-
ment. Each of the subsequent chapters in the volume attempts to illus-
trate the meaning of a body of basic research for the practicing clinician,
and by doing so show the inherent complementarity of research and
practice.

Failure to recall past events and distortions in memory are key
issues in clinical practice. In Chapter 2, Dickman and Sechrest develop
hypotheses from an information-processing perspective that focus on
nonemotional factors in long-term memory. They demonstrate how
patients’ recollections and responses, as well as therapists’ conclusions
and interventions, can be influenced by such cognitive functions as
retrieval, cuing, coding, elaboration, and labeling. Clinical examples,
including specific alternative approaches, are presented throughout the
chapter.

In Chapter 3, Kiesler addresses an issue that is broader than the
practice of psychotherapy by the individual clinician. Mental health pol-
icy in the United States, which affects the practice of every clinician and
the fate of many patients, is an aggregate of laws and practices that are
drawn in response to political and social pressures without any clear
attempts at articulation or evaluation. These far-reaching policies can be
constructed and evaluated more rationally on the basis of empirical evi-
dence, and Kiesler illustrates the ways in which these policies can be
better understood if we attend to available information.



The Relationship between Research and
Practice

GEORGE STRICKER AND ROBERT H. KEISNER

It is clear that research and clinical practice have a synergistic relation-
ship, with each one informing the other. It is clear that effective clinical
psychologists will guide their practice on the basis of established research
findings. It is clear that contributing research clinicians will be actively
involved in practice, deriving hypotheses from clinical experience in
order to better their research which, in turn, will influence their practice.
And it is clear that each preceding statement is a romantic platitude,
more honored in the breach than in performance. More likely, the prac-
ticing clinician does not read research journals very often, having dis-
covered, early on, the irrelevance of the findings to practice. More likely,
the research clinician has not treated a clinical patient for years, so the
lack of apparent relevance of the findings is of little surprise. And most
likely, the practitioner will register disdain for the researcher, who will
complain about the disregard of the practitioner for the evidence of
science.

The tension between research and practice in psychotherapy has
a long history. Both activities are difficult and require extensive individ-
ual effort, reducing the possibility that any one person can perform both

GEORGE STRICKER * Institute of Advanced Psychological Studies, Adelphi University, Gar-
den City, New York 11530. RoBERT H. KEISNER * C. W. Post Center, Long Island Uni-
versity, Greenvale, New York 11548.
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activities competently even if he should wish to. This being the case,
synergy is an idealistic goal that is rarely achieved. Yet polarization, the
characteristic outcome, seems unnecessary and destructive.

A spectrum of views about the importance of research to practice
has been presented and remains unresolved. Barlow (1981), introducing
an important series of invited articles on this subject, simply states, “At
present, clinical research has little or no influence on clinical practice”
(p- 147). He goes on to cite Matarazzo, who has been able to be active
in both research and practice yet acknowledges,

Even after 15 years, few of my research findings affect my practice. Psycho-
logical science per se doesn’t guide me one bit. I still read avidly, but this is
of little direct practical help. My clinical experience is the only thing that has
helped me in my practice to date. (p. 148)

In a similar vein, Raush (1974) asserts that “so far as one can see, again
with the possible exception of behavior modification approaches, research
has not influenced practice” (p. 678). On the other hand, Singer (1980),
with equal vehemence, states:

The practice of psychotherapy . . . is an outgrowth of basic knowledge in
psychology, behavioral and social sciences more broadly and, to a somewhat
lesser degree, the biological sciences. The ethical practice of psychotherapy
must reflect the current status of knowledge in those fields. The practitioner
who has not examined recent developments in the research literature or who
has not kept abreast of evaluation studies of various forms of treatment may
well be violating a central ethic of the profession. (p. 372)

Strupp (1981), in contrast to Barlow and Raush, has considered
this issue and concludes,

Considering its short history, I believe research in psychotherapy has made
considerable contributions to clinical practice, mainly in the sense of sharpen-
ing clinical observations and forcing clinicians to think more critically, to take
empirical data more seriously, to avoid excursions into esoteric theory, and
to pursue realistic therapeutic goals. (p. 217)

This impressive litany of behaviors into which the clinician has been
forced is all too reminiscent of Meehl’s (1954) earlier argument for the
unavoidability of statistics in clinical practice. He convincingly main-
tained that the honest clinician would need validation of his hypotheses
and would not be content with the imprecision of clinical experience;
hence the need for validation through statistical demonstration. The
argument is compelling, but practitioners have spent the subsequent
generation demonstrating that statistics can be avoided after all, and
will probably spend the next generation eluding the force to which
Strupp refers.
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The debate about the desirability and feasibility of research utili-
zation is further complicated by the failure to define either research or
utilization. This makes it possible for the argument to proceed with each
side referring to a different phenomenon although using the same term,
so that agreement is precluded. When research is used pejoratively by
clinicians, they often think of a narrow, static, methodology-bound,
laboratory-based effort that has little potential for generalizability.
Researchers, on the other hand, see clinicians as seeking a loose, impres-
sionistic, vague set of speculations that cannot contain any internal valid-
ity, making the question of external validity moot.

The difficulty in defining research may be illuminated, as is true
of so many issues, by returning to the works of Sigmund Freud. Although
he is characterized as the arch-clinician, most well known for his intricate
theoretical system built on evidence gleaned from a small group of
patients, he always considered himself to be a scientist. Freud was well
aware of the distinction between psychoanalysis as a method of treat-
ment and psychoanalysis as a theory of personality and, if he had to
choose, always opted for the latter. Luborsky and Spence (1971) cite a
remark he made in 1917: “Even if psychoanalysis should show itself as
unsuccessful with other forms of nervous and mental diseases, it would
still remain justified as an instrument of scientific research” (p. 409).
This view is reiterated in a consideration of lay analysis (Freud, 1927/
1950) when he states: “I only want to feel assured that the therapy will
not destroy the science” (p. 106). Yet Luborsky and Spence also report
Freud’s classic response to a request to comment on a research study
by Rosenzweig:

I have examined your experimental studies for the verification of the psy-

choanalytic assertions with interest. I cannot put much value on these con-

firmations because the wealth of reliable observations on which these assertions

rest make them independent of experimental verification. Still, it can do no
harm. (p. 408)

This last quotation, often cited as evidence of Freud’s disdain for
research, does not represent a break from the earlier position or a deni-
gration of research. Rather, it is a statement that the validity of the theory
rests on evidence of a different, and to his mind superior, sort (“wealth
of reliable observations”). Science can embrace a number of methodol-
ogies, and it might be of some value to both clinicians and researchers
to recognize that psychological research consists of systematic empirical
inquiry. It can range from a tightly controlled laboratory analog to a
well-done phenomenological study, as long as the careful explication of
the system permits replicability.
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Similarly, whereas there are many statements about the failure of
clinicians to utilize research, there is little consideration given to the
meaning of utilization. Cohen (1981), who has given this matter both
speculative and research attention, distinguishes among research aware-
ness, research consideration, and research implementation. Awareness
requires some degree of familiarity with research; consideration requires
the active contemplation of the implications of that research; and imple-
mentation is the actual integration of research and practice. Cohen also
notes the failure to consider the time dimension for utilization. The
resolution of the apparent contrast between Barlow’s pessimism and
Strupp’s optimism about the impact of research rests on the recognition
that Barlow is looking for time-limited research implementation, whereas
Strupp is thinking of a time-extended research consideration.

Although Cohen resolves the opposition of Barlow and Strupp on
the ground that they mean different things by utilization, it is also pos-
sible that they mean different things by research. Barlow is thinking of
research as a rather stereotyped, group comparison strategy, and it is
this that he dismisses as having little influence on clinical practice. He
then goes on to espouse an approach that is modeled after Cronbach’s
(1975) “intensive local observation.” This is an idiographic approach in
which individual clinicians attend closely to their impact on patients,
describing procedures in careful detail while noting the nature, propor-
tion, and parameters of success and failure. The accumulation of these
data would be of enormous heuristic value. Barlow notes that this was
the research strategy of both Wolpe and Masters and Johnson, but does
not add that it was also that of Freud. Interestingly, Barlow’s recom-
mendation following his lament about utilization entails precisely the
understanding of research that led Strupp to his more optimistic vision.
He believes that “most of what the field has learned about psychotherapy
. . . has come from astute and creative clinical observations” (p. 216).
He goes on to integrate this point with support for the research endeavor
by noting that “each therapeutic dyad constitutes an experiment, albeit
an experiment with built-in limitations. The therapeutic situation can be
although it is not necessarily, a unique laboratory situation” (p. 216).
Thus, both Barlow and Strupp agree as to the most constructive approach
to research while disagreeing about the impact of utilization: Barlow sees
utilization as a strategy for the future, whereas Strupp recognizes the
extent to which it has already been implemented. It should also be noted
that Raush (1974), too, agrees “that it is not research that is being rejected,
but one kind of research” (p. 679).

There is another dimension that must be considered in order to
understand the disagreement about the link between research and
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practice. Aside from differences in methodology, there are also sub-
stantial differences in research goals. Clinical research can be directed
either at outcome or process of psychotherapy. Outcome research
attempts to answer the question, Does therapy work?—a question that
most practicing therapists feel has been answered to their satisfaction.
Process research deals with the question, How does it work? and this
technique-oriented question is of far more interest to the practitioner.
In contrast to clinical research is nonclinical, or basic, research, which
is directed at the understanding of people rather than the means of
intervening with them. For reasons that may relate to inadequate meth-
odology, technique-oriented research has not been very contributory to
the practitioner (Barlow, 1981; also Matarazzo) and is not likely to be
unless research strategies are altered (Barlow, 1981; Raush, 1974; Strupp,
1981). On the other hand, there is a rich body of basic research that will
help us to understand the patient, but all too often it has been ignored
by the practitioner (Singer, 1980).

The distinction between technique-oriented and understanding-
oriented research leads to a consideration raised by Mitroff and Feath-
eringham (1974). We are all familiar with the dangers of Type 1 and
Type 2 errors in experimentation, but Mitroff and Featheringham raise
the possibility of an error of the third kind (E3). This occurs when the
wrong experiment is performed when the right one should have been,
and is usually based on faulty assumptions about the nature of the
problem. If we assume that the most useful research for the practitioner
is technique oriented, we are likely to commit an E3, carry out flawed
studies, and reduce the likelihood of rapprochement between research
and practice. A correction of this assumption could reduce the likelihood
of an E3, promote more understanding-oriented research, and raise the
probability that clinicians will find the work of value.

This goal-oriented demarcation of research may also help to explain
some of the apparent changes in attitudes toward research that have
been described. Perl and Kahn (1981) surveyed over 2,000 graduate
students in academic and professional schools regarding their attitudes
toward research. In the academic departments, 22% of the clinical stu-
dents indicated that their career goals were in research, about one-third
had had research articles accepted for publication, and 27% had pre-
sented a research paper at a convention. Their attitudes toward their
research training were very positive, and 47% felt that they were more
interested in research than when they first entered graduate school, in
contrast to 17% who felt they were now less interested. Attitudes of
graduate students in professional schools were a good deal less posi-
tive. They have less interest in research, less of a history of research
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productivity, and less career interest in research. Interestingly, almost
three-quarters of them indicate an intention to spend 10% or less of their
time in research. This is interesting in light of another survey, by Garfield
and Kurtz (1974), which looked at a large number of attitudes of almost
1,000 practicing clinical psychologists and found that research-related
activities consumed slightly less than 10% of the time they devoted to
various activities. The authors note that this imbalance between research
and service delivery was consistent with the results of a similar survey
over a decade earlier (Kelly, 1961) and conclude, rather conservatively,
that “research does not appear as enticing or important to clinical psy-
chologists as does clinical service” (p. 9). These findings are consistent
with survey data shown by Cohen (1979), who estimated that clinical
psychologists read two to four research articles per month. This figure
is in agreement with a survey by Garvey and Griffith (1971), who esti-
mated that within a 2-month period from publication, almost half the
research articles published are read by at most a tiny fraction of psy-
chologists, and no article is likely to be read by more than 7% of
psychologists.

The pattern, then, is for initial enthusiasm for research to be sharply
reduced as students become professionals. This change must be early
and precipitous, since Garfield and Kurtz (1974) did not see any rela-
tionship between attitudes and years of experience, although their method
of categorization obscured any changes over the immediate postdoctoral
period. In order to understand this phenomenon, we should return to
the distinction based on research goals. We can speculate that students
in academic programs are exposed to a good deal of basic research, and
they seem to be excited by it. We can also assume that their needs when
they go on internship or begin practice are for more technique-oriented
research, but that they are disappointed when they turn to it. This
produces the disenchantment which is seen in later years. Although the
beginning professional needs technique-oriented research, the more
experienced professional is more likely to value research that is oriented
to understanding. Unfortunately, it appears as though the early disil-
lusionment was sufficient to bar them from a return to research, which
would prove far more valuable now that their needs have changed from
technique to understanding. No extant data will allow a specific test of
this hypothesized course of development, but it is consistent with the
various survey findings.

The relationship between research and practice is also affected by
potential sources of belief. Factors that may influence the beliefs of cli-
nicians include authority, theory, experience, and evidence. Authority
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(supervision), theory, and experience are the usual sources of the cli-
nician’s beliefs; evidence is presented by the researcher. One would
expect that strong evidence would lead to the abandonment of incon-
sistent beliefs, and weak evidence would be disregarded; but exceptions
to this rule of epistemological primacy can be found, such as with ESP.
Technique-oriented research often can produce no more than weak evi-
dence because of all the inherent problems of generalizability. Basic
research is more capable of producing strong evidence, but is less likely
to come to the attention of the clinician, again leaving the weight of
beliefs with the experience of the clinician. Interestingly, the “intensive
local observation” suggested by both Barlow and Strupp would serve
to convert experience into evidence, making technique-oriented research
more relevant to practice, and perhaps opening the door to the exami-
nation of understanding-oriented research.

If practitioners are to know about and utilize basic psychological
research in their clinical practice, it is essential that their attitudes toward
research change dramatically. Although one can acknowledge that “a
systematic evaluation of the effectiveness of traditional research for its
impact on clinical thinking and practice would come off worse than the
most damning evaluation of psychotherapy” (Raush, 1974), it seems
clear that there is a body of basic research currently available and ignored
by clinicians that could be used as another tool in their efforts to promote
mental health. Along with the barriers established by researchers, the
attitudes and perceptions of clinicians are a major source of the scientist—
practitioner schism. These attitudes, learned early in training and rein-
forced in often dogmatic clinical surroundings, represent major obstacles
to the clinician’s awareness and utilization of basic psychological research.

Before identifying several implicit attitudes, we believe that there
is a fundamental human assumption about similarities and differences
that has contributed to the establishment and maintenance of divisive
attitudes between researchers and clinicians. For any group, the for-
mation of an identity requires the dialectical process of establishing cri-
teria and rules for inclusion and exclusion. Historically, this process can
be seen as an essential ingredient in stereotyping and prejudice toward
individuals who are not part of the in-group. Psychologists, like all
professional and scientific groups, have been moving more and more
in the direction of specialization, more and more toward emphasizing
ways in which we are different from other professionals and from one
another. In spite of all the outcries against the abuse of classifying people,
greater and greater emphasis has been placed on differential diagnosis.
Integration of orientations, groups, and ways of classifying patients and
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therapists represent the exception to the rule. Any effort to integrate
basic research with professional practice goes against the tide of identity
formation among researchers and practitioners who, in addition to cre-
ating inclusionary guidelines, have also established unwritten negative
identifications that are attributed to members and activities of the other
groups. It is our hope that the awareness of this universal group phe-
nomenon will encourage clinicians to take a good look at what they have
in common with researchers and hence approach researchers with a
greater sense of collaboration rather than confrontation. In order for this
to happen, clinicians must perceive what they do as being more similar
to what researchers do.

The first of several fundamental, dubious assumptions of the cli-
nician is that research represents an objective approach to understanding
human activity whereas the clinical inquiry is based on a subjective
model. The scientist versus artist roles are concomitants of this belief
that scientists function objectively and artists subjectively or intuitively.
It appears that this attitude distorts the activities that researchers and
clinicians actually engage in. To the extent that clinicians perceive the
“objectivity” of clinical work and the “subjectivity” of research, the two
models could be perceived with increased similarity. The first point,
clinical objectivity, is less justified and less relevant to the present argu-
ment. Nevertheless there are those (e.g., Racker, 1968) in the analytic
community who have argued that analysts’ awareness of their own
countertransference reactions (subjectivity) ought to enable them to
experience the analytic matrix with an increased amount of “objectivity.”
In fact, recent evidence in the interpersonal psychoanalytic literature
suggests the usefulness of knowing how we feel in the presence of a
patient (Epstein & Feiner, 1979). This may be seen as a tool to increase
objectivity insofar as the clinician would have more insight into the
patient’s reality.

A high degree of subjectivity in the research process is more easily
argued. The literature collectively known as the “social psychology of
the psychology experiment” has demonstrated the illusory nature of the
belief that psychological research is unaffected by the wishes, intentions,
motives, beliefs, and unintentional behavior of experimenters. Experi-
menters are “participant observers” in their own laboratories. First,
experimenters and the experimental setting provide subjects with demand
characteristics—implicit and explicit—regarding what is expected of them.
Those characteristics influence subjects to be cooperative and sometimes
provide the experimenter with data to fit the research hypothesis. Exper-
imenters do not have as much control over the human subjects’ envi-
ronment as they would like to believe (Orne, 1969). Rosenthal (1964,
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1966) demonstrated that the experimenter’s sex, warmth, anxiety, needs,
and experience all influence the behavior of research subjects. Even
though other researchers have questioned the validity of these findings
(e.g., Barber & Silver, 1968), it still seems appropriate to conclude that
“expectancy effects” are an inevitable ingredient in some research out-
comes. It seems justified to conclude that research and clinical practice
overlap when it comes to the objective-subjective continuum.

A second assumption that perpetuates the research-clinical split is
that research is conducted with “normal” populations whereas clinicians
are engaged in psychotherapy with “abnormal” individuals. For exam-
ple, Brehm and Smith (1982) question the validity of applying social
psychology to clinical practice because normal subjects participate in the
vast majority of social psychology research. How, they ask, can we
generalize most research to clinical populations? This assumption may
not be as accurate as is generally believed. The behavior of numerous
participants in a variety of social psychological studies seems to dem-
onstrate how easy it is to elicit immoral, compliant, irrational, apathetic,
and harmful responses in “normal” populations. For example, research
on obedience (Milgram, 1974) demonstrated that most people will harm
others simply because they are instructed to do so. Subjects who per-
ceived themselves as anonymous, identified by the experimenters as
“deindividuated,” engaged in the performance of antisocial acts (Zim-
bardo, 1970). “Well-adjusted” college students, assigned by experimen-
ters to participate as guards or prisoners in a mock prison study, quickly
became aggressive and even sadistic, or helpless and self-deprecating
(Zimbardo, Banks, Haney, & Jaffe, 1973). Almost half of the subjects
who witnessed a simulated emergency (in groups) acted apathetically
(Darley & Latané, 1968). Finally, individuals in one study devalued those
who suffered for them, evidencing rejection rather than compassion for
victims (Lerner & Simmons, 1966). Although these observations can be
understood as stemming from compelling situational demands, the
behavior of these and numerous other “normal” participants in psycho-
logical studies is not radically different from the “pathological” actions
of psychotherapy patients. In fact, apathy, sadism, self-deprecation,
antisocial tendencies, helplessness, and devaluation of others are fre-
quently identified as symptoms, presenting problems, or maladaptive
responses to interpersonal situations.

From the clinical perspective, there is the issue of relative degrees
of psychopathology characteristic of clinical and nonclinical populations.
Practitioners have often found their patients less or at least no more
disturbed than friends or members of their families. Notwithstanding
conscious and unconscious distortions, this conclusion is based on the
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assumption that patients are basically different from others in that they
recognize the need for treatment. Havens (1982), in discussing the issue
of “pathological location,” notes that

one no longer assumes that one knows who is sick. The family member who
comes for treatment is often the most flexible and insightful one, and if not
insightful, depressed and self-deprecating enough to blame himself. (p. 40)

Psychotherapy patients may not be healthier than the general popula-
tion, but they may not be any more abnormal. The argument that research
is not generalizable to practice because of differences between normal
research subjects and pathological psychotherapy patients seems entirely
unjustified.

Third, there is the assumption that research in psychology is gen-
erally nomothetic whereas clinical practice is idiographic in approach.
Researchers are concerned with identifying general laws and principles
applicable to everyone, whereas clinicians are oriented to what is unique
about the individual patient. Therefore the practitioner is somewhat
justified in believing that researchers have a different basic goal. Even
this issue is not as black-and-white as it first appears. Dependence on
differential diagnosis represents a subnomothetic approach within a broader
idiographic framework. Individual patients are classified and sometimes
treated on the basis of the guidelines available for the diagnostic group-
ings. For instance, a clinician’s treatment of a narcissistic patient may
be based on experiences with other similarly classified patients. In addi-
tion, the clinician has etiological and treatment guidelines available for
particular disorders. Hence, the emphasis is placed not only on a per-
son’s uniqueness but also on traits held in common with patients con-
sidered to be similar. In fact, some practitioners believe that the emphasis
in clinical practice is overly nomothetic thus disregarding the uniqueness
of each patient. The nomothetic-idiographic distinction seems to be as
exaggerated as the two previously discussed assumptions.

There are two noticeable exceptions to the chasm between basic
research and clinical practice. The methods of intervention developed
by behavior therapists and behavior modifiers are based on the principles
of learning discovered in the psychology laboratory. This research-
practice link, as Dickman and Sechrest point out (in Chapter 2), is a
fragile one that may be threatened by the “cognitive revolution” in
behaviorism. In line with the present effort, there have been several
recent attempts to integrate basic research in social psychology and clin-
ical practice (Brehm, 1976; Weary & Mirels, 1982). Brehm's work focused
on the theoretical and empirical implications of three existing psycho-
logical perspectives—dissonance, reactance, and attribution processes—
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for psychotherapy and counseling. Unlike the present text, however,
she focused on the implications of laboratory research primarily for cog-
nitively oriented psychotherapy. The theoretical focus in this book is
psychodynamic. In addition, a serious effort has been made to address
the issue of relevance of research to actual case study observations.

Weary and Mirels brought together articles that explore such
important issues as the valid application of social psychology to clinical
practice, the components of the clinical process, beliefs about the causes
of mental disorders, social psychological processes in the development
of maladaptive behaviors, and approaches to treatment. Interestingly,
Weary and Mirels conclude their social-clinical integration with the rec-
ognition that their approach is not likely to be readily accepted. They
identify three major obstacles to reducing the separation between social
psychology research and clinical practice: (1) the requirement of an
extensive knowledge base, (2) the belief that the kinds of behavior and
attitudes of the two disciplines differ widely, and (3) the fact that clinical
research for social psychologists requires a special effort, ingenuity, and
tolerance for delays and interruptions. Although different obstacles to
an integrative endeavor have been identified, there is clearly complete
agreement with the view that linking research to practice will contribute
to the understanding and reduction of dysfunctional patterns of behav-
ior. And, as Singer has stated,

if psychotherapy is not simply to be a fad of the century or settle into the
role of another folk practice like astrology or phrenology, we must accept its
scientific foundations as a fundamental value of practice. (1980, p. 381)
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Research on Memory and
Clinical Practice

ScoTT DICKMAN AND LEE SECHREST

There is a vast body of psychological literature on basic processes in
human behavior that ought clearly to have relevance to clinical practice.
Nearly 20 years ago, Goldstein, Heller, and Sechrest (1966) attempted
to demonstrate the relevance of some of that literature for psychotherapy
practice. The rationale for that work was implicit in its title, Psychotherapy
and the Psychology of Behavior Change. Those authors started with the
assumption that the aim of psychotherapy is to change behavior, with
behavior being broadly defined, and that, therefore, research bearing
on behavior change ought to be relevant to the practice of psychother-
apy. Even if therapists reply that their aim is to change the ways people
think or feel, research bearing on how that may be brought about should
be relevant to psychotherapy practice.

Their youth and enthusiasm, coupled with what may in retrospect
be seen as considerable naiveté, doubtless led Goldstein et al. to expect
that their persuasive demonstrations of the usefulness of basic research
in psychology would be followed by rapid and widespread increases in
interest in the basic science of psychology among clinicians. That increase,
needless to say, appears not to have occurred, either rapidly or widely.
We believe that the relevance of psychology to psychotherapy is as great

ScotT DICKMAN * Department of Psychology, Oberlin College, Oberlin, Ohio 44074.  LEE
SECHREST * Department of Psychology, University of Arizona, Tucson, Arizona 85721.

15



16 ScotT DICKMAN AND LEE SECHREST

as ever, equaled only by the lack of any evident concern for it. Even a
casual inspection of reference lists in articles written by and for clinicians,
even research articles, will reveal a striking paucity of references to
“basic” research.

The one seemingly notable exception to this estrangement between
laboratory and clinic is the research and therapeutic efforts of those
working within the theoretical framework of radical behaviorism. Models
of learning developed in the laboratory have been applied to the ame-
lioration of a variety of psychological difficulties (e.g., Hersen, Eisler,
Smith, & Agras, 1972; Lovaas & Newsom, 1976; Wolpe, 1972). Recently,
however, behaviorism has undergone what has been termed a “cognitive
revolution” (Gomes-Schwartz, Hadley, & Strupp, 1978). Behaviorally
oriented clinicians have moved away from treatment approaches based
solely on altering the frequency of observable behaviors. Increasingly,
they have come to emphasize changes in such nonobservable psycho-
logical functions as the deployment of attention and the acquisition of
cognitive coping strategies (Beck, 1976; Kanfer, 1977; Meichenbaum,
1976).

Although this theoretical shift seems likely to be a fruitful one,
there is a danger that the always fragile alliance between the experi-
mentalist and the clinician will fall victim to it. Laboratory work on such
phenomena as reinforcement schedules may come to seem less pertinent
to clinical practice than it once was. Even behaviorally oriented clinicians
may not be sufficiently attentive to the wide range of experimental devel-
opments relevant to their work.

We do not have the space here even to sketch out the implications
for psychotherapy of the many exciting recent and current developments
in experimental, physiological, social, and other fields of psychology.
We have chosen, instead, to focus on one fairly narrow area of research
that we think highly relevant, in the hope that our illustrations might
demonstrate this relevance and that our approach might serve as an
example of how scientific developments in basic psychology can be
examined and extrapolated to clinical practice. Although we shall focus
on implications for psychotherapy, other clinical problems such as diag-
nosis are also potential functions of interest.

The importance to clinical practice generally, and to psychotherapy
specifically, of cognitive functions is clear. Even radical behaviorists must
rely in their clinical practices on cognitions of their patients—not to say
on their own! The salience of cognitive processes appears to be increasing
with the growing trend toward cognitive behavioral approaches. Cli-
nicians, however, have shown little interest in laboratory research on
such basic cognitive functions as memory and perception. This sort of
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research has been seen as largely irrelevant to the problems encountered
in clinical practice. There exists, nonetheless, a substantial body of exper-
imental work that ought to be directly relevant to cognitively oriented
treatment approaches. This is work, within an information-processing
paradigm, on such aspects of cognitive functioning as perception and
memory. This body of research also has considerable relevance for more
traditional face-to-face verbal treatment approaches, including psycho-
dynamically oriented ones. In particular, psychodynamically oriented
clinicians have relied heavily on assumptions about such cognitive func-
tions as memory (e.g., in theories about repression).

In this chapter we suggest a variety of hypotheses, derived from
the information-processing literature, that seem directly relevant to the
clinical work of cognitively, behaviorally, or psychodynamically oriented
clinicians. These are simply hypotheses; they need to be tested in the
clinic. We are not proposing any immediate changes in clinical practice.
The importance of such hypotheses as we shall propose is that they
suggest alternate explanations for phenomena of considerable interest
to clinicians—explanations that few clinicians would be likely to consider
without a familiarity with the information-processing literature. The
present approach is similar to that taken by Goldstein et al. (1966) in
their earlier review of the relationship between laboratory research and
clinical practice.

It is not possible to cover here the entire body of information-
processing research. For illustrative purposes, then, we shall focus on
research on memory, particularly long-term memory, a body of research
that has implications for both cognitive and psychodynamic treatment
approaches.

Psychodynamically oriented clinicians generally place much em-
phasis on the recovery of memories that are thought to have been ren-
dered inaccessible because of emotional factors. These include memories
of both the distant past (i.e., of childhood) and the recent past (e.g., of
emotionally disturbing situations). It is, unfortunately, rare that such
clinicians entertain sophisticated explanations for recall failure that do
not assume the importance of emotional factors; under such circum-
stances, “repression” might well appear to be a more common cause of
recall failure than it actually is.

Research on memory should have a good deal of relevance for
cognitively oriented treatment approaches, as well as for psychodynamic
ones. A critical element in most cognitively oriented treatments is to get
the patient to recall the external circumstances and thought processes
that are associated for him with emotional distress; a patient might, for
instance, be asked to recall the situation in which he feels anxious, and
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the thoughts about those situations that play a role in producing his
anxiety. Thus, for cognitively oriented clinicians as for psychodynami-
cally oriented ones, a knowledge of the factors that enhance and impair
recall could result in increased clinical effectiveness.

To illustrate the clinical problem of reliance on memory, let us give
a few examples of questions that might be asked by therapists of different
persuasions, the answers to which depend in considerable degree on
memory functions.

Psychodynamic therapist
What were your feelings when your mother told you that your
father was not going to live with you anymore?
What is the earliest thing you can remember in your life?
When did you first become aware that your mother was pregnant?
So then what happened?

Cognitive behavioral therapist
Were there ever any times in your life when things seemed better?
When you were at the party yesterday, did you feel when you first
walked in that you had to make everyone like you?
Was there anything that happened at work that would justify your
feelings of incompetence when you left?
What thoughts went through your mind yesterday just before you
became anxious?
What did your wife do the last time you criticized her?
What happened the last time you had this panic reaction?
Is there anything in particular that seems to bring on your feelings
of futility? :
What was going on in the evening before your last episode of
impotence?

We shall begin our discussion of memory with a very brief overview
of current theories of memory. Then we shall discuss a variety of non-
emotional factors that have been demonstrated to affect the ability to
recall past events. We shall also discuss ways in which nonemotional
factors can produce distortions in the recall of past events. Finally, we
shall suggest specific ways in which this research bears upon phenomena
encountered by clinicians.

MEMORY

Although the evidence is far from conclusive, memory seems gen-
erally to operate as if it consisted of two distinct systems. One of these
systems, short-term memory (STM), contains that information that is
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being processed at any given moment. The other system, long-term
memory (LTM), is the repository of the bulk of information being stored
in memory; this information is in an inactive state. Information enters
STM from two sources. One source is the external world, via the sensory
receptors. The other source is LTM; previously stored information can
be reactivated, and hence enter STM.

In STM, input from the external world is analyzed. The meaning
and physical characteristics of that input are determined. The infor-
mation that results from this encoding process is stored in LTM. There
is considerable controversy about the way information is stored in LTM.
However, it is generally agreed that LTM is organized in terms of the
meaning rather than physical attributes of information.

The process of recalling information that is stored in LTM is thought
to involve two steps. First, various “locations” in LTM are searched in
an attempt to find the desired information. Then an item of information
that has been retrieved in this way is evaluated to determine whether
itis in fact the information being sought. It has been proposed that LTM
can be subdivided into separate episodic and semantic memories. In this
view, semantic memory contains information of a general nature (“Afghan
hounds have long hair”), whereas episodic memory contains informa-
tion about specific events (“I saw an Afghan hound yesterday that had
long hair”). There is some controversy over whether it is necessary to
posit two distinct memory stores of this sort. It is possible that general
knowledge (which is acquired through discrete learning episodes) is
stored like episodic information.

There is general agreement that information can be represented in
LTM in nonverbal as well as verbal forms. Information can be stored in
visual or auditory form, as motor programs, and perhaps in tactile and
olfactory forms as well.

This brief summary of current thinking about memory is intended
only to provide a general background for the discussion that follows.
More extensive reviews of the memory literature can be found in Posner
(1973), Crowder (1976), and Baddeley (1976).

FAILURE OF RECALL

A variety of factors have been demonstrated to affect the ability to
recall past events. Some of these factors affect the initial encoding of
input; others affect the retrieval of stored information. These factors are
ones that clinicians rarely consider in trying to explain a patient’s inability
to recall clinically important information. Yet, in some cases at least, a
knowledge of these factors may aid the clinician in devising a strategy
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to enhance the patient’s recall. Thus, if a patient recollects being pun-
ished by a first-grade teacher and feeling humiliated but cannot remem-
ber the misdeed that led to the punishment, clinicians would be inclined
to regard the problem as one of motivated forgetting, repression. Yet
there are other possibilities, and they have implications both for inter-
preting the incident and for either facilitating recall or deciding not to
pursue the matter further.

Inadequate Encoding

One factor that might result in an inability to recall certain infor-
mation is a failure initially to encode that information in an adequate
way. For instance, encoding seems to be impaired by the absence of a
schema, a general organizing principle that allows for the integration of
new information with previously acquired information. A study by Dool-
ing and Lachman (1971) illustrates this phenomenon. They presented
their subjects with the following paragraph, then asked them to recall
as much of it as they could:

With hocked gems financing him, our hero bravely defied all scornful laugh-
ter that tried to prevent his scheme. “Your eyes deceive,” he had said, “an
egg not a table correctly typifies this unexplored planet.” Now three sturdy
sisters sought proof, forging along sometimes through calm vastness, yet
more often over turbulent peaks and valleys. Days became weeks as many
doubters spread fearful rumors about the edge. At last from nowhere wel-
come winged creatures appeared signifying momentous success. (p. 217)

Some of the subjects were informed in advance that the passage
was about Columbus’s discovery of America; other subjects were not
given this information. The subjects who were given a framework within
which to interpret the passage were able to recall considerably more of
it. Presumably the schema represented by the “Columbus discovers
America” framework enabled subjects reading the passage to encode it
effectively so that they could later retrieve it. For example, “an egg not
a table” can be encoded and assimilated to the idea that “the world is
round not flat.”

A later study (Dooling & Mullett, 1973) demonstrated that when
an integrative schema is lacking at the time information is presented,
the lack may not be remedied by providing such a schema at the time
of recall. Dooling and Mullett presented their subjects with the same
Columbus passage that Dooling and Lachman (1971) had used. Some
of the subjects were not informed about the nature of the passage before
it was presented, but were told that it was about Columbus just before
they were asked to recall it. These subjects did not show significantly
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better recall than subjects who were never told about the nature of the
passage.

The findings of these two studies have several possible clinical
implications. For instance, when a patient is unable to recall the details
of a childhood incident, psychodynamically oriented clinicians often
attribute this failure to motivational factors (i.e., repression). An alter-
native explanation that should at least be considered is that the incident
the patient is trying to recall made little sense to him as a child because
he lacked a schema into which to integrate it. If a child, for example,
does not have a schema for “spoiling another person’s work,” he may
have difficulty in remembering later that it was scribbling with crayon
on another child’s paper that led to punishment. Under these circum-
stances, it may well be that no amount of probing of the emotional
implications of the incident will improve recall. And the Dooling and
Mullett (1973) study suggests that a therapist’s attempts to provide the
patient with an explanatory framework for interpreting the childhood
events will not improve recall. As we shall discuss later, such interven-
tions by a therapist may actually cause the patient’s recall to become
distorted.

Retrieval Failure: Verbal versus Nonverbal Codes

There is another factor that might produce impaired recall for child-
hood events. As has been mentioned, information can be stored in
nonverbal as well as verbal forms. There is evidence that young children
do not rely on verbal storage to the same extent as adults (Conrad, 1972).
It is therefore possible that an adult might fail to retrieve a childhood
memory because he was searching for a verbally encoded memory
whereas the actual memory was encoded in some other form. One of
us once had a client who could remember certain early childhood expe-
riences only when primed with what she described as a visual image of
a “blocked door.”

It is not clear what types of codes young children rely on. If,
however, a patient in therapy is unable to report the details of a child-
hood event, it is probably worthwhile for the therapist to try to direct
the patient’s memory search toward nonverbal memories by means of
nonverbal prompts. For instance, the therapist might ask the patient to
try to imagine the physical sensation he would have experienced during
an event of the sort he is trying to recollect. Then the patient might be
encouraged to try to recall instances in his childhood in which he actually
experienced those physical sensations. Malpass and Devine (1981) have
devised a procedure they term “guided memory” that improves memory
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for faces. The procedure requires subjects to relax and think about the
whole situation, their thoughts, feelings, and so on. Probably many
skillful clinicians use similar techniques, but perhaps others do not.
Wagstaff (1982) found that a similar “revivification” procedure for mem-
ory enhancement improved memory of unhypnotized subjects.

Retrieval Failure: Different Types of Verbal Codes

There are likely to be circumstances in which a disparity between
encoding and retrieval strategies produces recall failure even when the
initial encoding and the memory search are both verbal in nature. Stimuli
have a variety of semantic attributes, all of which can be used to guide
the memory search process. A disparity between the semantic attributes
emphasized in initial encoding of stimulus information and those attri-
butes emphasized in memory search can produce recall failure. A study
by Light and Carter-Sobell (1970) illustrates this phenomenon.

Light and Carter-Sobell presented their subjects with a list of words.
Each word in the list was polysemous; that is, it had multiple meanings
(e.g., JAM). An adjective was presented along with each word; its pur-
pose was to direct the subject’s attention to one of the meanings of the
word (e.g., strawberry-JAM; traffic-JAM). Later, subjects were presented
with the words in the list, along with words that had not been in the
list. Subjects were tested to see how many of the words in the original
list they were able to recognize. Sometimes these words were presented
alone, sometimes with the same adjective that accompanied them orig-
inally, and sometimes with an adjective that was associated with a dif-
ferent meaning of the word than that associated with the original adjective.

The best recognition performance was obtained when the word
was presented along with the adjective that had originally accompanied
it. When the word was presented with an adjective that biased its inter-
pretation toward a different meaning from that associated with the orig-
inal adjective, recognition performance fell below the level obtained
when the word was presented alone. And this was not simply because
of the effects of pairing the word with a new adjective. In a second
experiment, Light and Carter-Sobell administered a recognition test that
involved pairing the words with new adjectives that biased their inter-
pretation toward the same meaning as did the original adjectives (e.g.,
strawberry-JAM; raspberry-JAM). Recognition performance here was still
better than when the word was presented with a novel adjective that
also biased its interpretation toward a new meaning (e.g., traffic-JAM).
It appears that the original encoding of each word was affected by the
adjective that accompanied it; when the word was assigned a different
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meaning (i.e., by a new adjective), subjects had difficulty recognizing
it.

Before discussing the clinical implications of these findings, it is
worth noting that the initial encoding of the meaning of a word can
affect its recognition in subtle ways. Barclay, Bransford, Franks,
McCannell, and Nitsch (1974) presented their subjects with words that
were incorporated into sentences. The sentences were constructed so as
to emphasize one particular semantic attribute of the target word (e.g.,
“The man lifted the piano”; “The man tuned the piano”). Subjects were
later asked to recall the target words; for each target word, a recall cue
was provided. It was found that when the recall cue was associated with
the same attribute of the target word as had been emphasized in the
original sentence, recall was better than when the recall cue emphasized
a different attribute of the target word (e.g., “Something heavy”; “Some-
thing with a nice sound”).

Clinically, the findings of the Light and Carter-Sobell (1970) and
Barclay et al. (1974) studies raise the possibility that a patient might be
unable to recall an important event in his past because the meaning
originally assigned to the event is different from the meaning assigned
to the same event as an adult; this new meaning presumably guides the
patient’s attempts at recall, but in an inappropriate way. A therapist
might, for instance, be concerned with determining whether a patient
had been depressed at times during his childhood. When the therapist
asks the patient to try to recall such periods of depression, the patient
might be unable to do so. It is possible, in this instance, that the patient
was never in fact depressed during his childhood. A psychodynamically
oriented clinician might wonder whether the patient had actually been
depressed, but had repressed his memories of those feelings. The research
just cited suggests a third possibility, one that a clinician might fail to
consider. It might be that the patient did not label his periods of child-
hood depression as depression; as a child, he might have thought of
them as periods of fatigue, or times when he never seemed to be hungry.
The patient’s failure to recall periods of depression might, therefore, be
because of the use of an inappropriate retrieval cue. A clinician who
was aware of this possibility would not assume that because the adult
patient could recognize that fatigue and loss of appetite were signs of
depression, he would necessarily be able to recall such experiences by
searching his memory for times when he was depressed. Instead, the
clinician might explicitly ask his patient to try to recall times when he
was tired, or lacking in appetite, or unable to keep well. Such retrieval
cues might be closer to the way depression was encoded in childhood
and, hence, more effective.
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Context-Dependent Learning

Another factor that can cause a person to fail to recall information
actually stored in memory is a disparity between the context in which
the information was originally acquired and the context in which recall
is attempted. Greenspoon and Raynard (1957) had their subjects learn
a list of nonsense syllables in one of two laboratory rooms. The two
rooms were set up to differ from each other in many ways; for example,
one room was quiet and dimly lit, the other noisy and bright. Green-
spoon and Raynard found that subjects who had learned the list of
nonsense syllables in one room were better able to recall that list when
tested there than when tested in the other room.

Godden and Baddeley (1975) confirmed these findings using a dif-
ferent set of contexts. Godden and Baddeley’s subjects were divers who
learned a list of words either on shore or 10 feet underwater. Recall for
the word list was found to be better when it was obtained in the same
environment as the original learning.

Although it may seem bizarre to try to move from noisy, bright
rooms or from underwater to the clinical setting, we believe that these
findings have implications that should at least be considered and pos-
sibly tested in a clinical context. One clinical implication of findings of
this sort is that when a patient cannot recall an event or a set of events
that occurred in a particular locale, recall might be improved if the patient
returned to that locale and tried to recall the events there. Thus, a patient
who had undergone a distressing experience in a particular setting, but
could not remember exactly what it was that had caused the distress,
might profit from returning to that same setting to try to recall what had
transpired there. Wagstaff (1982) notes that police investigators some-
times take witnesses back to scenes of crimes in order to improve their
memories. He also reports experimental evidence that witnesses will,
in fact, remember a face more accurately if they look at “mug shots”
while at the scene of the crime.

A phenomenon similar to context-dependent learning is state-
dependent learning. In some instances, information that is acquired
when the individual is in a certain physical state can be better recalled
when the individual is in that same physical state. Overton (1972) reviews
a body of research bearing on the effects of a state of alcoholic intoxication
on recall.

It may be that a patient’s failure to recall certain events that occurred
when drunk, physically exhausted, or in some other unusual physical
state is a manifestation of a state-dependent learning effect. Obviously,
in that case, a therapist would rarely be justified in advising the patient
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to reenter that same physical state just for the sake of recalling some
additional information. If the information is important, a clinician might
attempt to recreate the relevant state through hypnosis or, in exceptional
cases, actually induce the state again. A therapist might very well, how-
ever, try to enhance memory by having a patient try imagining himself
in the critical state or urge the patient to try to recover critical memories
and jot them down should the state reoccur for any reason. Wagstaff’s
(1982) report on revivification of experience in nonhypnotized persons
may be relevant here also.

Decision Criterion

Some evidence suggests that one aspect of the process of recall
consists of determining whether the information that has been retrieved
from memory actually represents the information that is being sought
after (Anderson & Bower, 1972). It is possible that in psychotherapy a
patient might report that certain events were rare in his life (e.g., having
angry thoughts) because when he tries to recall such events he adopts
an especially high criterion for accepting his recollections of them as
accurate. Note that this differs from the concept of repression in that
the patient is able to retrieve the desired information from memory; he
fails to report that information only because he is uncertain of its accu-
racy. Under such circumstances, the therapist could facilitate recall by
urging the patient to adopt a lower decision criterion (e.g., “Just describe
what memories come to mind even if you are unsure about their accu-
racy”). Such a tactic could, of course, result in the patient adopting a
decision criterion that was too low and recalling events that did not
actually occur. The therapist would therefore have to be especially care-
ful in assessing the likelihood of the recalled events on the basis of other
available information about the patient.

The Negative Cuing Effect

There are circumstances in which recall may be impaired if a person
is provided with additional, relevant, information. In particular, when
aresearch subject is asked to try to recall as many members of a particular
category as he can, providing him in advance with some of the members
of that category can actually impair his ability to recall the other category
members. Brown (1968), for instance, asked his subjects to try to recall
as many of the states of the Union as they could. He provided some of
his subjects with a partial list of the states. Brown found that the subjects
who had been provided with these recall cues were poorer in their recall
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of the remaining states than were subjects who had not been given any
recall cues. It appears that providing a subject with some members of
a category disrupts usual strategies for searching for members of that
category; the manner in which this disruption is caused is as yet
undetermined.

It is possible, then, that a therapist who wants a patient to recall
a certain category of events (e.g., all of the circumstances in which
anxiety is aroused) might be better off not reminding the patient of some
members of that category of events (e.g., mentioning to the patient
certain circumstances that are already known to cause anxiety). The
therapist may actually be reducing the likelihood that the patient will
recall new anxiety-provoking situations by cues involving known anx-
iety-provoking situations.

The “Feeling of Knowing” Phenomenon

Another issue concerning recall failure is the significance of reports
by individuals that they are sure that they will be able to recall certain
information even though they are unable to do so at the moment. Such
“blocking” is not uncommon in psychotherapy. It has also been studied
in the laboratory, where it is referred to as the feeling of knowing or tip-
of-the-tongue phenomenon (Brown & McNeill, 1966; Freedman & Lan-
dauer, 1966; Gruneberg & Monks, 1974; Gruneberg, Monks, & Sykes,
1977; Koriat & Lieblich, 1974).

The experimental literature in this area suggests, first, that this
phenomenon can be produced even under circumstances in which the
nonrecalled information is unlikely to be emotionally upsetting to the
individual. For instance, a feeling of knowing can be produced by pro-
viding subjects with the dictionary definitions of somewhat uncommon
words (sampan, ambergris) and then asking the subjects for the words
being defined (Brown & McNeill, 1966; Koriat & Lieblich, 1974). This
tip-of-the-tongue research suggests that a therapist ought to be cautious
about inferring that a memory is emotionally significant simply because
a patient reports “blocking on it.”

The experimental work on the feeling-of-knowing phenomenon
also provides data bearing on whether an individual who has such a
feeling is actually more likely to have the pertinent information stored
in memory than an individual who cannot retrieve the information and
reports no feeling of knowing. In this body of experimental work (e.g.,
Freedman & Landauer, 1966; Gruneberg & Monks, 1974; Gruneberg,
Monks, & Sykes, 1977; Koriat & Lieblich, 1974), there are two basic
procedures used to demonstrate that subjects actually have stored in
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memory the information for which they have reported a feeling of know-
ing. One procedure involves giving subjects a retrieval cue (e.g., the
first letter of the word being defined) and seeing whether the subject
can then retrieve the information. The other is to present the subject
with the correct information along with several alternatives (e.g., to
present the word being defined along with several other words), to see
if the subject can recognize the correct item of information. A subject
who can retrieve the information when given a cue, or who can recognize
it when presented with it, is presumed to have had that information
stored in memory all along.

These studies have generally found that subjects who report having
a feeling of knowing are more likely to have the information stored in
memory than are subjects who cannot recall the information and have
no such feeling of knowing. But the latter group of subjects, it has been
found, do perform better on cued recall or recognition tasks than would
be expected by chance. This suggests that at times these subjects too
may have the information in memory even though they cannot imme-
diately retrieve it.

Thus, a therapist should probably spend somewhat more time
trying to help a patient recall information (e.g., about a past event) when
that patient reports a feeling of knowing than when such a feeling is
lacking. However, it is worth trying to assist the patient in recalling the
information even when a feeling of knowing is absent.

DISTORTIONS IN RECALL

The research just reviewed provides evidence that a variety of
factors can interfere with the recall of information that has been stored
in memory. There is also information-processing research bearing on
the factors that contribute to distortions in recall. By distortions in recall
we mean any fault in memory that causes a person to report an event
in a way other than in the way it was originally experienced and stored
in memory. In practice, however, a clinician may have difficulty distin-
guishing between distortions in memory, which are by definition unin-
tentional, and intentional misreports of what is remembered. It is worth
attending here to Mark Twain, who in his autobiography asserted,

For many years I believed that I remembered helping my grandfather drink
his whisky toddy when I was six weeks old, but I do not tell about that any
more now. . . . When I was younger I could remember anything, whether
it had happened or not. (Neider, 1959, p. 3)
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As with the discussion of recall failure, our discussion of distortion
in recall will focus on the nonmotivational factors that can affect memory.
Our argument is that psychotherapists ought at least to consider such
factors in trying to account for the distortions in recall they encounter
in their work. Since, as we suggest, it may be difficult in a specific
instance to know whether a reported memory has been distorted, it is
important that clinicians have a good understanding and awareness of
the problem. Knowledge of when distortions are likely, how they come
about, and their characteristics may enable the astute clinician to avoid
erroneous assumptions and facilitate therapy.

Distortion of Material So That It Makes More Sense

One source of recall distortion is the process by which new infor-
mation is integrated with information already in memory (i.e., with
preexisting memory schemata). The consequence of such distortion in
recall is that the information, as recalled, makes more sense than the
original information did; the recalled information conflicts less with other
information in memory than was the case with the original information.

Bartlett (1932) found evidence for distortions of this sort in his
classic study of memory for prose. Bartlett presented his subjects with
an Indian folktale entitled “War of the Ghosts.” The subjects were asked
to recall the tale a number of times over a period of months. The tale
did not make sense in places, at least to someone from a non-Indian
culture. Bartlett found that when the tale was recalled, it was frequently
distorted in such a way that it made more sense. For instance, in the
story, a young man is invited to accompany a group of warriors to attack
a neighboring village; the warriors turn out to be ghosts. Some subjects,
in recalling the story, described these warriors as ordinary human beings,
distorting the story so that it made more sense within their own cultural
framework.

Bartlett’s findings are not unequivocally interpretable. Gauld and
Stephenson (1967) have provided evidence that Bartlett’s subjects may
not have produced actual distortions in recall. Instead, these subjects
may have been unable to recall certain parts of the story; in attempting
to provide the experimenter with the material he was requesting, these
subjects may have tried to make inferences about the nonrecalled aspects
of the story based on their general knowledge. Gauld and Stephenson
failed to find a substantial number of recall distortions when they told
their subjects to report only those aspects of the original story that they
were sure they recalled. These findings have import for clinical practice
nonetheless, since they suggest that the instructions that clinicians give
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in trying to produce memories may influence the results obtained.
Instructions of the kind often associated with clinical practice—not to
censor thoughts, to say whatever comes to mind—could result in an
overly lax threshold for determining what is “remembered.”

A study by Coleman (1962) provides evidence for distortions in
recall that do not seem to represent inferences made to fill gaps in
memory. Coleman began by presenting the following sequence of words
to one subject:

about was good-looking way and treating made of that a him the quiet
youngster nice he manners a them girls wild go with

Each of the words was presented on a separate card. After the
subject had read the sequence, the cards were shuffled and the subject
had to try to arrange them in their original order. Then the subject passed
the deck, arranged in this way, to a second subject; this subject had to
go through the deck and then, after the cards had been shuffled, arrange
them in the order in which he or she had received them. After the
original word sequence had been recalled in this fashion by 16 subjects,
the word order had become:

he was a youngster nice quiet with manners good-looking and a way of
treating them that made the girls go wild about him

It thus appears that as each subject attempted to recall the sequence of
words, he or she tended to distort the sequence so that it made more sense.
Spiro (1977) provides a similar example. He had his subjects read
a story involving an engaged couple, Bob and Margie. Bob reveals to
Margie that he does not want to have children. Margie, it turns out,
very much wants children. A few minutes after they read this story, the
subjects were informed either that Bob and Margie had married and
were happy, or that they had broken their engagement. When subjects
were asked to recall the story, those subjects who had been told that
Bob and Margie had gotten married tended to distort the story in such
a way that the couple’s decision to marry made more sense (e.g., “They
underwent counseling to correct the major discrepancy”). Subjects told
that Bob and Margie had broken up did not produce such distortion.
It seems likely that recall distortions that render the original mate-
rial more “sensible” would occur in psychotherapy. This might occur,
for instance, when a patient reports experiencing an unpleasant affect
each time he thinks of a baby-sitter who often took care of him during
his childhood although there is no “rational” reason for the affective
response. Even though the patient’s affective response is associated
primarily with a memory of a particular blue dress worn by the baby-
sitter, an inquiry into the response by the therapist might produce a
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distorted version of the memory, one that makes more sense to the
patient, for example, that the baby-sitter was always scowling and was
often unkind. Or, another example of this type of recall distortion, a
patient may experience anxiety every time he has the thought that suc-
cess in an important enterprise is imminent. It is possible that in this
situation the patient might recall the thought that preceded the feelings
of anxiety as having been about failure rather than success; a failure—
anxiety relationship would make more sense for most people than would
a success—anxiety relationship.

One possible implication for treatment is that accurate recall of the
thought that preceded distress in such circumstances might be possible
only after the patient had been provided with a conceptual framework
that made the actual sequence of events seem sensible. Thus, the ther-
apist, in the present example, might have to discuss with the patient
the reasons why some people fear success before the patient would be
able to recall the success-related thoughts that preceded distress.

Inferential Elaboration

Another potential source of distortion in recall is a process of elab-
oration that appears to occur during the initial encoding of the material.
The elaboration of the original material involves inferences about the
objects or events being described. These inferences are based on the
person’s knowledge of the world, and it is possible that they occur
without conscious effort on the person’s part. This process of elaboration
is illustrated by the following story (Reder, cited in Anderson & Reder,
1979).

Alice went to Jimmy’s house for lunch. Jimmy’s mom served them tunafish
sandwiches. Alice liked her sandwich very much and had almost finished it
when, all of a sudden, her dentures fell out of her mouth.

The reader’s surprise at finding that Alice wears dentures is likely
to spring from an inference made about her age. Because a male with
a boy’s name invited Alice in for lunch, and because the male’s “mom”
served the lunch, the reader is likely to infer that Alice is a child. There
are several studies that suggest that when people make these sorts of
inferences, they sometimes mistakenly recall that the inferred material
was actually presented.

Bransford, Barclay, and Franks (1972) presented their subjects with
a number of sentences and afterward tested subjects’ recognition of these
sentences. Bransford et al. were interested in whether subjects tended
to mistakenly recognize sentences resembling the original ones in certain
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ways. For instance, one of the sentences originally presented to some
subjects was “Three turtles rested on a floating log, and a fish swam
beneath them.” Subjects presented with this sentence tended to mis-
takenly identify the sentence “Three turtles rested on a floating log, and
a fish swam beneath it” as having been presented. This sentence was
not falsely recognized by subjects who had originally been presented
with the sentence “Three turtles rested beside a floating log, and a fish
swam beneath them.” Thus, it appears that the subjects who made the
false recognition had inferred that since the turtles were on a log, a fish
swimming under the turtles must have swum under the log as well.
Later, these subjects could not distinguish their own elaboration from
the material originally presented.

Sulin and Dooling (1974) provide another example of the way recall
can be distorted through elaborations on the original material. These
investigators presented their subjects with passages about famous per-
sons and then tested for recognition of the material in the passages. For
some subjects, the actual name of the famous person was used in the
passage; for the other subjects, this name was replaced by a fictitious
name. The text of one of these passages was:

Helen Keller's need for professional help. Helen Keller was a problem child
from birth. She was wild, stubborn, and violent. By the time Helen turned
eight, she was still unmanageable. Her parents were very concerned about
her mental health. There was no good institution for her problem in her
state. Her parents finally decided to take some action. They hired a private
teacher for Helen.

For some of the subjects, the recognition test included the sentence
“She was deaf, dumb, and blind”; this was, of course, true of Helen
Keller. It was found that subjects who had been presented with this
passage showed a much greater tendency to identify this sentence as
having been included in the passage than was the case for subjects
presented with the identical passage but with the name “Carol Harris”
replacing Helen Keller. Thus, it appears that subjects’ recall of the pas-
sage was distorted by relevant information that they had acquired from
other sources besides the passage itself.

In a follow-up study, Dooling and Christiaansen (1977) gave sub-
jects the Carol Harris passage but told them, just before the recall test,
that the passage had actually been about Helen Keller. Dooling and
Christiaansen found that subjects tested a week after the passage had
been presented tended to falsely recognize the “deaf, dumb, and blind”
sentence. This was not true for subjects tested 2 days after the pre-
sentation of the passages. This finding suggests that if sufficient time
has elapsed between the presentation of information and the attempt
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to recall it, additional information acquired at the time of recall can result
in distorted recall of the original information.

The studies reviewed in this section provide evidence that recall
can be influenced by information stored in memory but not contained
in the to-be-recalled material itself. It seems likely that this type of recall
distortion occurs in psychotherapy. For instance, patients might read
about other people who have problems that seem similar to their own.
Under these circumstances, it is possible that the patients’ recall of their
lives will be influenced by this new information. A patient who reads
in a newspaper or book about the “alcoholic mother syndrome” might
“remember” traits his mother possessed that are consistent with the
stereotype he has now acquired. It would therefore be important for the
therapist of patients who have been reading about their own psycho-
logical difficulties to be particularly careful in assessing the accuracy of
memories that neatly dovetail with the scheme the patients have acquired
through reading. Therapists themselves may often give clues to the
memories they expect based on their own schemata. When the expec-
tations of therapists match those acquired by patients, distortions in
memory may be particularly likely.

It seems likely that therapists as well as patients will be susceptible
to this kind of recall distortion. For example, if a patient has recently
made a suicide attempt, the therapist’s awareness of this attempt could
distort his recall of the therapy hours following the attempt; the therapist
might mistakenly recall material of the sort that would be expected from
someone who had recently attempted suicide (“I feel hopeless”). Simi-
larly, a therapist who learns that a patient has just committed suicide
may now recall statements that the patient made in recent therapy hours
that were indications that he was about to do so. If these “memories”
are distortions based on the therapist’s preconceived ideas about the
way a suicidal patient acts, then they may serve to confirm in the ther-
apist’'s mind beliefs that are actually false. If therapists were aware of
the circumstances in which this sort of recall distortion could occur, they
might try to minimize such distortions by assessing the accuracy of their
memories with especial care (e.g., by actively trying to recall activities
of the patient that seem inconsistent with the ones the therapist recalls
most easily).

Biasing of Recall through Verbal Labeling

The verbal label that persons apply to a stimulus can also have a
distorting effect on their later recollection of that stimulus. Two early
studies demonstrated this by testing students’ recall of ambiguous visual
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forms (Carmichael, Hogan, & Walter, 1932; Hanawalt & Demarest, 1939).
Carmichael et al. presented their subjects with a set of ambiguous line
drawings. As each drawing was presented, the experimenters supplied
a verbal label for it. An example of the drawings used in this study is
shown in Figure 1A. This particular drawing might be labeled by the
experimenter as either “eyeglasses” or “dumbbells.” It was found that
when subjects had to reproduce the drawing from memory, their repro-
ductions were distorted so that they looked more like the object referred
to by the label (see Figures 1B and 1C).

Hanawalt and Demarest (1939) presented their subjects with the
same set of ambiguous figures that Carmichael et al. (1932) used. How-
ever, in this study a verbal label was not provided at the time the figures
were presented. Instead, a label was provided at the time of recall (e.g.,
“Draw the figure that resembled eyeglasses”). These labels biased sub-
jects’” reproduction of the figures just as the labels in the Carmichael et
al. study did.

A more recent study by Loftus and Palmer (1974) provides another
illustration of the effects of labeling on recall. Loftus and Palmer showed
their subjects films of automobile accidents. After each film the subjects
were asked questions about the accident portrayed. For some subjects,
included among these questions was “About how fast were the cars
going when they hit each other?” Other subjects were asked “About

FIGURE 1. An ambiguous visual form and two distorted reproductions; (A) orig-
inal ambiguous form; (B) example of reproduction of original form when it has
been labelled “eyeglasses”; and (C) example of reproduction of original form
when it has been labelled “dumbbell.” Adapted from Journal of Experimental
Psychology, 1932, 15, 73-86.
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how fast were the cars going when they smashed into each other?” The
latter group of subjects gave significantly higher estimates of the cars’
speeds than did the former group.

In clinical work, there would seem to be numerous opportunities
for verbal labeling to produce distortions in recall. Here, the therapist
is the potential source of the labels. The therapist could provide such
labels at the time the stimulus originally appeared. A therapist might,
for instance, label a set of feelings reported by a client as “hostile,” with
the consequence that in later discussion of those feelings the client would
remember them as hostile even though that was not an entirely appro-
priate summation of the affect involved.

Alternatively, the therapist could provide a distorting verbal label
long after the patient actually encountered the stimulus. The question
“How enraged does your spouse become when your children misbe-
have?” might elicit a description of more intense anger than would the
question “How irritated does your spouse become when your children
misbehave?”

Therapists who are aware of the possible distorting effects of verbal
labels should be better able to assess the veridicality of their patients’
responses. Such therapists might, for example, ask the same question
more than once during the course of treatment, varying the critical word
or phrase (angryl/irritated) to see whether the label affects the patient’s
responses to any significant degree. If the patient’s responses are affected,
it may be necessary to question the patient in more detail about the
events of interest, in order to be more certain of their nature (“What
exactly does your spouse do when your children misbehave?”).

Biasing of Recall through MisleadingARecall Cues

In another type of memory distortion, the individual “remembers”
an object that was not actually present in the scene being recalled. Loftus
has examined how the wording of the questions used to elicit recall can
produce such distortions (Loftus, 1975; Loftus, Miller, & Burns, 1978).

In one of Loftus’s studies (Loftus et al., 1978), subjects were shown
a series of 30 slides depicting the course of an automobile-pedestrian
accident. The slides showed a red Datsun traveling along a street, then
turning right at an intersection. The automobile then hit a pedestrian
who was crossing at the crosswalk. There was a sign on the corner
where the automobile turned right. This sign was visible on only one
of the slides. Half the subjects saw a slide showing a stop sign; the other
half saw a slide showing a yield sign. After viewing all 30 slides, the
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subjects filled out a questionnaire. For half the subjects, this question-
naire included the question “Did another car pass the red Datsun while
it was stopped at the stop sign?” For the other half of the subjects, the
same question was asked but with “yield sign” replacing “stop sign.”
The experiment was designed so that for half the subjects the question
included the sign they had actually seen, and for the other half the sign
in the question was not the one actually presented.

Twenty minutes after filling out the questionnaire, subjects were
presented with pairs of slides and asked to choose which slide of each
pair had previously been presented. The critical pair of slides was the
one showing the red Datsun next to either a stop sign or a yield sign.
The subjects who had previously been exposed to a misleading question
(i.e., one that referred to the wrong type of sign) were more likely than
the other subjects to identify the wrong slide as the one they saw earlier.

Itis possible that the group differences found here were not because
of the effects of the misleading question. Rather, it could be that the
question referring to the correct sign facilitated the performance of sub-
jects who received it. To rule out this possibility, Loftus et al. (1978,
Experiment 3) repeated their earlier experiment, adding a control con-
dition in which the critical question did not contain a reference to either
sign. It was found that the misleading question increased the frequency
of false recognitions above that of the control group.

Another possible explanation for the Loftus et al. finding is that
the subjects given the misleading question did not actually recall seeing
the wrong sign. Instead, when these subjects received the misleading
question, they might have recognized that it referred to the wrong sign,
but decided to “go along” with the experimenter; in this view, the false
recognitions of the sign the subjects made were owing to the “demand
characteristics” of the experiment.

Loftus et al. (1978, Experiment 2) attempted to rule out this possible
explanation for their findings. They repeated their original experiment
but this time included a “debriefing questionnaire” at the very end of
the experiment. This questionnaire informed subjects about the critical
question and asked them whether they had actually seen a different
sign than the one referred to in the critical question. Of the subjects
who received the misleading question and identified the wrong slide,
only 12% reported that they had actually seen a sign different from the
one referred to in the question. It is possible, of course, that the subjects
in filling out the debriefing questionnaire were still trying to comply
with the experimenter’s wishes by denying what they had actually seen.
This does not seem especially likely, however. Thus, it is probable that
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the misleading question did in fact cause a distortion in the subjects’
recollection of the critical slide.

A study by Loftus (1975) provides another example of the sort of
recall distortions that can be produced by including misleading infor-
mation in the questions used to elicit recall. Subjects were shown a
videotape of an automobile accident. The subjects then answered ques-
tions about the accident. For half the subjects, one of the questions was:
“How fast was the white sports car going when it passed the barn while
traveling along the country road?” For the other subjects, the analogous
question was “How fast was the white sports car going while traveling
along the country road?” In actuality, no barn appeared in the videotape.

A week after they saw the videotape, the subjects returned and
answered a new set of questions about the accident. Among these was
“Did you see a barn?” Subjects previously exposed to the question con-
taining the misleading reference to a barn were significantly more likely
to mistakenly recall seeing it.

Recall distortions of the sort Loftus has studied could plausibly
occur in the clinic as well as in the laboratory. A therapist might come
to believe that a particular patient becomes anxious (or depressed or
angry) only in the presence of certain people or things. The therapist’s
questions about the patient’s feelings might then assume that these
people or things are present whenever the patient experiences distress.
Such questions could potentially lead the patient to mistakenly recall
the presence of these people or things even at times when they were
not in fact present. This would then obscure the fact that there were
other sources of the patient’s feelings besides the ones that had already
been determined. For example, at a certain point in treatment a therapist
might reach the conclusion that a boy suffered anxiety attacks when he
perceived that his parents were about to quarrel (e.g., because the boy
feared the breakup of the marriage). Once the therapist had come to
this conclusion, the therapist’s questions to the parents might incor-
porate the assumption that both were present whenever the boy had
an anxiety attack (e.g., “What did the two of you do when the anxiety
attack began?”). Questions of this sort could cause the parents to “recall”
that both had been present at the time of a particular anxiety attack,
when this was not in fact the case. The parents might then fail to recall
that anxiety attacks sometimes occurred when the boy was alone with
one of the parents. It might be that the boy experiences anxiety in these
single-parent situations for different reasons than in the two-parent sit-
uation; the therapist-induced recall distortions could serve to obscure
this fact.
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If the therapeutic situation does allow for recall distortions of this
type, it would be very important for therapists to consider carefully
whether the questions they ask a patient incorporate unwarranted
assumptions about the presence of people or objects. Otherwise, ther-
apists might be in danger of generating the very memories that they
then take as the confirmation of their favored hypotheses.

Distortions in Recall of Frequency Information

The distortions in recall discussed up to this point have all involved
the retrieval from memory of information presented at one particular
point in time. There are also situations in which it is necessary to recall
the frequency with which a certain type of event occurred in the past,
when it is impossible to recall every single occurrence of that event.
There is evidence that distortions can occur in the recall of such frequency
information.

Tversky and Kahneman (1973) have proposed that distortions in
frequency judgments are a function of the strategies we typically employ
in making these judgments:

Lifelong experience has taught us that instances of large classes are recalled
better and faster than instances of less frequent classes; that likely occurrences
are easier to imagine than unlikely ones, and that associative connections
are strengthened when two events frequently co-occur. Thus, a person could
estimate the numerosity of a class, the likelihood of an event, or the frequency
of co-occurrences by assessing the ease with which the relevant mental oper-
ations of retrieval, construction, or association can be carried out. (p. 208)

Tversky and Kahneman report a number of studies that provide
support for their views. In one of these studies (1973, Experiment 3)
they asked subjects to estimate the relative frequencies of certain classes
of words. For example, subjects were asked whether there are more
words in the English language that begin with the letter K than there
are that have K as their third letter. The great majority of subjects indi-
cated that words beginning with K are more frequent than words with
K as their third letter. In fact, the opposite is true. Tversky and Kahne-
man explain this and similar findings by proposing that subjects estimate
the frequency of a particular class of words by attempting to gauge how
easy it is to retrieve the members of that class, that is, how “available”
the class members are. The easier it is to retrieve the words in a particular
class, the more common the subjects think the class is. Since it is easier
to search through memory for words that have a certain letter in the
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first than the third position, the former class of words tends to be seen
as more common than the later, even when this is not the case.

In another study, Tversky and Kahneman (1973, Experiment 8)
presented each subject with a list of names of well-known persons of
both sexes; some names (Richard Nixon, Elizabeth Taylor) were better
known than others (William Fulbright, Lana Turner). Each list contained
39 names of individuals, 19 of one sex and 20 of the other. The lists
were constructed so that when a list had a majority of names from one
sex, the names from the opposite sex were more famous. Subjects were
asked to try to recall whether the names in the list with which they were
presented were mostly of men or of women. The investigators hypoth-
esized that since the more famous names would be easier to recall,
subjects would tend to believe that these names had occurred most
frequently. Thus, the sex associated with the most famous names ought
to be judged to be the most frequent, even though this was not true for
any list. This was found to be the case.

Tversky and Kahneman point out that the illusory correlation phe-
nomenon studied by Chapman and Chapman (Chapman, 1967; Chap-
man & Chapman, 1967, 1969, 1975) represents another instance of a bias
in frequency judgments. Chapman and Chapman use this term to describe
their finding that subjects make systematic errors in judging how fre-
quently stimuli have appeared together. These judgments tend to be
biased in such a way that stimuli that are strongly associated with each
other are believed to have co-occurred more frequently than they actually
have. In Tversky and Kahneman’s (1973) view, such distortions in recall
occur because subjects do not make their judgments of the frequency
of co-occurrence of a pair of stimuli by trying to retrieve individual
instances of the occurrence of each member of the pair; instead, subjects
base their judgment of the frequence of co-occurrence of the stimuli on
the basis of the strength of the associative bond between the stimuli.

In the earliest investigations of the illusory correlation phenomenon
Chapman (1967) presented his subjects with a series of word pairs. There
were 12 different word pairs in each series, with each pair repeated a
number of times. Each word pair occurred equally often. The 12 word
pairs were constructed by taking one set of 4 words and one set of 3
words, and pairing every word in the first set with every word in the
second set. The words were chosen so that of the 12 word pairs con-
structed in this way, 2 of the pairs consisted of words that were strongly
associated (e.g., lion-tiger) whereas the other 10 pairs consisted of words
that were weakly associated (clock-butter). The subjects’ task was to
observe the words as they were presented so that afterward they could
report how often each word had been paired with every other word.
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Chapman found that subjects tended to report that the 2 pairs of strongly
associated words had occurred more often than the other 10 pairs, even
though all pairs had occurred with equal frequency. This is a finding,
then, of an illusory correlation.

Chapman and Chapman (1967, 1969) demonstrated in two studies
that such illusory correlations could distort the frequency judgments of
psychodiagnosticians. In one study (Chapman & Chapman, 1969), cli-
nicians were asked what types of Rorschach responses were, in their
experience, the most frequent correlates of male homosexuality. The
Rorschach “signs” that the clinicians reported to be associated with male
homosexuality turned out to be ones that in empirical investigation had
not turned out to be correlated with it. At the same time, the clinicians
failed to report the Rorschach signs that in fact had been empirically
determined to be correlates of homosexuality.

Chapman and Chapman (1969) then sought to determine whether
associative strength could account for the illusory correlations that the
clinicians reported. They had college undergraduates rate each Ror-
schach sign reported by the clinicians, along with the two empirically
established signs, for their associations with male homosexuality. It was
found that the invalid signs did in fact have a much higher associative
relationship with male homosexuality than did the overlooked valid
signs (one of the invalid signs was “feminine clothing”; one of the valid
signs was “a response on Rorschach Card V of a human or humanized
animal”).

Chapman and Chapman (1969) then tried to determine whether
naive observers (college undergraduates) would “discover” the same
invalid correlations between certain Rorschach signs and male homo-
sexuality that experienced clinicians had reported. They prepared a set
of 30 Rorschach cards. Each card contained one Rorschach response; the
area of the inkblot used in the response was circled, and the accom-
panying verbalization was typed on the card. In addition, on a corner
of the card were typed two statements about the emotional problems of
the patient who purportedly made the Rorschach response. The Ror-
schach responses used in this part of the experiment consisted of the
invalid signs of male homosexuality reported by the clinicians, the two
empirically validated signs, and two “filler” categories of responses (geo-
graphic features and food). There were four possible statements about
the patient’s emotional problems. The statement concerning homosex-
uality was “He has sexual feelings toward other men.” When the state-
ment about homosexuality was paired equally often with each of the
categories of Rorschach responses (valid, invalid, and filler), subjects
discovered the same illusory correlations that the clinicians had; that is,
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the subjects reported that the invalid signs had more frequently
been paired with the homosexuality statement than the valid signs had
been.

In another experimental condition, Chapman and Chapman (1969)
constructed the stimulus materials so that the valid Rorschach signs
actually appeared more often with the statement about homosexuality
than did the invalid signs. Even under these circumstances subjects
reported that the invalid signs had been more highly correlated with
homosexuality than the valid signs had been; such illusory correlations
therefore appear to be difficult to abolish.

As noted earlier, Tversky and Kahneman (1973) attempt to provide
a theoretical explanation of the illusory correlation findings by hypoth-
esizing that people judge the frequency of co-occurrence of a particular
pair of stimuli by determining the strength of the association between
the stimuli. Such a strategy makes more sense because the more fre-
quently two stimuli have co-occurred, the stronger their associative bond
is likely to be. The problem with this strategy, however, is that other
factors besides frequency of co-occurrence can increase the strength of
the association between stimuli. From this perspective, in Chapman’s
work it is the semantic relationship between certain stimuli that, by
increasing their associative strength, causes judgments of their fre-
quency of co-occurrence to be too high.

The Chapman and Chapman (1969) study demonstrates quite clearly
the clinical relevance of experimental research on distortions in the recall
of frequency information. It is pertinent here that Chapman and Chap-
man (1969) were concerned with associations that existed for both cli-
nicians and nonclinicians. It seems likely that in clinicians of a particular
theoretical orientation certain associations will be strengthened because
of their theoretical importance. For instance, a psychoanalytically ori-
ented clinician who, in the course in training, had given a great deal of
thought to the causal relationship between difficulties in bowel training
and obsessive personality traits would undoubtedly have established a
strong associative connection between these phenomena. The clinician
would then be vulnerable to overestimating the frequency with which
they have co-occurred in patients. This, in turn, could cause the clinician
erroneously to conclude that clinical experience had provided confir-
mation of the theory that had been taught.

Similarly, a cognitive therapist who had been taught that experi-
ences of helplessness were associated with depression would likely begin
clinical work with a strongly established association between learned
helplessness and depression. This could lead to an overestimation of
the frequency of co-occurrence of these particular phenomena and the
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mistaken conclusion that clinical experience had confirmed an a priori
theory.

In the same way, a therapist who was taught that schizophrenia
results from certain types of pathological parental relationships would
be likely to have strongly internalized this association. As in the previous
examples, such a strong a priori association could lead to the mistaken
belief that clinical experience had confirmed theory; again, the clinician
would be likely to overestimate the frequency of co-occurrence of the
phenomena that, in theory, ought to co-occur.

Tversky and Kahneman’s (1973) work on the relationship between
“availability” and frequency estimation also has implications for the cli-
nician. It is likely that a clinician who has a particular theoretical ori-
entation will pay special attention to phenomena that the theory suggests
are important. As a result, these phenomena will likely be easier to recall
later, that is, will be especially “available” in Tversky and Kahneman'’s
(1973) terminology. And, in turn, this ease of recall may lead the clinician
to overestimate the actual frequency of occurrence of the phenomena.
So, for instance, clinicians who place particular importance on the occur-
rence of sexual feelings in a child for the parent of the opposite sex will
be likely to attend very carefully to reports of such feelings by their
patients. As a consequence, such reports will be especially easy to retrieve
from memory and their frequency may be overestimated.

In the same way, a clinician who has been taught that all dying
patients go through certain stages of psychological adjustment would
be likely to pay particular attention when a patient reports feelings thought
to be characteristic of one of these stages. This additional attention would
be likely to facilitate the later recall of such reports. As a consequence,
their frequency might be overestimated.

A clinician of any theoretical orientation may be in danger of over-
estimating the frequency of occurrence of phenomena consistent with
the theory acquired during training. Possibly, a clinician could reduce
the likelihood of such overestimations by paying particular attention to
phenomena that are inconsistent with the theoretical beliefs the clinician
holds. The clinician might be careful to note instances in which one
phenomenon occurs in the absence of another phenomenon which ought,
in theory, to accompany it. And the clinician might make a special effort
to remember instances in which a patient never reported the occurrence
of a phenomenon that, in theory, ought to have occurred. It may be that
the kind of distortion of frequency information discussed here accounts
for the bewilderment clinicians sometimes feel when they discover that
others have observed only infrequently phenomena that they themselves
see “practically every day” in the consulting room.
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CONCLUSION

The research we have reviewed provides evidence that both failures
in recall and distortions in recall can be produced by other factors besides
the emotional significance of the memories involved. We are not pro-
posing that the findings of this body of research are automatically gen-
eralizable to the context of psychotherapy. However, we do argue that
the implications of this work for clinical practice are sufficiently impor-
tant that clinicians ought to be aware of it and ought at least to consider
its implications when they are making inferences about the causes of
the recall difficulties that their own patients exhibit.

We believe that this research, along with our own, makes a strong
case for the relevance of empirical research on basic psychological proc-
esses for clinical practice. No amount of empirical work will render
obsolete clinical experience and judgment when it comes to making the
innumerable decisions that a therapist must make during even a single
therapy hour. However, the most effective clinician is likely to be the
one who exercises this clinical judgment within the context of a firm
grasp of the relevant research findings. The gap that so often exists
between the researcher in the laboratory and the clinician out on the
front lines can and ought to be bridged.

Obviously, clinicians cannot keep abreast of the staggering quantity
and variety of basic psychological research that may be relevant to clinical
practice. Nor can they always make the connections between research
and practice. Rather, we think that research clinicians able to bridge the
gap must continue to be trained and supported. They need outlets for
their work in books and journals. But they also need an audience of
practicing clinicians trained to pay attention to evidence, to care about
the scientific data base on which they are persuaded practice must rest.
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Implications of Nonclinical Research for
Mental Health Policy

CHARLES A. KIESLER

INTRODUCTION

This chapter presents a sampling of nonclinical research that is germane
to national mental health policy. Consideration of this research demands
taking a somewhat different perspective than the practicing clinician is
accustomed to. I shall first define mental health policy and consider how
research can be used in the development of national policy alternatives.
I shall then consider how nonclinical research is developed and applied
to these themes.
I define national mental health policy as

the de facto or de jure aggregate of laws, practices, social structures, or actions
occurring within our society, the intent of which is to improve the mental
health of individuals or groups. The study of such policy includes the descrip-
tive parameters of the aggregate, the comparative assessment of particular
techniques, the evaluation of the system and its subparts, human resources
available and needed, cost-benefit analyses of practices or actions, and the
cause and effect relationship of one set of policies, such as mental health, to
others, such as welfare and health, as well as the study of institutions or
groups seeking to affect such policy. (Kiesler, 1980, p. 1066)

Work on this chapter was completed in May 1982.
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There are several things worth noting about this definition. First,
national mental health policy is not a carefully planned and well-organized
national plan. It is really an aggregate of laws and practices that are often
not well articulated or related to one another. Indeed, the intents of
various legislative practices often conflict. To consider national mental
health policy, one must ask what is done in the name of mental health,
by whom, with what effect, and at what cost. Some of the outcomes for
mental health are unintended. For example, it is clear that our national
de jure policy of deinstitutionalization and outpatient care is being under-
cut by a national de facto policy of inpatient care largely funded through
Medicare, Medicaid, and private insurance companies.

The second thing to note about the policy definition is that I am
explicitly advocating a top-down approach to policy analysis and research,
rather than the more typical bottom-up approach that this topic has seen
in the past (see Kiesler, 1982a). Loosely phrased, a bottom-up approach
to mental health policy is to ask what we intend to do in the name of
mental health, and review how that is progressing. In a top-down
approach one asks what is done in the name of mental health, with
what effect, and what future policy alternatives appear open to us. I
shall give one example of the differences in outcome between these
approaches.

The core aspect of our national de jure policy in mental health is
deinstitutionalization and the development of outpatient care. Looked
at from one perspective, these policies have been very successful. The
National Institute of Mental Health (1976) reported a twelvefold increase
in outpatient episodes over a 20-year period. Professional underpinnings
for this effort appear to be very solid. The number of psychiatrists has
increased dramatically over the last 30 years, and the number of prac-
ticing professional psychologists has increased as well. A variety of steps
in improving professional care has developed concordantly. Professional
service review organizations (PSRO) exist around the country; psychi-
atric diagnostic service manuals have progressed through several edi-
tions; the number of insurance companies insuring outpatient care for
mental health services has increased rapidly; all 50 states have at some
point adopted licensing or certification laws for psychologists; steady
progress can be documented in the education of practicing psychiatrists,
and so forth.

Today there are approximately 50,000 psychiatrists and licensed/
certified psychologists who deliver mental health services. Elsewhere I
have estimated that the total number of service hours available to treat
mental disorders is on the order of 67 million hr per year (Kiesler, 1980).
Taken from this perspective, the mental health service system is some-
thing we can be proud of. It demonstrates steady progress in the number
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of service providers, professional preparation and competence, and in
actual number of service hours delivered. One can see in federal testi-
mony in Congress over the past 10 years a steady press for funds to
provide increases in the number of people who provide such services.
This is the bottom-up perspective and it leads to a very positive view
of current mental health policy.

What is the same situation viewed from the top down? Top-down
analysis demands some indication of what the need for such services is
and some inspection of the matchup between services needed and hours
available to provide them. Epidemiological estimates of the prevalence
of mental health problems in the United States vary quite dramatically.
Two reports prepared for the President’s Commission on Mental Health
(Mechanic, 1978; Regier, Goldberg, & Taube, 1978) estimated that 15%
of the U.S. population were in need of mental health services at any
one time. Neither of these was really based on a national epidemiological
survey, but used existing data to try to estimate the national figures. A
more thorough epidemiological analysis by Dohrenwend, Dohrenwend,
Gould, Link, Neugebaur, and Wunsch-Hitzig (1980) suggests that more
on the order of 22% of the U.S. population have diagnosable mental
disorders and another 13% have severe psychological distress that does
not fit existing psychiatric categories. They refer to the latter group as
the “demoralized.”

Suppose we accept the more conservative estimate for purposes of
discussion. Fifteen percent of the U.S. population equals approximately
35 million people. The top-down approach to national policy research
would stress that we have 35 million people needing mental health
services and only a potential of 67 million service hr (the actual service
hours currently delivered by psychiatrists and psychologists is much
smaller). Thus we have a national potential of only about 2 hr of service
delivery for each person in need. This fact has consequences for the way
we organize national service delivery systems and for consideration of
methods of treatment. If the treatment of choice consisted of thrice-
weekly psychotherapy, then the treatment strategy could only reach
approximately 2% of the people in need in the country.’

Some options seem clear. Increasing the number of service pro-
viders at the rate we have been will not handle the problem. We would
need 50 times as many doctoral level service providers as we now have
in order to meet the service need with traditional methods. This is neither
a pragmatic nor a politically feasible policy alternative. Consequently,

'This leaves aside the questions of potential interaction of treatment modality with diag-
nosis, demographic characteristics of the patient, and residence.
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methods of extending service provision and maximizing service out-
comes seem more promising methods of national policy formation. Short-
term therapeutic interventions would be one such alternative; drug treat-
ment seems promising from this perspective; service extenders in the
form of paraprofessionals and volunteer workers seem necessary; a bet-
ter matchup of specific services to patient characteristics and diagnosis
would seem promising, to maximize the outcome of each service hour
provided. All are potential avenues that one could investigate in order
to develop a national mental health policy that would lessen the mis-
match between service available and service needed.

The bottom-up approach is not inaccurate. It suggests that we have
made steady progress in the quality of service provision, the number of
service providers available, and the development of national networks
such as community mental health centers in which to deliver the ser-
vices. These are all things to be proud of nationally and continued prog-
ress should be encouraged. On the other hand, the top-down approach
suggests that, however praiseworthy these attempts have been and are,
they will never come close to matching the national need unless
sharpened, refined, and expanded. The implications of the two
approaches are vastly different. One is very positive and suggests con-
tinued good progress along the same lines we have taken. The other
suggests that, although the progress is steady, the outcome of it rep-
resents such a small proportion of the national problem that a dramatic
overhaul of national policy would be appropriate.

The top-down approach to policy review is not one practicing psy-
chologists (and others) are accustomed to. One’s perspective of national
needs and progress is dramatically channeled by one’s day-to-day activ-
ities, whether one is a practicing mental health service provider, a neu-
rosurgeon, or a policeman. The mental health service provider has reason
to feel increasing collective competence in dealing with the nation’s
mental health problems. It is difficult, however, to switch levels entirely,
to take the broadest possible view of mental health policy, and thereby
to realize the limitations of traditional service provision in national men-
tal health policy.

Given this top-down approach to policy issues, how should we
define the nonclinical research relevant to it? When asked about clinical
research, colleagues usually mention the efficacy of such treatments as
psychotherapy or specific brands of psychotherapy, organized systems
of care, and drugs. When we speak of efficacy of these treatments, we
are usually referring to the outcomes as the result of a specific technique,
perhaps regarding a specific diagnostic or functional problem, perhaps
even narrowly defined for some specific population (such as children).
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If that is clinical research, then this chapter would have to be addressed
to the effects of all other research on mental health policy—which would
be an insurmountable task. We must narrow the task.

Clinical research is often difficult to generalize or translate into
policy. Consequently, one important starting point is overall methods
of summarizing, evaluating, and assessing clinical research. One ques-
tion is, How do we summarize groups of diverse research findings in a
manner that allows us to assess both the ease and cost of implementing
them into policy? Two such general technique are meta-analysis and
cost-benefit analysis. Each involves a group of research problems of
considerate national import. Each deserves some preliminary discussion
before more substantive research issues are discussed.

META-ANALYSIS

Meta-analysis (Smith, Glass, & Miller, 1980) is a general technique
of assessing results across studies. Its major advance is that instead of
merely registering a study or a particular effect in a study as either
significant or not significant, it allows one to assess the degree of impact
of a particular technique and average that impact across studies. Thus,
Smith et al. come to the general conclusion that across approximately
500 studies of psychotherapy, the average person undergoing psycho-
therapy is sufficiently improved to be comparable to a person at the 80th
percentile in the control group. With some methodological refinement,
the estimate of this impact is even larger (Landman & Dawes, 1982).
The technique emphasizes a unit of measurement (called the effect size)
which allows one to add such effects across studies rather than attending
only to the statistical significance within each study. Meta-analysis rep-
resents a significant methodological advance in assessing what we may
conclude from previous research findings. Given the simple summariz-
ing statistic one can further aggregate or disaggregate studies on the
basis of other criteria. These might include specific methodological
strengths and weaknesses, innovative independent variables, different
providers, or type of dependent variable measured. Thus one could ask
whether studies with random assignment have statistically more pow-
erful results than those without. Alternatively and in a more limited
sense, one might ask whether psychotherapy has a more powerful effect
on self-esteem than on productivity.

The development of meta-analysis as a technique is only in the
beginning stages, particularly in its application to such complicated phe-
nomena as the delivery of mental health services. Nonetheless, it is at
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least potentially a tool of enormous impact. This tool, or one that accom-
plishes the same ends, is necessary in order to assess summarily the
current knowledge base. Policy formation is, of course, a complicated
and not always satisfactory method of planning for the future. Laymen
often have great confidence in knowing whether mental health services
are worthwhile or not. The senator at a public hearing is likely to ask,
“What is the effect of psychotherapy?” The scientist/witness begins to
respond, “Well, Senator, it is a more complicated question that that . . .”
And the impatient senator interrupts to move onto a new line of ques-
tioning. Meta-analytic techniques allow us to inform the layman, includ-
ing congressmen and state legislators, in a simple and straightforward
way what research about these services has amounted to.”

COST-BENEFIT ANALYSIS

Meta-analysis, of course, only attempts to inform us about the
relative outcomes of experimental treatments. The Congress and the
public often wish to know more. Specifically, they often wish to know
what they get for their money and whether it is worthwhile. The former
is really a question dealing with cost-benefit; the latter a question dealing
with cost-effectiveness. Although these terms are seen fairly often in
the psychological literature, they are most typically used loosely and
inaccurately. Cost-benefit and cost—effectiveness analyses are highly
technical terms in economic research, but they cannot yet be applied
very precisely to mental health services.’ This is partly because of a weak
national data base regarding mental health services and their outcomes.
Furthermore, however, research in mental health services has not gath-
ered the kind of information that typically goes into cost-benefit and
cost—effectiveness analyses. Even providing a proper baseline for lack
of action can be difficult. Consider housing policy in the United States.
We might consider, as a policy alternative, building 100,000 new houses.
We can calculate the costs of doing so, and make a pretty good try at
allocating the costs to the several segments of society that will directly
or indirectly pay for it. We can probably state fairly well what the out-
comes of the new housing will be. A further important point is that we

’I do not suggest an uncritical acceptance of meta-analysis. See, for example, Bandura
(1978) and Cook and Leviton (1980).

*See Saxe (1980) for an excellent discussion of the issues in the efficacy and cost effec-
tiveness of psychotherapy.
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can forecast fairly specifically what will happen if we do not build the
houses.

All of these issues are more ambiguous in mental health services.
Determining the proper comparative baseline is one problem. When
assessing the comparative benefit of a mental health service, we need
to state the outcome of not providing the service. With the current data
base, it is difficult to say whether an unused or unfunded mental health
service is likely to lead people to: become divorced; lose their jobs;
increase their absenteeism; develop a deteriorating condition ultimately
involving hospitalization; seek out expensive but inappropriate care;
develop physical illness and consequent treatment; and so forth. Con-
sequently, even the baseline for considering what will happen if nothing
is done is very fuzzy in mental health policy.

Consider the problems of cost-benefit analysis when a service is
provided. First, the cost of providing the service must be weighed against
the cost of not providing the service, not merely calculated on the basis
of how many dollars the service per se costs. The appropriate baseline
must be established before a reasonable cost figure can be calculated.
Second, with regard to both benefits and effectiveness, we must be sure
we have cast a broad enough net to pick up potential consequences of
social import. Studies of psychotherapy, for example, have dispropor-
tionately emphasized as dependent variables various personality meas-
urements such as self-esteem, anxiety reduction, and the like. Although
those and self-report measures are scientifically important in assessing
the impact of psychotherapy, they are much less important to policy
researchers/analysts discussing public alternatives. Public policy out-
comes that would be of interest to policy analysts would include such
things as employment, productivity, absenteeism, completing educa-
tional goals, maintaining family relationships, living independently,
staying off welfare, paying income tax, maintaining property, and so
forth. These outcomes are not only valued by society, they are of eco-
nomic benefit to the larger social group. They can therefore be construed
as analogous to other public policies and the decisions made about them.
That is, one could conceivably compare cost-benefit analyses of mental
health services with those of, say, housing policies.

I do not suggest that psychotherapy and other mental health ser-
vices do not affect more typical public policy outcome variables. Indeed,
there is evidence to suggest that they do. However, very few studies
have included such variables and there is literally no national data base
regarding them that one might use in order to begin calculating cost—
benefit and cost-effectiveness ratios for alternative policy strategies.
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Increasing our sophistication in economic analysis in general, and
cost—effectiveness and cost-benefit analyses in particular, would rep-
resent important steps in developing a coherent and well-articulated
approach to national mental health policy. Unfortunately our collective
thinking in mental health care has not been much oriented in this direc-
tion, and the consequence has been inability to be heard or to be inter-
preted seriously in national policy circles.

National policies inevitably involve a national system and a national
problem. The development of mental health policy has been inhibited
because of: (1) scientific controversies about the impact of therapy and
other services; and (2) lack of detailed description of the nation’s mental
health problems, their match with potential mental health services, and
the public’s cost-benefit of providing such services. These two aspects
of policy review—meta-analysis and cost-benefit analysis—are critical
nonclinical areas of research. They need substantial development to
enhance the systematic use of clinical research in policy analysis and
formation. Both techniques help assess and communicate effectively
what we already know about mental health services and their outcomes.
The rest of this chapter deals with a sampling of substantive research.
The issues are important for mental health policy, in the early stages of
investigation.

ENVIRONMENTAL AND BEHAVIORAL FACTORS
IN MENTAL HEALTH

Most mental health services and the planning of mental health
policy deal with individuals who have some specific mental health prob-
lem. Typically the person with the problem will come to an individual
with expertise to treat it. In the context of this self-selected bias in ori-
entation toward provision of services, we often neglect to consider issues
affecting us all that more or less interfere with, or detract from, both
health or mental health. Bandura (1978), Fuchs (1974), and others sug-
gest that the country is reaching a limit on the degree to which its health
and mental health can be affected at the margin by the addition of new
services. That is, Fuchs, as a health economist, claims that the training
of new physicians or the adding of new technical equipment to the
national health system will have little consequence for the average qual-
ity of health in the United States. In that sense, huge investments in
health or the education of more M.D.’s would not be cost-efficacious.
Fuchs, Bandura, and others suggest that the major gains are to be made
in the change of habits of individual citizens. Quality of health in the
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United States would be significantly enhanced by changing habits deal-
ing with smoking, eating and diet, exercise, alcohol intake, dental habits,
sleeping patterns, and the like. There is no doubt that effective change
of such national habits could dramatically reduce the health costs of
cardiovascular disorders, cancer, and other problems. The technology
to change such habits seems to exist. The Stanford Cardiovascular Project
(e.g., Maccoby & Farquahr, 1975) has demonstrated that a combination
of mass communication and personal intervention techniques can effec-
tively reduce the cardiovascular risk in large populations. The techniques
employed in the Stanford Project to induce change in dietary habits,
exercise, drinking, and smoking would appear to have widespread
ramifications.

There is a further consequence of such health-enhancing habit
changes. It is fairly often noted in the literature that mental health prob-
lems can lead to health problems, but less attention is paid to the reverse
sequence. However, serious health problems can have serious conse-
quences in terms of mental health (cf. Broskowski, Marks, & Budman,
1981). The strong bilateral relationship between the two is typically
unnoted. The point is that the sort of habit change we have described,
seen by many to be potentially the most consequential for the nation’s
health, should have a clear impact on the nation’s mental health as
well.

In addition to individual habits there are other environmental fac-
tors that affect both the health and mental health of specific subparts of
the population. For example, Cohen and his colleagues (e.g., Cohen,
Evans, Krantz, & Stokes, 1980) have studied the impact of aircraft noise
on cognitive performance and development in children. They found a
persistent, sizable effect on cognitive performance in children whose
schools were in the flight path of the Los Angeles airport. Following
these children up over the course of several years, they found an inter-
esting problem of apparent self-selection. That is, those children who
were most affected in their school performance and social relations by
the noise tended disproportionately to have moved from the area in later
testings. One suspects that the effect on these children was more general
than simply cognitive, and that the parents were sufficiently concerned
to take the extreme and expensive step of moving to a different part of
the city. Such variables as noise, air pollution, lead poisoning, and the
perceived dangerousness of the neighborhood should all have effects
on the mental health of the subpopulation having to deal with them.
The actions needed to enhance the environment are less matters of
service provision or habit change than they are legislative and regulatory
mechanisms. One could easily conceive of cost-benefit research at the
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national policy level dealing with the implications of such legislation
and regulation for enhanced health and mental health of the population.

SoOCIAL NETWORKS AND VOLUNTEER GROUPS

There is some evidence that a social network can play a critical role
in undercutting adverse stress in one’s life, enhancing the effectiveness
of deinstitutionalization, and perhaps even lowering the probability of
institutionalization (Christmas, 1978). Research also shows the potential
of volunteer groups to effect amelioration of mental health problems
(e.g., Sainer, 1976). However, research in these two areas has not been
significantly encouraged through national incentives. Programs are lack-
ing to assist in building social networks and develop the more effective
use of volunteer services in dealing with mental health problems. The
cost is low and the potential is great.

INCENTIVES IN THE MARKETPLACE

Policy research tends to be disproportionately economic research.
One approach to general policy research investigates incentives to change
markets. There are several such incentives pertinent to the delivery of
mental health services. One has to do with incentives and disincentives
in insurance mechanisms and the relationship to effectiveness of mental
health treatment. In Medicare, Medicaid, and some private insurance
plans, a typical arrangement is to provide disincentives for outpatient
care. That is, the insuring organization assumes that outpatient care
could be very popular, and thereby tries to create barriers against its
overuse. Consequently, one typically finds that a client will share in the
cost of any outpatient care, but can receive inpatient care for free. (This
arrangement typically applies to drug abuse and alcoholism in addition
to other mental health services.) This is called a disincentive in econom-
ics, but its effect in mental health services is unintentionally negative.

One could document quite effectively the notion that we put people
in mental hospitals who could be treated more effectively elsewhere
(Kiesler, 1982b). A Task Panel to the President’s Commission on Mental
Health estimated that somewhere from 43% to 75% of the patients put
in mental hospitals could be more effectively treated in outpatient set-
tings (Freidman, 1978). Nationally, inpatient care is more expensive per
patient, and currently accounts for 70% of the mental health dollar.

The total cost for inpatient care is greater but, because of disincen-
tives for outpatient care, it is less expensive for the person undergoing
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treatment. Since inpatient care is better covered there is also an ines-
capable message to the patient that it must be more effective. That is,
the patient reasons: Why should insurance pay more of Treatment A
than Treatment B, if A were not more effective?

As aresult, we now have a national system that is effectively biased
toward inpatient care: for many patients a less effective form of care,
and for all, a more expensive form. Future national planning should
take these issues into consideration. We do need policy research to
ascertain the proportion of cases affected by such policies, and the degree
to which such disincentives affect behavior of both patients and
practitioners.

A second form of incentives in the marketplace involves the behav-
ior of the practitioner. Consider, for example, a private practitioner ver-
sus someone who is employed in an HMO. The income received by the
private practitioner is determined by the number of hours of treatment;
therefore one might expect a set of incentives for the practitioner to
elongate treatment. For the person working in the HMO, on the other
hand, salary is not affected by length of treatment or number of patients.
One’s salary is constant across those variations. Therefore, one might
expect a practitioner in an HMO to be concerned with saving time and
that such savings would be a major incentive in the details of everyday
practice. On this basis alone, one might expect the length of treatment
in private practice to be longer than that in an HMO, other things equal.
One might expect referral practices to be different as well, and that such
differences would have an impact on mental health care. If we think of
our two actors as nonpsychiatric physicians, their willingness to refer
their patients to psychiatric care might vary accordingly. The nonpsy-
chiatric physician in an HMO, because a major incentive is the saving
of time, should be willing to refer a patient to psychiatric care and sooner
in the treatment process than a colleague engaged in private practice.
Early referral to mental care produces a savings in physical care. This
is the medical offset (or decreased utilization of medical resources fol-
lowing psychotherapeutic intervention) that has been reported in the
literature (Jones & Vischi, 1980). Our incentive analysis implies that such
offset should be greater in an HMO than in private practice.* Indeed,
all of the studies of medical offset reported by Jones and Vischi were
concerned with organized systems of care, and not private practice. Since

‘Indeed, one might wonder whether there could be any offset for private practice. How-
ever, Schlesinger and Mumford (1982) do find such effect in the Federal Employees Health
Benefit plan data. See also Mumford, Schlesinger, and Glass (1981) for further discussion
of these issues.



56 CHARLES A. KIESLER

the efficacy of mental health care should be related to how early in the
development of a problem a service provider is contacted, such differ-
ences in referral practices should affect the quality of care and the cost-
efficacy of care.

One might expect other differences in treatment received in private
practice or organized care. Since time is presumably a major incentive
for the person practicing in an organized system, one should see more
atypical practices such as telephone contact, group therapy, the use of
paraprofessionals, volunteer groups, and the like. Of course, whether
such practices lead to an equally efficacious outcome is a topic for sep-
arate investigation.

For mental health care, differences in incentives of the providers,
their outcomes in terms of referrals, type of care, and efficaciousness,
have been largely uninvestigated. However, since policy analysis and
development depends on deciding where to put one’s dollars or which
systems of care have the greatest impact, such research needs to be
encouraged by both those in charge of research money and those in
practice. One does note that many aspects of the differences in styles
of practice with regard to nonpsychiatric physicians alone have been
well researched. The above assumptions of time and money as major
incentives for practitioners in different practice sites are based on
Mechanic’s (1979) analysis of the same problem for nonpsychiatric phy-
sicians. I have only extrapolated that analysis to mental health service
providers.

A similar economic analysis of incentives for patients needs to be
carried out. We know very little about how potential patients in a mental
health care system see the alternatives for treatment, and the incentives
attached to them. We should expect patients to have as a major incentive
short-term care and some sense that they have regained control over
their lives. These incentives also have implications for how former patients
will see the service rendered. For example, Cummings and Follette (1976)
followed up patients some time after completion of a therapeutic inter-
vention. They found disproportionately that patients remembered the
personal problem that they had; had forgotten the original symptoma-
tology (e.g., severe headaches, inability to sleep); were confident the
problem had been handled; and felt the therapy had little impact on
their ability to cope with the problem. In short, the therapy and therapist
were extremely effective but not given credit for the outcome. Why this
paradox occurs deserves serious investigation. For example, most psy-
chotherapists intentionally promote the feeling of the patients that they
are in control of their lives and are personally managing the problem
being presented. The notion is that perceived self-responsibility will
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contribute to the long-term mental health and social competence of the
patient. The Cummings and Follette data suggest that this is true, but
it has the unintended consequence that the patient feels the service was
of little help. Such interactions may contribute to some of the problems
that mental health service providers have at a national level in devel-
oping a public image of being capable and cost efficient.

MODES OF PRACTICE

We have raised questions of the cost-benefit and cost—effectiveness
of psychotherapeutic practices and other mental health interventions.
There has been little comparative research into modes of practice. At a
national level, and considering where to put the public dollars, one can
contemplate several possibilities: CMHCs; HMOs; private practice; as
well as a variety of less formal methods of treatment such as halfway
houses, day care centers, and the like. In addition, one could consider
innovative forms of treatment, such as incentives to promote collabo-
ration of general practitioners and mental health service providers, thus
obtaining mental health expertise in problems very early. Very little
evidence is associated with any of these alternatives. Indeed, there is
little tough-minded research about the outcome effectiveness of any one
of them let alone comparatively. It is not necessarily the case, or even
likely, that one or two of the alternatives are effective and the rest are
not. It is much more likely that they are more or less effective for different
types of people, under different sorts of circumstances. The policy ques-
tions, however, still remain: What is the proper mix in terms of planning
at a national level? One can change the mix through economic and other
sorts of incentives, if policy-relevant data are clear. But the data needed
to plan effectively are lacking.

THE EDUCATED PATIENT AND THE
PERSPECTIVE OF THE PRACTITIONER

A recent survey by the American Psychiatric Association showed
that the public has a fairly good idea of the potential differences between
using a psychiatrist or a psychologist for mental health services. In par-
ticular, the public seemed aware that if drugs are needed in treatment
one should go to a psychiatrist, but if not, a psychologist was a reason-
able choice. Although one should not overinterpret this finding, it does
suggest a broader set of issues. Presumably, potential patients have some
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idea what kinds of services are available, who provides them, and the
like. They probably also have some idea of what their basic problem is,
and what sorts of alternative services might be effective. The point is
not that these “ideas” are accurate, but simply that they exist and are
hard to escape. To the extent that these public attitudes or perceptions
are uniform, they will lead to substantial distortions in the perspectives
of practitioners and centers for delivery of services. Unless they exten-
sively specialize, practitioners tend to assume they are seeing a broad
array of psychological problems in their practice. To the extent that the
public holds common perceptions of who does what and with what
effect, the perspective of the practitioner is distorted. For example, I
have often hear psychiatric friends say that most of their patients need
some form of drug regimen. I have also often heard clinical psychologists
say that they seldom see patients who need drugs for effective treatment.
Of course, part of this difference may be because of how the two groups
of providers interpret the scholarly literature on treatment effectiveness.
Also, the difference may partly stem from the divergent perspectives of
the university departments in which they have been educated. Yet such
differences might also be an accurate reflection of actual patient char-
acteristics. That is, such differences in perspective may exist because the
patients are sorting themselves out in advance of seeking assistance,
and doing so with some degree of accuracy. Thus, practitioners of par-
ticular backgrounds or particular modes of practice could have radically
different perspectives, because they perceive (inaccurately) that the
patients they see are a random sample of all patients.

There are other limitations to generalizing from one’s practice.
Bandura (1978) points out that theoretical perspectives are distorted
because service providers feel that the patients they see are a reasonable
sample of people with those problems. That is, mental health service
providers do not see a random sample of depressives, neurotics, and
alcoholics. Rather, they see the unsuccessful ones who are led by their
lack of success to seek help. The ones who succeed in the arts, the
sciences, and in public life are not seen. Therefore, one’s theoretical
understanding of the concept of depression is distorted by the fact that
one has seen only the unsuccessful depressives, and not a reasonable
sample of all depressives.

RELATIONSHIPS BETWEEN HEALTH AND MENTAL HEALTH

Distortions can easily occur in one’s perception of physical and
mental health problems. Indeed, one might predict that specialists in
physical health problems would underestimate the extent to which their



NONCLINICAL RESEARCH AND MENTAL HEALTH PoLICY 59

patients also have mental health problems, whereas specialists in mental
health problems would make the opposite mistake. This is a function
partly of what one expects to find, partly of what one focuses on in the
interaction. Broskowski et al. (1981) extensively discuss the substantial
overlap between the two sets of problems and document the fairly high
conditional probability that if one has a problem of Type A, one will
also have a problem of Type B. To some extent this is a difficulty for
practitioners in both physical and mental health. However, to a different
extent, it is an especially difficult issue for policy analysts. There are
almost surely such problems of overlap being distorted in the practi-
tioner’s office, and they may consequently also be ignored in the office
of the policy analyst. Psychologists are fond of pointing to the data that
indicate the substantial proportion of people with mental health prob-
lems who are inappropriately treated by nonpsychiatric physicians (who
are not well trained either to treat such problems or to recognize them).
On the other hand, there are fewer data attempting to ascertain the
degree to which people being treated by mental health service providers
also have physical health problems and the degree to which those could
be recognized.

SUMMARY AND CONCLUSIONS

Many of the major policy research issues in mental health do not
involve narrowly defined clinical research. Major policy questions regard
the epidemiology of mental problems, the inadequate national policy
data base, techniques of assessing current knowledge for policy (e.g.,
cost-benefit analysis and meta-analysis), broad environmental influ-
ences on mental health, the impact of paraprofessional and volunteer
groups and the influence of social networks, and economic and socio-
logical analysis of varying modes and sites of treatment.

Further emphasis needs to be placed on a top-down approach to
policy analysis and research. This approach effectively reveals the need
for increased knowledge in order to translate clinical research into fea-
sible national policy. The wise practitioner seeks to avoid the natural
conclusion that one’s clinical experience, however rich, can easily be
implemented into cost-efficient national policy.
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I

SOCIAL PSYCHOLOGY

Although it is generally considered a fact that pathological behavior
patterns occur in a social context, it has only been recently that research
on social processes has been extrapolated and applied to psychothera-
peutic activities. In this section of the book, the clinical implications of
research in some of the major areas in social psychology are explored.
In Chapter 4, Bunker and Julian focus on the leadership literature, plac-
ing the therapist—client relationship within the framework of various
leader—follower models. The therapist’s influence effectiveness is ana-
lyzed from the perspective of research on leadership styles and situa-
tional factors. In addition, the complexities of therapist-client interactions
are explored from social exchange and social power theories.

The area of nonverbal communication is covered by Davis in Chap-
ter 5. She argues that clinicians face certain difficulties integrating move-
ment research with their activities. However, by focusing on specific
symbolic activity and movement styles of patients, the practitioner
enriches his or her perceptions of defenses, conflicts, and any psycho-
therapeutic change. Two case histories are presented to illustrate the
correlation between shifting body positions and rapport. Davis proposes
that the training of therapists and the practice of psychotherapy would
benefit greatly by heightened kinesthetic self-awareness.

In Chapter 6, Worchel and Worchel focus on aggressive behavior
in therapy in light of theories and research developed outside of clinical
psychology. Why, they ask, are certain techniques effective in encour-
aging and discouraging aggression and what can research offer by way
of guidance in the development of new methods? Certain key issues,
particularly catharsis and displacement, are considered within the con-
text of frustration—-aggression and social learning theories. After review-
ing the various antecedents and consequences that increase and decrease
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aggressive activity, Worchel and Worchel offer guidelines for treating
patients who are either unable to express aggression or unable to inhibit
their own aggressiveness.

As a topic, attitude change has obvious relevance to the change
efforts of clinicians. Harvey, Weary, Maddux, Jordan, and Galvin assay
this relationship in Chapter 7. After exploring the major and minor
theoretical models of attitude change, they use one of these models,
cognitive dissonance and the related research on effort justification, to
understand therapeutic change as dissonance reduction. In the penul-
timate section of the chapter, the authors discuss some key treatment
variables such as the credibility and trustworthiness of the therapist as
well as the power of self-perception, reactance, and perceived control
of patients.

Stereotyped attitudes in psychotherapy, in particular those that
concern the patient’s gender, are the topic of concern for Shafran in
Chapter 8. After citing research supporting the continued existence of
stereotypes based on gender, she turns to the issue of gender stereo-
typing and psychotherapy. The data, she argues, fail to demonstrate
that gender bias interferes with the psychotherapy process. In the penul-
timate section of the chapter, social psychological data and concepts are
integrated with case material demonstrating how gender stereotyping
may influence the expectations, preferences, and assumptions of patients
and therapists. Shafran notes, however, the danger in not looking beyond
these stereotypes to the personal meaning of the situation for both
participants.

Research in interpersonal attraction has traditionally focused on
such variebles as proximity, attractiveness, similarity, and reciprocity.
In Chapter 9, Sprecher and Hatfield relate this literature to three stages
of relationships—how they begin, grow, and how and why they end.
Throughout the chapter, careful attention is paid to male-female differ-
ences in relationships and the relevance of research findings to couples
therapy. The authors examine relationship initiation, the roles of mutual
disclosures and equity in a growing relationship, the man’s need for
power as a frequent cause of breakups, and the different reactions of
men and women to the termination of a relationship. The subjects of
loneliness and gender differences in love and intimacy are also examined
thoroughly.

The experience of injustice depends on whether the individual is
the harmdoer, the observer, or the victim. The needs to believe in a just
and in a controllable world have been linked to the notion of injustice.
Research on these aspects of injustice is discussed in the second section
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of Steil and Slochower’s chapter. The next part of Chapter 10 explores
injustice in the context of psychoanalytic therapy, emphasizing the effect
of the patient’s history as the harmdoer or victim on the therapist’s
countertransference reactions. Recommendations are made for helping
patients integrate their habitual roles into their life experience.



The Leadership Literature and Its
Relevance to Psychotherapy

BARBARA BENEDICT BUNKER AND JAMES W. JULIAN

INTRODUCTION

When leadership is mentioned, it summons up images of great men and
women, of power and its uses, of risk-taking initiatives, and imaginative
forward movement. Yet the essence of leadership is that it is a relation-
ship. For every leader there must be those who are willing to follow.
Critical in understanding leadership is understanding the influence rela-
tionship that must develop between the people who are the leaders and
those who are the followers. Not surprisingly, interest in the study of
leadership has roots in the beginnings of recorded history; the empir-
ical study of leadership has its origins in the beginnings of the social
sciences (Allport, 1954). The concern of the present chapter is whether
this long tradition of empirical study of leadership can contribute to
our understanding of another very special influence relationship:
psychotherapy.

Dynamic psychotherapy has at its core a relationship between
two persons: the therapist and the client. This dyad represents an in-
stance of what Georg Simmel has described: “The simplest sociological
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formation, methodologically speaking, remains that which operates
between two elements. It [the dyad] contains the scheme, germ, and
material of innumerable more complex forms” (Simmel, 1950, p. 122).
Thus, the therapist—client relationship is a very particular case of an
already special class of relational events. It is an intimate social rela-
tionship, which is in some fashion subject to the dynamics that govern
two-person relationships generally.

In this chapter we shall suggest ways in which the empirical study
of leader—follower relationships has implications for the therapist—client
relationship. To do so requires a glance at some of the recurrent findings
and generalizations from the study of leadership broadly, and an exten-
sion of these findings to the more intimate relationship of the client and
therapist. The therapist—client relationship is a peculiarly structured inti-
mate association in which there is an obvious ordination of the partic-
ipants. Clients, after all, come to therapists subordinate, that is, in need
of help. By implication, at least, they acknowledge that the therapist
has a certain power, in this case an expertise, to help them. As such,
the therapist—client relationship is like others in our society where there
is a distinct power differential between the members—for example, doc-
tor—patient, teacher—student, leader—follower. Although the differentia-
tion of power and status between the therapist and client points clearly
to possible similarities in dynamics to leader—follower relationships, it
is important to keep in mind some of the ways in which the therapy
setting is distinctive. One of the most subtle distinctions of the thera-
peutic relationship is its task. The closest familiar analog is that between
student and teacher. The teacher often has expertise and knowledge of
both the content to be learned and the process of knowledge acquisition.
The teacher aims to influence the student so as to facilitate the student’s
learning of the content, and, importantly, the skills and “techniques”
for learning similar content in the future. Therapy can be thought of in
this way as a special teaching relationship in which the process of learning
how to learn from experience is also the special content of the therapeutic
task. Hence, in therapeutic relationships, the emphasis is far greater on
the process of learning.

In contrast to the therapeutic relationship, there is no necessary
coincidence between process and content of the task in the leader—follower
relationship. Indeed, in the extreme case, the leader may wish to influ-
ence the follower to contribute expertise to some task, precisely because
neither the leader nor others share that expertise. In this instance lead-
ership is much more a matter of conceptualizing the overall task, organ-
izing, and directing the followers to facilitate their contribution. In this
sense, then, the particular quality of the therapeutic task may limit any
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generalizations that we might make about the therapist—client relation-
ship, as viewed from the study of leadership.

In the first part of this chapter we briefly discuss several broad
topics in the literature on leadership. Our order of presentation is also
a rough chronicle of their emergence in the history of leadership research.
Each section, in addition to a brief description of the approach and
findings, also includes a discussion of how some of the insights garnered
from the study of leader—follower relationships are relevant to the prac-
tice of psychotherapy. Finally, we consider two ideas in the leadership
literature, power and charisma, that have been topics of discussion
throughout the history of leadership research rather than emergent in
a particular time period. Since all social relationships are in some essen-
tial way governed by certain basic dynamics, we believe that the study
of leadership also has relevance to the special, therapy influence
relationship.

THE EMPIRICAL STUDY OF LEADERSHIP

THE STUDY OF LEADER ATTRIBUTES

One of the dominant themes of leadership research over its history
has been the study of leader attributes. The aim of this work was to
distinguish leaders from nonleaders on any of a host of possible indi-
vidual differences, for example, height, appearance, intelligence, self-
confidence, and many more. The assumption was that there must be
“something” about people who lead that differentiates them from those
who are led. The consistent verdict, however, from this voluminous
body of research has been issued a number of times (cf. Mann, 1959;
Stogdill, 1948): Leaders and led do not differ to any considerable degree.
Two possible implications from this generalization may have bearing on
therapist—client relationships. First, these findings affirm that therapists
and their clients are cut from the same cloth. As a generalization this is
certainly not apt to generate much controversy. It may be the basis for
some of the bad humor about difficulties telling the inmates apart from
the staff. It also reinforces the potential value of therapist self-
understanding as a basis for insight and empathy in the therapeutic
encounter. As in the leader—follower arena, gross dissimilarity may be
a disadvantage to the therapist.

A second implication is that personal attributes of the therapist do
not forecast therapeutic effectiveness. The findings from the study of
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leadership suggest that it is not crucial to be exceptionally bright, extro-
verted, articulate, achievement oriented, or whatever to be able to perform
adequately as a leader. This issue may be irrelevant with the exception
of those characteristics toward which selection to training institutions is
biased. Chief among these is the current practice that only students who
demonstrate exceptional verbal and mathematical skills, as indexed by
high test scores, together with a record of their successful application,
are admitted to candidacy for professional degrees. We do not mean to
imply that we are opposed to the scientist-practitioner model, or to
training bright, articulate therapists. Rather, we are suggesting that lead-
ership research implies that the emphasis on these exceptional talents,
along with others, possibly does not ensure “influence potential.” The
research literature says that no simple set of attributes is likely to gen-
eralize to effective influence across a wide variety of clients. Rather,
effective influence seems to depend on the complex interaction of per-
sonal, interpersonal, and situational characteristics.

In spite of the long tradition of research devoted to examining
leader attributes, it is only recently that attention has turned to gender
as a potentially significant variable. We shall not explore here why a
variable of such obvious importance has been largely ignored histori-
cally. More to the point, the recent research on gender in leadership
shows a pattern of conflicting results from which it is difficult to gen-
eralize (Hollander & Yoder, 1980). It is safe to say that whether a man
or a woman is performing the leader role makes a difference in terms
of the responsiveness of those with whom they work (Bartol, 1974; Day
& Stogdill, 1972). The dynamics that may account for these differences
in influence will require much further research.

This generalization is perhaps important, however, in and of itself.
By implication, it raises the issue of sex differences among therapists as
a variable that may have an important impact on the therapy process.
To be sure, this consideration is readily acknowledged by dynamically
oriented therapists. Here we propose, however, that it is not necessary
to invoke analytic concepts of personality development, or the signifi-
cance of the transference in the therapy process, to argue that the sex
of the therapist is an important parameter of the therapeutic situation.
Unless we are willing to accept that the therapist—client relationship is
immune from the dynamics of the more general influence process, then
all therapists should be alert to the ways in which gender may affect
the course of therapy. This seems especially important for therapists
whose usual orientation does not represent therapist attributes as poten-
tially important features of therapeutic work.
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THE STUDY OF LEADER STYLE

As disillusionment with the trait approach gradually grew, another
approach, an interest in leadership style, began to take root. This approach
was still person centered, that is, the leader was the focus of study. This
time, however, it was not fixed qualities that were of interest, but rather
the behavior of the leader. What does a leader do? How is it done? These
were the questions of interest. Notice the implicit assumption: Flexibility
of leader behavior is possible because actions are under the leader’s
control. Leaders have choice and can adjust their behavior. Thus, notions
of leader development and of training in leadership skills emerged from
the leadership style approach.

In 1939, a decade before the interest in style began to emerge fully,
Lewin, Lippitt, and White published a classic study in which they varied
the style of the leader and studied the effect of democratic, authoritarian,
and laissez-faire leadership on groups from a boys club. Despite the
seminal nature of this study in showing significant effects of style, little
follow-up research was immediately forthcoming. Only in the late 1940s,
when the trait investigations had run their course, did a systematic
program of research on leadership style develop at Ohio State under
Stogdill and his colleagues (Shartle, Stogdill, & Campbell, 1949; Stogdill
& Shartle, 1948). A decision was made to study the behavior of real
leaders in their natural settings. The method was to have subordinates
rate their bosses, describing what they did and did not do. The Ohio
State studies produced evidence for nine behavioral dimensions that
collapsed into two main factors: consideration, the interpersonal inter-
action patterns with subordinates that demonstrated friendliness, help-
ing behavior, and a positive and supportive relationship; and initiation
of structure, the “task”-oriented behaviors such as setting procedures,
performance standards, and making role expectations explicit.

This post-World War Il emphasis on the behaviors of leaders influ-
enced the field as a whole. At the University of Michigan, Kahn and
Katz (1953) examined the behavior of industrial supervisors using inter-
views with subordinates. They also identified two factors, this time
labeled production oriented and employee oriented. The

production-oriented supervisor emphasized planning, direction, and goal

achievement. The employee-oriented supervisor was typified by rapport with

subordinates, an open and accepting style, and a concern for the feelings
and problems of subordinates. (Chemers, 1983)

Similarly, at Harvard, Bales and Slater (1955) developed an inter-
action coding system by observing undergraduates in “leaderless” groups.
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In these groups two types of leaders emerged. The task leader paid atten-
tion to the group’s goals and to moving the group in that direction. The
socioemotional leader paid attention to the interpersonal relationships that
were developing and attempted to help.

Also during this period, Fiedler (1967) began at Illinois his extensive
research on leader orientation, based on his “esteem for least preferred
co-worker” scale (LPC). Although variously interpreted, “the most
enduring and widely used interpretation of LPC is as a measure of
relative task vs. interpersonal orientation” of the leader (Chemers, 1983).
Thus, we can see substantial agreement from a variety of different inves-
tigative traditions about two factors of leader style. These are clearly
central in any understanding of leadership, and, we presume, in any
understanding of influence relationships generally.

These two factors—consideration, and initiating structure—have
been applied in the leader training literature and research. Blake and
Mouton (1964) propose that leaders may be either high or low on each
of these two dimensions, and that the most effective leaders are both
task and person oriented. Another application, by Fleishman and Harris
(1962), found that foremen low in consideration had higher grievance
rates. They also found that high-consideration leaders were permitted
by their followers to initiate more structure than those who were low.

Implications for Therapeutic Style

Are these two factors emphasized in the theory and practice of
therapy? The Rogerians’ “unconditional positive regard” is certainly sim-
ilar to consideration. In Rogerian therapy this factor is seen as crucial
to the therapeutic process (Rogers, 1951, 1954). Given the research on
empathy and related factors in the therapy effectiveness literature, it
appears that there has been both discussion and research on the con-
sideration factor for many years. From the perspective of the leadership
literature, it may be that the high-consideration therapist is effective not
simply because of the regard shown for clients, but also because struc-
turing is accepted with less resistance (Fleishman & Harris, 1962).

Various theories of therapy emphasize the initiating of structure.
Behavioral therapies, for example, could certainly be described as high
in the initiation of structure. Patients proceed through a very structured
series of steps in their treatment. The therapist initiates and directs this
learning process. Some interpretations of the leadership literature sug-
gest that the person high in both factors is the most effective. Is the
reinforcement process used in this therapeutic form the same as high
consideration? It appears not, since rewards can be seen as separate
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from the therapist’s personal affect toward the client. Has enough atten-
tion been paid to the impact of this factor in therapy done under this
perspective? Is it possible that the leadership literature is correct, and
that the most effective therapists are high on both factors?

This question brings us to dynamic therapy, which at first appears
to be low in structuring. Yet a distinction may emerge between the
parameters established at the outset and the subsequent therapeutic
process. Initially, as the patient contracts with a therapist, the limits that
are set to organize the relationship are highly structured-—time, place,
fee, role, verbal interaction, and so on. This structure remains in place
during therapy, though it may not be discussed unless a violation has
occurred. We might refer to this as the surface structure. It is clear and
easily perceived by both parties. Once therapy has begun, structure is
less obvious, at least to the patient. We might refer to this as the deep
structure. The transference process, for example, is such a structure. The
structure of the situation creates transference. The therapist works on
its analysis with the patient. Thus the process is created via initiating
structure, but the working-out of that process is not “directed” by the
therapist. Nevertheless, it may be useful to think of that relationship as
having a deep structure that would bear more articulation. For example,
there are role prescriptions for both patient and therapist that have
boundaries, and that provide structure. If they are absent or inconsistent,
difficulties are apt to develop.

Theoretically, we suggest that it is the initiating-structure factor
that has the most potential for understanding therapist behavior in a
variety of therapeutic situations. The importance of the consideration
factor has been well articulated in therapeutic literature (e.g., Rogers,
1951, 1954). However, too often it has stood alone rather than being
seen as a natural companion to initiating structure. It is the relationship
between consideration and structure that needs further elaboration.

SITUATION IN THE STUDY OF LEADERSHIP

Leadership research acknowledged from its beginning that the per-
sonality of the leader was not the only important set of variables. As
Gibb (1954) and others have commented: “Leadership is always relative
to the situation.” Implicit in our earlier discussion of leader behavior is
the recognition that leaders need to adapt their particular style to meet
the functional demands of a specific situation. In the 1950s research
began to focus more on the demands that different types of situations
made on leaders, and less on the leader as a person. Situational factors
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that have been studied at various times are: task demands, the degree
to which the task is structured, size of the group, history and resources
of the group, the communication structure imposed by the task or the
organization, and the source of the leader’s legitimate authority, whether
by appointment from “above” or as emergent, based on election by
group members. Thus, the major thrust in the situational emphasis was
to examine the leadership context in order to discover how the functions
of the leader were being performed (Hollander, 1985).

More recently, the most systematic attention has been paid to sit-
uational variables as a feature of the “contingency models” of leadership
(Evans, 1970; Fiedler, 1978, House & Mitchell, 1974; Vroom & Yetton,
1973). Fiedler's model qualifies the effects of the leader’s task-oriented
or relationship-oriented style in terms of the clarity and specificity of
the task, the leader’s formal authority or power to reward and punish
followers, and the amount of loyalty and support given to the leader by
group members. Relationship-oriented leaders, for example, have been
found to be most effective in situations of moderate task complexity.

More recently, other investigators have begun to examine further
the ways in which different situational features shape the relationship
between leader characteristics and effectiveness (Calder, 1976; Herold,
1977; Pfeffer, 1977). Even more recently, perhaps as an outgrowth of
general increasing awareness of ecological variables, the overall situa-
tional or organizational context has been proposed as important in
understanding the leader influence process (Osborn & Hunt, 1975).

Although it is perhaps commonplace to acknowledge the signifi-
cance of situational factors in leadership, as yet there is still no accepted
description of which variables are the ones worthy of concern. We do
not have an adequate taxonomy of task or of situational dimensions.
What is clear is that when situational differences are examined in concert
with, for example, the leader’s style, they have been found to be
important.

Situations in Clinical Practice

It may be fruitful, within the domain of the therapist—client rela-
tionship, to consider the effect of the situation. Certain broad features
of the overall situation are likely to be obvious and consensually present
for both client and therapist, such as: whether the client is in therapy
voluntarily; whether the client is being seen individually or as part of a
group; whether the client is an inpatient in a hospital setting or is seen
as an outpatient; and whether money is being exchanged by the client
and the therapist. This last factor is dealt with more below, but for now
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we suggest that settings vary in terms of the salience of the exchange
of money. For example, there are some agency situations in which no
money is exchanged by either the client or the therapist (contingent on
seeing that client), whereas in other settings the exchange of money is
a very important aspect of the therapist—client relationship.

Even more difficult to discern than the above situational factors
are those potential variables that are analogous to variations in the so-
called “task” structure. For example, what is the likely impact on the
course of therapy of the “task” of dealing with a snake phobia, in contrast
to the task of uncovering the basis of a chronic depression? Such dif-
ferences in “situation” have had important implications for determining
the effective style of leader behavior. Perhaps it has been the implicit
recognition of these situational variables that has led to the development
of different approaches to treatment.

Another potential situational variable is the expected duration of
the course of therapy. To the extent that there is a shared understanding
of how long the client and therapist will be meeting together, this con-
textual variable may qualify all of the ensuing interaction. For example,
therapeutic activity is presumably much different in a long-term analysis,
taking perhaps years of meeting several times a week, than in short-
term, time-limited therapy where six 1-hr sessions are scheduled (Bellak
& Small, 1978).

What we propose is that the study of leadership points to the
imperative of considering situational variables in understanding the leader
influence process. Although it is presumably impossible to transpose
particular situational concerns in leadership to the therapeutic relation-
ship, it may be useful to take the contribution of “situations” into account.
As in applied leadership, both therapist and client already do take account
of situations. Examining them directly may result in greater therapeutic
leverage from making them explicit.

SociAL EXCHANGE APPROACHES TO THE STUDY OF
LEADERSHIP

Behaviorism, which influenced general psychology, influenced the
study of leadership as well. Basically, the behavioristic approach derives
from the research and models of operant conditioning. The essence of
this approach to social psychology is that behaviorists assume that indi-
viduals who maintain a social relationship do so because they are engag-
ing in mutually reinforcing behavior (cf. Blau, 1964; Homans, 1961). That
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is, each person in the relationship must be emitting behavior that influ-
ences the other person by providing the other with satisfactions. A key
concern of this approach was the process of exchange among group
members, specifically the elements or “currency” of influence (Homans,
1961).

This social exchange perspective emphasized that the leaders were
not only giving such things as structuring and consideration, but were
also receiving something of great importance to themselves. Similarly,
this approach required recognition that the followers were not only
receiving directives and praise, for example, but were themselves influ-
encing the leader in important ways. Thus, a major contribution of social
exchange thinking was the emphasis on mutuality in the influence process.

Although mutuality of influence is a central idea in the literature,
most research has focused on what leaders give and what followers
receive in terms of consideration and structure. Thus, predominant
attention has been given to one side of the social exchange relationship.
What has received much less exposure has been what leaders receive
and followers give to the maintenance of the relationship. That is, we
still know comparatively little about the ways in which followers influ-
ence and shape leader behavior.

Hollander’s (1985) recent review of this literature suggests that
followers do indeed influence the pattern of leader behavior. Investi-
gators have focused particularly on the influence of successful or com-
petent task performance by group members. As Hollander points out,
however, relatively few of these research designs in fact look at the
process of mutual influence.

Findings from another research tradition bear on this same issue.
In laboratory studies of emergent leadership, investigators have been
able to alter the pattern of behavior in discussions by giving private
feedback from the experimenter that ostensibly reflected endorsement
or approval (Bavelas, Hastorf, Gross, & Kite, 1965). By implication, this
finding indicates that leader behavior may well be altered as a function
of the responsiveness of others to the leader’s directives.

Although these notions of leader—follower relationships as an
exchange are appealing, it is also clear that at this point the actual process
of exchange remains largely unexplored. The exchange paradigm, how-
ever, has stimulated interesting distinctions that are relevant to the ther-
apist—client exchange.

Equity is a concept that has received considerable attention in social
psychological investigations in recent years (Walster, Walster, & Ber-
scheid, 1978). Equity models build on the notion of social exchange by
describing a criterion for evaluating the exchange. The underlying
assumption is that a relationship that endures implies a mutually
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profitable exchange. A profitable exchange is one in which the net gain
from rewards minus costs is positive for both persons; both parties to
the exchange consider that they are receiving a fair return on their
“investments.” This line of thinking implies that there will be dissatis-
faction whenever the exchange becomes unbalanced. It is perhaps obvious
but nonetheless important that profit and cost relate to the values that
individuals place on the elements of “currency” in the relationship.
Hence, the issue of equity leads quite directly to a consideration of the
determinants of these values. In the social psychological literature, var-
iables that have received scrutiny are those that describe the context that
individuals use to evaluate what they get from a relationship. In short,
can they get it cheaper elsewhere? Thus, the value that is placed on the
contributions that one’s partner gives to the relationship is in part a
function of their relative scarcity or abundance. An individual may endure
high costs in a relationship because no ready alternative source is seen
to be available. Similarly, the contributions of the other may be accorded
greater value than one’s own because the other’s expertise, for example,
is seen as precious.

To cast the leader—follower relationship into a social exchange
framework is to see it as one manifestation of the more general paradigm.
The distinctive flavor of this particular application is in terms of the task
context. Leadership is an exchange in a setting where there is a mutual
understanding that there is a job to be done. The leader provides com-
petence at getting the task accomplished, and the followers “yield” to
these initiatives. This one-dimensional characterization of the exchange,
however, is oversimplified. Task accomplishment is clearly not the only
currency of reward. As we have seen, followers respond to “consider-
ation” from the leader, and there is tentative evidence that leaders sim-
ilarly respond to the esteem and approval of followers (Barrow, 1976;
Herold, 1977). Thus, even within this special context where there is a
relatively explicit identification of a joint task, leaders and followers are
influencing each other in complicated ways. They are exchanging emo-
tional rewards and costs, as well as working on the task.

SocIAL EXCHANGE APPROACHES TO THERAPY

A consideration of the therapist—client relationship as a mutual
exchange reveals many parallels to features we have identified from the
study of leadership. Once again the question to be posed is: What is it
that is being exchanged? Surely therapists offer their expertise for a price.
Part of that expertise is their ability to influence their clients, to lead
them often in subtle ways to redefine their problems, to think about
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themselves and the nature of solutions from a different perspective. As
in the case of leadership, therapists not only structure the process of
therapy, they also play an active role in defining the common goal or
task. Thus, some of what clients get from their exchange with therapists
is the sense that they can make progress toward accomplishing a goal.
Therapists begin to define a problem in a particular way and at least to
imply that there are steps that can be taken to reach a solution. Much
that a therapist offers, then, is a way of structuring their joint task, both
in terms of the way that the “problem” is conceptualized, and also in
terms of the process that is to be followed in trying to reach a resolution.
At a minimum, the latter structuring involves such features of a “con-
tract” with the client as how often and under what circumstances they
will meet. Of course, sometimes the process of therapy is much more
explicitly specified.

The therapist, then, initiates a structure, much as do leaders gen-
erally. What do clients offer in return? Of course, under many circum-
stances, the therapist receives money. But it is unlikely that money is a
contingent element of the exchange, since the usual practice would be
for the therapist to set standard fees at the outset for all clients. No
doubt some clients do manage their payments in ways that make this
transaction an active part of the process of therapy. At these times
therapists may be influenced by their maneuvers in paying their bills.
These sorts of contingencies may also be apparent for other parameters
of therapy, for example, in the management of time. Any departures
from an agreed-upon schedule by either the client or therapist may be
seen as attempts to shape or influence the other. This suggests that both
time and money are “exchanged” and thus have potential influence on
both the client and therapist. These two basic features are fairly obvious,
however, and for that reason their effects are likely to be monitored
closely.

Other denominations of exchange may be more difficult to notice.
As we have indicated, task performance is an important dimension of
an influence relationship. The leader initiates and the follower yields,
with the expectation for both that some progress will be made toward
their joint goal. In terms of the therapist and client, the client is influ-
enced by the initiatives that the therapist takes and the therapist in turn
by the client’s responsiveness to these initiatives. The important impli-
cation is that the social exchange paradigm recognizes that the client is
in a powerful role, capable of yielding to or resisting the therapist’s
suggestions.

Of special interest are those clients who are either totally resistant
to the therapist’s initiatives, or overly responsive to every nuance of
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therapist behavior. From a social exchange view, these relationships are
ones in which the client does not emit behavior that is reinforcing to
the therapist. Ideally under such circumstances, therapists merely alter
behavior over time so as to elicit signs of their influence, that is, they
elicit behavior that is seen as contingent on their effort. Under less than
ideal circumstances, however, therapists’ feelings of anger and frustra-
tion are aroused. These negative “countertransference” feelings may
then become important in the overall client-therapist relationship. (See
Langs, 1973; or Sandler, Dare, & Holder, 1973, for reviews of the impor-
tance of countertransference to the therapy process.) A growing rec-
ognition of the significance of countertransference feelings is quite
consistent with the conceptualization of the therapy relationship as an
exchange process.

That therapist and client alike have affective reactions to the task
of therapy raises the issue of how such exchange of affect may influence
the course of therapy. In dynamic therapies, the importance of trans-
ference reactions is emphasized. That the client has strong affective
reactions to the therapist is seen as significant. These affective reactions
are not, however, generally discussed as significant to the therapist. The
social exchange approach would suggest that it is also necessary to
examine the impact of clients’ expressions of esteem and regard for the
therapist. Just as therapists may have countertransference reactions to
clients’ resistance, they may also react to clients’ affective expressions.
Generally, though therapists are expected to take account of their affec-
tive reactions to client expressions of feeling, they are not supposed to
show such reactions in behavior directly. In other words, though client
expressions of esteem or anger may influence the task behavior of the
therapist indirectly, presumably they are not directly “reinforcing” to
the therapist. Thus, this dynamic model of therapy seems to suggest
that the client-therapist relationship is not a mutual exchange process
in the usual sense. Therapists shape clients’ attltudes and behaviors, in
part with their affective communications; but tHe reverse, it is hoped,
does not hold. The achievement of this unusual, one-sided influence
relationship is probably the most exacting demand of the therapist role.

POWER AND CHARISMA:
TwoO IMPORTANT CONCEPTS IN LEADERSHIP

Concepts of power and charisma have been a generic part of the
social psychological literature. They have not, however, been discussed
and studied at any one particular time; nor has their investigation been
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limited to a discussion of leadership. Power, for example, is dealt with
as part of interpersonal, group, and organizational processes. Still, both
concepts are important for understanding leadership dynamics.

POWER

Power has had many definitions, both in the analysis of leadership
and of social relationships generally. Often it is used to describe legiti-
mate authority, the power one has as a result of occupying a specific
role. Between therapist and client there is such an acknowledged power
difference. French and Raven (1959) distinguish six bases from which
power is exercised: legitimate, reward, coercion, informational, expert,
and referent.

Legitimate or role power is exercised by the therapist in establishing
the parameters of the relationship, for example, agreement to work with
the client, schedule, fee structure, and missed appointments. It is based
on the perception that the therapist has the power to set these conditions.
A more subtle form of legitimate power occurs early in the relationship
when the therapist helps the patient discover how to use the time avail-
able. In some forms of therapy, for example, behavioristic, the therapist
is clearly an expert who gives instruction based also on expertise in the
method. In dynamic therapy the process is less direct and other forms
of power may enter into the influence process. Especially in schools of
thought that regard the therapeutic relationship as egalitarian, for exam-
ple, Rogerian, it becomes important to explore power dynamics.

In addition to legitimate power, reward is an important source of
influence for therapists as they shape interaction. Information may some-
times be a source of influence in a more didactic mode. Coercion in some
of its more subtle forms may or may not be acceptable in the process,
but the therapist surely can affect patients by various forms of with-
drawal—of attention, or even of services.

The structure of the therapeutic relationship controls power dif-
ferences in some interesting ways. Knowledge about others is often one
form of power (Heider, 1958). In most relationships a reciprocal process
occurs in which there is mutual disclosure (Altman & Taylor, 1973). That
means that each participant in the relationship has information and
potential power to harm or benefit the other. In relationships of differ-
ential power in our society, those low in power may withhold infor-
mation that could be harmful to them. However, there are relationships
where higher-power others, such as lawyers, doctors, or therapists, need
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information that could increase their power to render professional ser-
vices. In these relationships professional codes of ethical behavior and
confidentiality strictly protect the lower-power client from any misuse
of whatever information is given.

How much power or influence do therapists really have? Within
the contractual agreement they clearly have a considerable amount.
However, if the relationship is questioned, if the client wishes to dissolve
the contract, then, with the exception of total institutions, the therapist
has no more power than the client. One possible area for negotiating
power in the relationship is the fee-paying arrangement. Here therapists
set conditions and clients can accede, negotiate, or propose.

The notion of idiosyncrasy credits also concerns the management of
the power imbalance in a social exchange. Hollander (1958) proposes
that over time in a relationship, followers accord “credits” to the leader
who demonstrates competence and success at the task. Over time these
credits allow the leader greater and greater latitude to take initiatives,
to depart from the norms, to innovate without threatening the integrity
of the relationship. It may be said that the accrual of such credits heightens
the leader’s power in the relationship.

Does it make sense to apply the notion of idiosyncrasy credits to
the therapeutic relationship? Do therapists develop increased influence
(power) with patients on the basis of their performance as leaders in
structuring the relationship and teaching patients how to learn in it?
Interestingly, this idea of gradually increasing power runs counter to
many theories of the therapeutic relationship in dynamic therapy. Here
the focus of power (or influence) differential comes early in the rela-
tionship, when transference processes are thought to give the therapist
unusual influence over clients. As the transference is worked through,
the relationship becomes more balanced and less differential is experi-
enced. The client becomes healthier, stronger, and thus increases power
by being able to challenge, evaluate, and judge.

Although the notion of idiosyncrasy credits predicts increasing
latitude from followers on both task and nontask behaviors, the research
on this concept has almost exclusively studied follower yielding on task-
related issues. This research demonstrates increased follower willing-
ness to yield with increased leader-demonstrated competence at the task
(Hollander, Julian, & Perry, 1966).

This suggests that, in subtle ways, therapist influence may grow
stronger rather than weaker over time. If that is so, then it probably
occurs in some dimensions and not others. It may be that both increased
patient strength that emerges from dealing with transference and
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increased therapist influence occur, but on different dimensions. Per-
haps over time therapists do have increasing latitude to violate some of
the more formal rules of the relationship without disrupting the thera-
peutic process, for example, being late, permitting interruptions, making
personal statements. It also seems likely that therapists’ influence over
patients as they “learn-how-to-learn” in therapy may lead to a change
in client values. For example, clients may value openness, the exhanced
expression and exploration of feelings as they proceed in therapy. In
this sense the client becomes more like the therapist: They share more
values. Thus, if the therapist appeals to these values we might expect
that over time there would be increased client responsiveness. Clients
would then be more “influenceable” and the therapist more “powerful.”

Of course, the therapist—client social exchange is also affected by
the client’s own supporting others. Clients who have alternative sources
of support will likely be less susceptible to dependence on the therapist.
Clients, however, have been known to act independent and healthy in
the therapy hour and then fail to sustain these behaviors in the real
world. The “transference cure,” a well-known phenomenon, can result
not only from the power relationship between therapist and client, but
also from the client’s external system.

Power and influence processes, then, are both central to under-
standing exchanges between therapist and client, and also so subtle that
they demand continuous scrutiny.

CHARISMA

Although the leadership literature has shown only sporadic interest
in charisma, it is a fascinating topic that relates closely to therapeutic
influences.

Charisma is that magical attracting quality that energizes followers
(Weber, 1947); and a useful distinction has been made between the
cognitive orientation of the leader and that person’s affective style (Katz
& Kahn, 1978). In pursuing this distinction Katz and Kahn describe the
requirements in each dimension for effective leadership. At the cognitive
level effective leaders have “systemic perspective,” that is, a sensitivity
“to the requirements that the organization must meet in order to main-
tain a state of equilibrium with its environment” (p. 540). This perspec-
tive includes a perception of the needs and functioning of the internal
system as well.

The affective style of leaders when it is positive and compelling
has been labeled “charisma.” This capacity enables the leader to mobilize
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more support and trust than a rational analysis of the situation might
engender. Charismatic leaders are those who at the very least appear
to know how to blend the use of content—ideals, goals, and mission
statements—with the use of affect—impassioned messages, personal
commitment expressed through “how” something is said as well as
“what.” Thus both are important characteristics. Charisma uninformed
by a systemwide perspective may lead to exciting human relations, but
the ship may founder for lack of direction. Goals and mission statements
that appear credible but are unsupported by fervor may lack the follow-
ing required for implementation.

What creates charisma? Why is the word “magical” frequently asso-
ciated with it (Hollander, 1985; Katz & Kahn, 1978; Weber, 1947)? First,
distance from the leader is important. The charismatic leader is not
human, fallible, or well known. “Day-to-day intimacy destroys illusion”
(Katz & Kahn, 1978, p. 546). The leader must be distant enough to permit
the magic of illusion to work.

At the same time, for identification with the leader to occur, that
person must be seen as enough like the followers to gain their trust and
allegiance (Kelman, 1958).

A third force that creates charisma has to do with external condi-
tions. In times of crisis people seek a leader who is charismatic, in whom
they can put trust, and to whom they can give over responsibility for
the overly complex decisions that confront them. They invest the leader
with more than usual power and authority, and pledge their loyalty
(Weber, 1947). In less turbulent times a leader may need to act coura-
geously or imaginatively in order to attract this same trust and loyalty
(Katz & Kahn, 1978).

When these conditions are present, there is potential for the emer-
gence of a charismatic leader. Interestingly, explanations for leaders’
extraordinary powers have focused on both their cognitive orientation
and their affective style. Theorists such as Burns (1978) describe the
leader’s capacity to articulate followers’ needs and wishes just before
these become conscious and articulate as an important factor in the
development of charisma.

Theorists emphasizing affective style may focus on leaders’ ability
to embody the resolution of the internal conflicts of their followers.
Fromm, for example, points out that a leader’s personality structure
“will usually exhibit in a more extreme and clear-cut way that particu-
lar personality structure of those to whom his doctrines appeal” (1941,
p. 65).

Charisma, like power, has two faces, one positive, the other neg-
ative (McClelland, 1975). Charismatic leaders do not always lead well.
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The classic study of encounter group leaders (Lieberman, Yalom, &
Miles, 1973), for example, showed that more charismatic leaders had
more risk of casualty in their groups.

For the follower, the charismatic leader displays a set of personal
qualities that creates a highly personal sense of “knowing” the leader.
This idenitification with the leader occurs despite and as a part of the
necessary distance between leader and follower. It is a distinctly one-
way process, since the leader is disclosing to followers who may be total
strangers. Often it is “crafted disclosure”; leaders think very carefully
about what they will say and do and what symbols they will invoke.

THERAPISTS AND CHARISMA

There are some interesting parallels between the therapist—client
relationship and the leader—follower relationship. Neither is a social
exchange relationship between persons of equal status where we would
expect disclosure to be controlled by the norm of reciprocity (Altman &
Taylor, 1973). Both can be described as one-way relationships in which
the distance between the two participants is a barrier to personal know-
ing of the other. In dynamic therapy, the therapist’'s role may also be
described as one of crafted disclosure, that is, disclosure with an eye
toward the primary task of therapy rather than of social exchange. This
controlled role limits what can be known about the therapist and is
structured to produce a reaction in the client. In the leadership literature
this reaction is charisma; in therapy it is transference. Thus, in both,
affective arousal is important.

In times of crisis, followers look to leaders to understand and resolve
complex situations. In therapy, clients (often in crises themselves) look
to their therapist to have something analogous to the systemic perspec-
tive: to understand them and their problem and its context as well as
the whole process of therapy. It is easy for a confused, uncertain client
to ascribe to the therapist great or even complete understanding. The
therapist is all powerful, in charge of the process, and even controlling
it. This identification with the therapist closely parallels what followers
feel about charismatic leaders.

In each of these relationships there is distance, a role-created barrier
to normal social exchange. In leadership this barrier heightens the lead-
er’s charisma, that global and undifferentiated sense of the leader’'s power.
In therapy, distance heightens transference processes. The sense of
distance is also heightened by the structuring of the relationship. The
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therapist is seen as very valuable and important; for example, only a
limited amount of time is available and at a high fee. All of this creates
energy and motivation in clients that can be used in the therapeutic
process.

But what of the therapist’s affective style? We have already said
that the charismatic relationship is experienced by followers as highly
personal even though the follower may know little about the leader.
The therapist’s affective style is traditionally empathic, caring, respon-
sive; in other words, it too is very personal. The therapist behaves like
someone who knows one well, with whom one is close, even though
as client one does not have the same knowledge about the therapist.

The combined impact of the cognitive and affective style of the
therapist creates transference, that quality of identification with the ther-
apist that, at least at the beginning, energizes the relationship.

Here Kelman’s (1958) notions about change processes are instruc-
tive. He proposes three levels of permanence of change. Compliance is
change that occurs only under surveillance. Identification is change that
occurs because of the personal emulation of a referent other, and dis-
appears when the other is no longer an ideal. Internalization is change
that occurs congruent with inner values and is therefore “permanent.”

In therapy the transference process is thought of as providing energy
to move the client toward work that will result in internalization. Thus
identification is a station-stop on the way to the goal. If, however, the
client changes only as a way of pleasing the therapist, we say that there
is a “transference cure.” The client is stuck in the identification stage
and does not proceed to internalization, a more permanent and desirable
state. Thus, the goal is a process in which the client articulates and
internalizes the structure of the self and how that will be embodied in
everyday life. Therapists may, like leaders, help by giving voice to what
is coming to consciousness, what the client is ready to deal with, what
the client wants and needs.

In the leadership literature, distinctions between compliance and
identification are often discussed under the topic of how to motivate
followers. The process of internalization is dealt with in the concept of
shared leadership and decision making. When leaders involve followers
in shaping decisions with them, the follower has an opportunity to
express values and become committed to solutions. The decisions made
in a participatory process will be more internalized than when the leader
decides alone (Vroom & Yetton, 1973). Thus in both leadership and
therapy, charisma is an enabling process but not the goal of the
relationship.
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CONCLUSION

Social psychology is in large part the study of social interaction.
Leadership, like psychotherapy, is a special case of social interaction.
Some, though not all, generic principles that govern all interaction also
apply in leadership situations.

We have reviewed some of the principal notions that have been
useful in understanding leadership, and discussed their relevance to
another special case of interaction, psychotherapy. Such reflections are
intended to be provocative rather than prescriptive. It often seems, how-
ever, that the perspective of another discipline can cast in bolder relief
issues that remain dim when treated within an accustomed framework.
The study of leadership provides a different lens through which to view
psychotherapy.
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Nonverbal Behavior Research
and Psychotherapy

MARTHA DAVIS

A HISTORICAL PERSPECTIVE

In spite of . . . difficulties in conscious analysis, we respond
to gestures with an extreme alertness and, one might almost say,
in accordance with an elaborate code that is written nowhere,
known by none, and understood by all.

(Sapir, 1968, p. 556)

He that has eyes to see and ears to hear may convince himself
that no mortal can keep a secret. If his lips are silent, he chatters

with his finger tips, betrayal oozes out of him at every pore.
(Freud, 1905/1959, p. 94)

There have been many assertions of the importance of body movement,
facial expression, voice tone, and other aspects of nonverbal behavior
in face-to-face interaction. And, if one includes research from anthro-
pology, communication, and ethology as well as psychology, there is
now an extensive and fascinating literature on bodily communication
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that is of potential value to the clinician (M. Davis, 1972; M. Davis &
Skupien, 1982).

There are now some excellent anthologies and research overviews
of nonverbal communication (F. Davis, 1973; Harper, Wiens, & Matar-
azzo, 1978; Knapp, 1978; LaFrance & Mayo, 1978; Weitz, 1979). And the
clinician interested in nonverbal communication can also find many spe-
cialized texts such as on facial expression (Ekman, Friesen, & Ellsworth,
1972), skill in perceiving nonverbal behavior (Rosenthal, Hall, DiMatteo,
Rogers, & Archer, 1979), ethological and quantitative assessment of face-
to-face interaction (Duncan & Fiske, 1977; Kendon, Harris, & Key, 1975),
periodicity in communicative behavior (M. Davis, 1982; Jaffee & Feld-
stein, 1970), nonverbal correlates of power relationships (Henley, 1977),
gender and nonverbal behavior (Mayo & Henley, 1981), as well as books
devoted to nonverbal communication in psychotherapy (Scheflen, 1973;
Waxer, 1978).

From the 1930s until recently the network of nonverbal commu-
nication researchers has been intricately interrelated. The zeitgeist for
the current “movement movement” was germinating as early as the
1930s when psychiatrist Harry Stack Sullivan and linguist Edward Sapir
were close associates (Sullivan, 1939) and anthropologist Eliot D. Chap-
ple was working with psychiatrist Erich Lindemann on the measurement
of therapy interaction rhythms (Chapple & Lindemann, 1942). It can be
seen growing at the anthropology department of Columbia University
where Franz Boas, who made some of the earliest attempts to study
cultural movement styles from film, would directly influence Gregory
Bateson and Margaret Mead’s film study of the Balinese (Bateson &
Mead, 1942) and David Efron’s classic analysis of Jewish and Italian
gestures (Efron, 1942/1972). It shows in the influence of Sapir and lin-
guists Trager and Smith on anthropologist Ray L. Birdwhistell, and in
the impact of communications in the mid-1950s among Frieda Fromm-
Reichmann, Birdwhistell, and several important linguists attending the
Palo Alto Institute for the Advanced Study in the Behavioral Sciences—
from which Bateson, Birdwhistell, and later Albert E. Scheflen would
be spurred to examine communication in psychotherapy (Birdwhistell,
1970). By the mid-1960s Charny (1966), Condon (1968), Lomax (1968),
Byers (1972), and many other would confer intensely with Birdwhistell
and begin various lines of kinesic research, while Chapple was directly
influencing Feldstein, Jaffee, and a growing number of psycholinguistic
researchers. And by the 1960s Bartenieff (Bartenieff & Lewis, 1980) would
be bringing Rudolph Laban’s work on movement analysis and notation
to bear on her studies of psychiatric patients with this author (Bartenieff
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& Davis, 1975), examination of infant movement patterns with Kesten-
berg (Kestenberg, 1975), and cross-cultural studies of movement with
Lomax and Paulay (Lomax, 1968).

At a larger level the movement movement appears one manifes-
tation of the trend encompassing communication systems research,
interpersonal theories of psychiatry, and efforts to diffuse distinctons of
mind-body, right and left brain hemisphere functions, and behavioral
form—content. And the current respect for visible behavior is surely a
powerful expression of the impact of film and television.

A therapist surveying this field may be struck by certain clinical
potentials that are very close to being realized. First, the field is a remark-
able source for operationalizing key psychological concepts that have
largely eluded empirical assessment, such as bonding, regulation of
intimacy, interpersonal trust, empathy, rapport, repression of affect, and
splitting. Many of the research examples to be discussed are in effect
studies of the visible manifestations of these processes. For example, it
is conceivable that, if very complex movement observation assessments
such as those done by Kestenberg and her associates can be standard-
ized, movement rhythms and muscle tension analyses may empirically
confirm Freud’s theory of psychosexual stages. Kestenberg (1975) has
found “tension flow” rhythms in infants and young children that cor-
respond to specific forms of drive discharge, “oral,” “anal,” “phallic,”
and “genital” motor rhythms that appear in a stage-specific way in the
first 4 years of life, and rhythmic predominances that reflect specific
fixations. I hope to show with later examples that very diverse intra-
psychic and interpersonal processes can be observed in movement
depending on what details of it the researcher studies.

Another general impression from this field has been strongly
asserted by Kiesler:

The most crucial place to search for relationship is in the nonverbal behavior
of the interactants. [T]he total available methodology of assessment for par-
alanguage, kinesics, proxemics, touch, etc. is centrally relevant for assess-
ment of client and therapist relationship factors. (1979a, p. 303)

Early research regarded bodily expression as a royal road to the
unconscious with affective states and emotions expressed from “within”
the individual “outward” to the perceiver. The crude and often contra-
dictory beginnings of facial recognition research are now supplanted by
highly sophisticated, empirically validated research on the face and emo-
tion (Ekman & Friesen, 1975). But the last 20 years of nonverbal com-
munication research have been most notable for discoveries of how
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subtly and complexly kinesics and proxemics convey “relationship mes-
sages” as well. Not coincidentally, Kiesler (1979) has written a position
paper stressing the importance of nonverbal behavior in psychotherapy
within an interpersonal, Sullivanian framework.

Finally, the clinician surveying this literature may get a discon-
certing feeling that there is something too elusive about the subject.
How can it promise so many insights and yet be so neglected in therapy
practice and training; how can it excite and fascinate at one level yet
seem so trivial in the real world; how can someone like Reich present
such rich analysis of character from the way his patient walks and sits
whereas one’s own patients appear motorically indistinct, unremark-
able, bland? In actual therapy practice what is its relevance?

Despite protestations in the literature that the goal is not to some-
day read body language like a book with the aid of a dictionary of precise
definitions, there is a concerted effort perceptible throughout the research
to delineate specific motions and positions and then to determine, or at
least try to approximate, the most context-free, commonly shared mean-
ing(s) of them. This requires that the action, posture, movement, or
vocal characteristic have a perceptible “discreteness” and specificity.
Positions, instrumental actions, the signs of American Sign Language,
and certain hand gestures (such as what Ekman and Friesen have called
“emblems”) have this property of discreteness and specificity.

By now it is possible to construct a glossary of specific meanings
from the literature on facial expression of emotion (Ekman & Friesen,
1975), postures and attitude expression (Mehrabian, 1972), emblems
(Kendon, 1980; Morris, Collett, Marsh, & O’Shaughnessy, 1979), and,
of course, formal sign language (Stokoe, 1972). In this literature discrete
movements and positions with their respective meaning(s) become the
figure; and the “display rules,” “blends” (Ekman & Friesen, 1975), indi-
vidual and cultural variations, that is, the qualifications, become very
much the ground.

Certain features of nonverbal behavior that are highly discrete and
specific, such as facial expressions of happy, sad, disgust, anger, fear,
and surprise, have highly specific interpretations both in their “pure”
forms and as identifiable elements of facial blends. Specific emotions
can also be decoded from types of voice tone (Ostwald, 1963; Scherer,
1979), although not as yet with the weight of the empirical evidence
produced for facial recognition.

Once the observer attends to more diffuse, continous, difficult-to-
demarcate activity such as fidgeting, postural shifts, degrees of tension,
and so on, the interpretations become more general. For example, Waxer
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(1978) has demonstrated that observers can distinguish anxious and
depressed patients from soundless videotapes, and he can tease out of
their reports what clusters of movements appear to contribute to their
impressions. But the nonverbal referents are not nearly so specific and
particularized as those for discrete facial expressions or even voice qual-
ity. The glossary becomes disappointingly general (e.g., depressed
patients display longer averted gaze and lowered head positions).

Although there have been advances in decoding facial, vocal, and
postural cues of potential value to the clinician, a great deal of the
clinically valuable research is not and cannot be so concrete. The inter-
pretation of the meaning of specific body movements is greatly influ-
enced by the knowledge of the context (Birdwhistell, 1970; Scheflen,
1973). There are also notable differences in the ability to decode (perceive
and interpret) nonverbal behavior. Rosenthal et al. (1979) have offered
evidence that individuals will be more or less accurate in interpreting
alternative meanings of the expressions of a person presented in sound-
less film segments or content-obscured sound tapes. With the PONS
(Profile of Nonverbal Sensitivity) test they can generate individual skill
profiles indicating what aspects of nonverbal behavior one more readily
perceives than others. To further complicate efforts to specify what a
movement means, there is the enormous complexity referred to in the
literature as “channel discrepancy”—the numerous ways movements
may anticipate, contradict, amplify, or slant speech content; the dis-
crepancies between what one says and how one says it—in short, the
complexity of deciphering ongoing behavior from diverse “channels.”

The research on specific meanings of discrete expression is based
primarily on the reliable judgments of detached observers or listeners
who are not in the situations photographed or taped. There is a vast
difference between the perceptions of one looking at a photo or video-
tape and the experience of the interactants. And this difference—
“detached decoding” versus “participant observation”—is crucial to the
clinician.

There is now a sizable experimental literature on observer judg-
ments of nonverbal behavior in simulated interviews and psychotherapy
sessions (Waxer, 1978). Counseling psychologists in particular have
shown a strong interest in nonverbal communication and have contrib-
uted considerably to this literature (Gladstein, 1974). It is directly related
to earlier facial recognition research in that experimental subjects, often
college students, are asked to judge photographs, films, or videotapes
in terms of what affect(s) or attitude(s) are expressed in the facial expres-
sion, visual behavior, and positions of the interactants. This literature
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would seem a good place to start for a clinician interested in nonverbal
behavior in psychotherapy; yet for a number of reasons it can be a
misleading and very limited source for the clinician.

First, one would not necessarily be learning about nonverbal behav-
ior in psychotherapy. One would be reading about recognition and inter-
pretation of contrived behaviors presumed related to psychotherapy.
Frequently, the behaviors to be judged are so contrived as to generate
either clinically trivial or artificial findings. For example, the “therapist”
is to sit forward or back at controlled points in a simulated interview to
examine perceptions of rapport with the client.

Besides problems inherent in experimental manipulations and use
of naive judges, there is another drawback to the decoding research that
is crucial to the clinician. It cannot safely be assumed that the client or
therapist will interpret kinesic, proxemic, and paralinguistic patterns as
raters do because there is a profound difference between impressions
by one separate from the interaction and impressions as a participant in
the interaction (Bakken, 1978). In fact, we know very little about how
the perception of nonverbal behavior varies by context. There is, how-
ever, a great deal of indirect evidence that perceptions while in the
interaction are dramatically different from those of a naive observer or
a researcher viewing a videotape.

For this decoding research to be of clinical value the research must
honor at least some of the clinician’s needs—namely, that the behavior
examined is relevant and important to therapy; that there are some data
offered about the patterns of its frequency and occurrence in therapy;
that the analysis of the behavior is not so gross and simplistic that it
adds nothing to what the clinician would intuitively grasp anyway; that
the researcher is consistently clear as to who is rating what with what
terms and for what ends, and does not split too readily into unwarranted
generalizations to therapy.

Because nonverbal behavior is ubiquitous and visible and has such
important psychological valence, because it is in a sense at the nexus of
social perception, affective expression, and “presentation” and experi-
ence of self, it affords a way of empirically examining relationships
between perception of “the other” during interaction versus detached
“objective” observation versus “subjective” experience of one’s behavior
and manner. For the therapist this could elucidate such important clinical
concerns as transference—countertransference reactions or parataxic
distortions.

For example, in the research on posture mirroring there are clues
as to what new insights could be generated from study of these multiple
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perspectives. “Objective” onlookers offer a “group consensus” that mir-
roring reflects heightened rapport (Trout & Rosenfeld, 1980). Charny
(1966) found that the client’s verbal behavior was more “positive” and
“bound to the therapeutic situation” during periods of mirrored posi-
tions. Scheflen (1973) has outlined some interesting alternations in and
out of mirrored positions that relate to shifts in alliances during a family
therapy session. LaFrance (1982) presents evidence that posture mir-
roring precedes the interactants’ experience of rapport and may be a
mechanism for establishing it. But it would also help to learn about the
patient’s and therapist’s experience during periods of mirroring, both
when aware and when not conscious of it. In other words, it should be
possible to examine “subjective” and “objective” reactions in relation to
naturalistic occurrences of psychologically cogent nonverbal behaviors
such as posture mirroring and to learn much more than that they “mean”
rapport.

MOVEMENT AND PERSONALITY

I shall consider here, particularly, ways of thinking and perceiving, ways of
experiencing emotion, modes of subjective experience in general, and modes
of activity that are associated with various pathologies . . . it is clear that
there are many interesting aspects of style that cannot even be touched on
here—for example, body-movement styles. (Shapiro, 1965, pp- 1-2)

Shapiro’s passing reference to movement style is an appropriate
footnote to the scattered literature on movement and personality. Beyond
Reich’s classic essay on movement and character development (1949),
it is not woven into the mainstream of literature on personality and
psychodiagnosis. Before the 1930s, texts on differential diagnosis of
dementia praecox, mania, and depression gave ample space to descrip-
tions of motor symptoms (M. Davis, 1972). Within early analytic writing,
patterns of inadvertent actions and styles of body movement were read-
ily considered part of the “psychopathology” of everyday life, and it has
been argued (Murphy, 1976) that Freud did not take issue with Ferenczi's
or Reich’s formulations on the analytic importance of body motion, but
with the introduction of active techniques of intervention or in Reich’s
case with the political direction of his work. In experimental psychology,
Allport and Vernon (1933) completed an ambitious study confirming
with various mechanical quantitative measures that individuals have
distinctive motor styles that persist over time and task and that appear
cogently related to personality. Yet after the 1930s the subject is addressed
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by a very few isolated writers, most of them psychoanalysts reporting
clinical observations.

Individual differences in activity type from infancy have long been
recognized (Fries & Lewi, 1938), and the persistence through childhood
of motor manifestations of temperament can be found in the develop-
mental research (Escalona & Heider, 1959). Mittelmann (1958) postulated
a motor phase of development around age 2 and presented numerous
clinical examples of the crucial importance of movement in ego devel-
opment. Reich (1949), Lowen (1958/1971), and more recently Kestenberg
(1966, 1975) have formulated elaborate theories as to the role of move-
ment in the early evolution of psychological defenses, drive discharge,
and psychosexual phases in early childhood. And recent microanalytic
film research on mother-infant interaction documents the crucial role of
motion in bonding (Beebe & Stern, 1977). As Pine (1977, p. 77) has said,
“this mutual preverbal cueing and its consequent shaping effects is the
earliest glue of the object tie.”

Yet experimental research examining relationships between per-
sonality and movement, posture, breathing patterns, and other bodily
expressions is very sparse (Allport & Vernon, 1933; Christiansen, 1972;
Takala, 1975). In their 355-page synthesis of nonverbal communication
research, Harper et al. (1978) devote only 2 pages to personality variables
and body movement and 5 pages to individual differences in proxemics.
And the research they cite is on very specialized topics (e.g., while they
are interacting with a male interviewer, daughters of widows display
more “uncomfortable” and less “interactive” nonverbal behavior than
daughters of divorced parents, Hetherington, 1972).

The notable paucity of research on movement and personality does
not seem to stem from poor evidence of this subject’s importance. No
doubt there are many problems in systematically examining such a com-
plex subject, yet complexity has not dissuaded other personality
researchers. There is the fact that the current renaissance in body motion
research has developed primarily in relation to interpersonal and social
psychological topics. Personality is not at all a popular research topic in
nonverbal communication research, although Rosenthal et al. (1979) have
extensively pursued individual differences in nonverbal sensitivity and
decoding skill. Whatever the reasons for the paucity of research on
movement and personality, it would seem important to clinicians inter-
ested in nonverbal behavior. This section will conclude with some clinical
and research examples demonstrating the clinical potential of this subject.

Descriptions of movement correlates of personality can be divided
into two types—those that focus on specific symbolic actions (Deutsch,
1952, 1966; Mahl, 1968, 1977, 1978), and those that focus on analysis of
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movement style including chronic features of posture, facial expression,
and breathing (Christiansen, 1972; M. Davis, 1970; Lowen, 1958/1971;
North, 1971; Reich, 1949). Deutsch (1966), for example, describes specific
actions and positions clients assumed on the couch and their relationship
to identifications, resistances, and intrapsychic conflicts. Mahl (1968,
1977) describes how specific actions may precede verbalizations of
repressed themes, and he draws on extensive clinical observations of
this anticipatory phenomenon to elaborate a theory in which kinesthetic
experience or awareness of the action plays a major role in making
unconscious material conscious. For example, Mahl (1978) describes the
transference significance of a client’s proclivity for curling up on the
couch. She assumed a curled-up position on her side during the third,
fourth, and fifth interviews and then reported a dream that included an
image of a “beautiful Indian girl” lying curled up on a couch whom she
covers with a blanket. Intense recurrent curling up was accompanied
by “unconflictfully” described wishes to regress and finally to her relat-
ing a story about how an illness of her mother when she was 3 years
old meant she went suddenly from maternal overindulgence to strong
pressures from her father to be self-sufficient. The patient never assumed
a curled-up position again after describing this traumatic separation.

Mahl (1977) has asserted that what he calls the “A—B phenome-
non” in which certain actions anticipate subsequent verbalizations is not
a rare event, and he has even estimated that clear-cut examples occur
about once every 3 or 4 analytic hr. He contends that such sequences
stem from “the most important aspects of the person’s life” and may
occur during “significant phases of the analytic process.” Within the
enormous complexity that is psychotherapy, the ability to attend to what
is “most” essential or urgent at any one time is an art. Behaviors that
reflect key dynamics of the moment would be of interest to therapist
and patient, and, if Mahl is correct, specific A— B, action—verbalization
sequences deserve particular attention as cues to what is most urgent.
In general, there is the implication within the literature that movement
idiosyncracies and striking symbolic actions often prove to reflect essen-
tial personality dynamics; that the therapist concerned with what to
focus on among many details would not be distracted by trivia in attend-
ing to this nonverbal behavior.

A classic example of the value of attending to movement style in
analysis is presented by Reich in his description of a man he described
as an “aristocratic” character:

The patient is good-looking, of medium height; his facial expression

is reserved, serious, somewhat arrogant. What is striking is his measured,
refined gait. It takes him quite some time to get from the door to the couch;



98 MARTHA DAvis

plainly, he avoids—or covers up—any haste or excitation. His speech is
measured, quiet and refined; occasionally, he interrupts this with an empha-
sized, abrupt “Yes,” at the same time stretching both arms in front of him,
and afterwards stroking his hand over his forehead. He lies on the couch in
a composed manner, with his legs crossed. His dignified composure hardly
ever changes at all, even with the discussion of narcissistically painful sub-
jects. (1949, p. 180)

Reich, most of all, conveys the importance of such impressions,
the “character armoring” function of movement and voice patterns, and
their genesis in early experience. These are notions that now so permeate
the theory and practice of psychotherapy that one can easily lose track
of where they were first clearly articulated. In this example, Reich
describes how his first impressions persisted until he “found himself”
telling the patient that he was playing the role of an English lord. And
the patient then related a very significant element of his family story, a
fantasy, based on fragments of family lore, that he was in fact of aris-
tocratic lineage in contrast to his father. Reich then describes the eval-
uation of his fantasy from 4 years old, its relation to oedipal themes,
and its translation into his demeanor by adolescence. “His arrogant
behavior, then, had the structure of a symptom: it served the purpose
of warding off of a drive as well as its satisfaction” (in this case sadistic
urges). There is now a considerable literature extending this part of
Reich’s work. Clinical case examples with fine attention to motion, pos-
ture, and breathing can be found in Murphy (1976), Lowen (1958/1971),
Kestenberg (1966), Mahl (1968), and Keleman (1980).

In the 1940s Chapple and his associates reliably demonstrated that
we can differentiate depression, mania, hysteria, paranoid states, and
anxiety neuroses from the activity rates of patients and the patterns of
interruption and silence during interviews. But efforts to systematize
movement and posture analysis in order to more rigorously examine rela-
tionships between movement and personality are as yet too cumbersome
and elaborate. Kestenberg (1975) has developed an observation method
for obtaining “movement profiles” based on concepts from the move-
ment analysis systems of choreographer Rudolf Laban and from her
own investigations of “tension flow” patterns first visible in the diffuse
activity of infants. She has conducted longitudinal studies of a few chil-
dren that indicate that individual motion patterns visible in early infancy
can be traced to adulthood. Kestenberg has trained a number of psy-
choanalysts, teachers, and dance therapists in her movement analysis
method, and efforts are being made to test the reliability of the
observations.
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Several movement analysts influenced by Laban’s work have devel-
oped individual profile methods (Bartenieff & Davis, 1975; North, 1971;
Ramsden, 1973), but these also lack reliability. However, the author
(M. Davis, 1970) developed a movement diagnostic inventory for psy-
chiatric patients, and preliminary reliability data suggest it is a more
feasible and manageable observation instrument than most Laban-based
movement profiles. With this inventory it is possible to generate profiles
of highly specific types of movement disorganization, constriction, and
exaggeration that appear to correlate with differential diagnoses.

Psychodiagnosis from movement would seem a relatively minor
clinical asset compared to the potential of such observations for assessing
change and enriching perception of the ongoing process of therapy. For
example, the author (M. Davis, 1977) completed an intensive film anal-
ysis of a family therapy session in which the movements of the desig-
nated patient corresponded dramatically to momentary changes in his
mental status and manifestations of thought disorder. Gestures that
involved very large spatial sweep of the arms (yet little or no visible
movement in the torso) accompanied belligerent, paranoid outbursts.
Long series of perseverative, “monotoned” gestures (one type of accent
repeated in one plane, another dynamic limited to another direction)
accompanied incoherent, rambling speech. And phases in which he was
listless and his movement was integrated but without intensity paralleled
depressed but coherent statements.

RELATIONSHIP MESSAGES

Earlier examples of symbolic actions and individual movement pat-
terns may seem deceptively simple. We are used to looking at what
individuals do, and we have a sense, however peripheral, of how dis-
tinctively they do it. Clinicians or researchers citing examples of dramatic
actions and movement styles have distilled these observations from enor-
mous complexity; they are so literary, so recognizable that they can be
read as all that is important of the nonverbal channel. Entire books have
been written on individual movement characteristics of patients with
little report of what actually occurs in the sessions apart from the dra-
matic “productions” of the patient.

But 1-hr viewing a film or videotape of a therapy session without
sound can impress one with a sense of how difficult it is to “distill out”
individual characteristics and delineate symbolic actions, to perceive
patterns in the interaction, and to determine what details to focus on.



100 MARTHA Davis

One is confronted with the details of greetings and leave-takings, posi-
tions assumed through the session, listening behavior, eye contact pat-
terns, the complexities of gesticulation, patterns of fidgeting, manipulation
of objects, and a myriad inadvertent actions such as nose wipes, hair
preens, and lip biting.

In time the observer may perceive relationships between the move-
ments of patient and therapist. A clinician who is fortunate enough to
have a videotape in which the camera is focused throughout the session
on both the patient and therapist in full-body shots will probably still
focus on one interactant at a time. From Darwin through Reich, the
focus was on the individual “in vacuo.” Anthropologists attending to
body motion, however, shifted the focus to what occurs between speak-
ers, to the interaction and “coactions” of two or more people in a face-
to-face encounter.

Chapple (1949) appears to have been the first to put observers on
one side of a one-way screen to record the interaction of two people in
terms of the patterns of turn taking, pauses, interruptions, and mono-
logues irrespective of speech content. Because we think of conversation
in terms of speaking turns, it is easiest to attend to alternations such as
A speaks, then B speaks, then A speaks, and so on, rather than to focus
on the constant simultaneous actions of both. Describing interaction as
alternating turns lends itself, however, to linear, causal renditions of
the event in which A’s actions are perceived to “cause” B’s which in
turn “trigger” A’s and so on. Birdwhistell (1970) and Scheflen (1973)
have eloquently argued against linear action-reaction descriptions of
social behavior. In fact, Chapple did not succumb to this; he attended
to a cogent aspect of social behavior, the patterned alternation of speak-
ing and listening activity, the interaction rhythms perceptible in turn
taking. Alternation of actions as in turn taking, and coactions as in the
complex coordinations of positions that Scheflen describes (1973), are
not contradictory perspectives. They complement each other, and both
offer important insights for the clinician.

One of the finest examples of interaction research is the work of
Daubenmire and her associates in the Ohio State University School of
Nursing (Daubenmire & Searles, 1982). In the early 1970s they video-
taped medical patients in surgery recovery rooms and in private hospital
rooms. A patient could be taped all day for weeks interacting with
various staff in this attempt to examine relationships between thera-
peutic interaction and favorable medical outcome. Daubenmire and her
associates drew from diverse kinesics and communication research to
evolve their observation methods, and their synthesis of behavioral
observation and computer pattern assessment represents an increasingly
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occurring marriage in the seventies between ethological description and
quantitative analysis. It is hard to appreciate the depth of this study
because it is hard to imagine 25 columns of speech and motion details
coded at 1-sec intervals for several weeks of videotape. In one aspect of
the data analysis the researchers completed computer analyses of pat-
terns of similarity and convergence of behaviors between patient and
nurse. Daubenmire and Searles (1982) illustrate how this analysis elu-
cidates therapeutic interactions with a description of a 20-min exchange
between a nurse and a man dying of cancer:

For the first 7 minutes RN3 is standing in the patient’s exploratory
space, a distance of 7 to 12 feet from the patient. Verbal exchange includes
evidence of entry and approach behaviors and a discussion on mouth care
to relieve some of Mr. B.’s discomfort. During minute 7, Mr. B. mentions
he slept well and was able to go six to eight hours without much pain. At
this point, RN3 moves into the patient’s interpersonal space, a distance of 4
to 7 feet from the bed and sits down facing the patient. She also verbally
recognizes Mr. B.’s comment and Mr. B. discloses his concern about taking
morphine. . . . Patterns for eye contact, limb and body movement show an
increase in similarity from minutes 7 to 10. The discussion of pain medication
also continues until minute 10 when Mr. B. attempts to change the subject
and RN3 directs him back to the discussion by a question about how he
plans to “stretch out” the time between medications. . . .

[After a brief interruption by another nurse] RN3 once more returns
the conversation to the topic of Mr. B.’s pain medication. From minute 12
to 13, there is a measurable increase in similarity of eye contact, or increased
mutual gazing. By minute 15, the S [similarity] value + 1indicates continued
mutual eye contact. Patterns for limb and body movement also show a shift
to +1 similarity. This total similarity for all three variables lasts until minute
23.. ..

During minute 23, the nurse moves toward Mr. B.and touches his
arm. The conversation centers around how Mr. B. will specifically talk with
his physician about nausea from chemotherapy and his concerns about spac-
ing dosages of morphine. . . . From minute 26 to 29, Mr. B. begins to express
his feelings about how difficult it has been for him to live during the past
several years. . . . Nurse responds, “You and I can do something about the
quality of your life and what you do with your life. You have that choice in
determining what it is that you will do with your day.” . .. During this
conversation, Mr. B. continues to look away from the nurse. The break in
eye contact, increased limb and body movements, and verbal content suggest
Mr. B. was very uncomfortable talking about these problems. This shift in
similarity during minute 23 is somewhat similar to the shift observed in
minute 10. . . . Inboth patterns, there appears to be a period of self-disclosure
which lasts for several minutes, the patient apparently becomes uncomfortable
with the conversation, and similarity of eye contact and movement decreases.
(1982, pp. 312-313. Reprinted by permission of Human Sciences Press)

Careful analysis of such therapeutic interactions reveals a remark-
able capacity on the part of the therapist to tune in, accommodate to,
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pick up on, and participate in interaction sequences that seem above all
devoted to building rapport. One cannot describe this as something the
therapist does, and certainly he or she does not do it consciously. Never-
theless, I think that such examples of therapeutic intervention—such as
those of good nursing from Daubenmire’s study, or examples of psycho-
therapy sessions with very experienced psychotherapists such as Sche-
flen has described (1973) and more recently this author has been studying
(M. Davis, 1974)—compel one to conclude that therapists establish rap-
port with patients at the nonverbal level by a process of attuning to the
patient’'s communication style and toning down their own, evolving
periods of posture mirroring, exquisitely pacing their comments and
interventions, modulating their inquiry when the patient withdraws or
shows distress, and sustaining concentrated focus on the patient while
“softening” this direct gaze with head tilts and subtle variations in head
nodding.

Scheflen (1973), for example, describes the intricate way two family
therapists varied their positions in relation to the mother and daughter
they were interviewing. He discovered that one therapist would uncon-
sciously pace the intervention of the other with a series of pipe-smoking
actions. At another level he discerned a rhythmic alternation of postural
orientations—mother with daughter, then daughter with one therapist,
then back again to mother with daughter—as it reflected a momentary
“loosening” of the rigid mother—daughter attachment.

The following example of nonverbal interaction analysis (M. Davis,
1974) also illustrates therapist sensitivity and an exquisite ability to non-
verbally tune in. It involves a very disturbed paranoid young man video-
taped 10 months into his therapeutic work with the late Harley Shands.

The session begins with the patient agitatedly shifting his position
until he bends over, elbows on knees, with his head down so his face
cannot be seen. He does this just as the therapist sits down (synchronous
or echoing position shifts are common in therapy). The therapist assumes
two fairly typical therapist listening positions in the first 10%2 min, but
what is interesting is the correspondence between the type of position
and the mental status of the patient. In the first half, the more open
and oriented therapist position corresponds to a phase when the patient
is most agitated and disorganized; when the therapist is sitting in a more
aloof, contained position, the patient gradually collects himself. At 10%2
min into this 22-min session the therapist gets up and leaves the room.
(He had gone to check for the patient that no staff member was watching
him beyond the one-way screen, although the patient did not object to
the videotaping for research purposes.) This divides the session almost
exactly in half. The patient again goes through an agitated phase as if
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unable to settle into a position while he waits for the therapist. This
time, however, he sits up and places his hands on his lap when the
therapist sits down in a position that is turned slightly away with arms
tightly folded. The patient stays for a while at his most integrated in
terms of movement and (as it turns out from later analysis of the speech)
at his most verbally coherent.

At this point the therapist dramatically shifts toward the patient
and sits with his right hand to his face. The patient momentarily appears
unnerved and begins to laugh, then assumes the same arm position.
He again becomes disorganized verbally and nonverbally, but through-
out this phase their positions become more and more identical until the
therapist seems to gradually adjust his hand until it is in exactly the
same hand-finger configuration as the patient. It is as if the therapist
has upped the ante—saying literally and figuratively, “You progressed
to a coherent, appropriate way of relating to me when I turned away,
can you when I move closer?” The therapist does not shift positions
again until he signals the end of the session. The patient’s position shifts
now define the phases of the session as he gradually works toward the
last phase in which he is most coherent and appropriate, one that is
again characterized by sitting in a simple, hands-on-lap position. The
graphs at Figure 1 also indicate subtle relationships between the move-
ment patterns of patient and therapist, and perhaps a “deeper” level of
attunement. Note, for example, how the therapist’s movement is most
spatially precise and complex when the patient's movement is most
disorganized, and is less intense when the patient is more organized.

In no sense can these patterns be read simply as causal relation-
ships. The dance of position shifts and the subtle fluctuations in move-
ment organization, intensity, mobility, and spatial complexity shown in
Figure 1 defy a simple action-reaction interpretation. Exquisite timing,
mirroring, and careful modulation of intensity and spatial direction appear
manifestations of the therapist’s ability to empathize and create a context
in which the patient could become more integrated and tolerate painful
self-disclosures. As Freedman describes in the introduction to an excel-
lent book on psychoanalysis and communication research (Freedman &
Grand, 1977, p. 8), “the microscopic analysis of communication behavior
may provide a more operational view of the integrative process.”

Scheflen (1973) has argued that what is regarded as “crazy” behav-
ior can be seen to fit coherently within the context of the interaction.
He has described (private communication, 1967) splicing together dif-
ferent sections of a film of a patient to evoke different diagnostic impres-
sions. Conceivably this could be done with film segments of the three
different movement themes described earlier (M. Davis ; see p. 99).
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Each one seen in isolation would evoke a different diagnostic impression:
severe depression or chronic undifferentiated schizophrenia or paranoid
schizophrenia. Perhaps this does not constitute evidence of the unreli-
ability of the nosological system so much as it demonstrates the potential
contribution of nonverbal communication research to behavioral assess-
ment. When the camera (and the observer’s orientation) “pans back”
from the patient to allow focus on the interaction, the behavior takes
on new, clinically important meanings. In the film analysis just cited,
the patient’s behavior meshed with a family constellation and therapist
interventions in such dramatically visible ways that etiology, diagnosis,
and prognosis could be sketched from nonverbal behaviors displayed
in this one session.

Studies of miscommunication and disturbed behavior are, of course,
as potentially valuable to the clinician as analyses of peak therapeutic
interactions. Drawing on Scheflen’s observation methods and theoretical
orientation, McDermott and Gospodinoff (1979) have shown how
“rational” and ordered the disorderly behavior of a child in a classroom
appears after careful analysis of the behavioral contexts in which it occurs.
LaFrance and Mayo (1976) have demonstrated that eye contact patterns
of blacks during listening and speaking are almost the opposite of those
for whites such that interracial pairs must suffer a serious interactional
mismatching. Erickson (1979) has carefully analyzed interview behaviors
and presented dramatic evidence of when and how the organization of
eye contact, head nodding, and vocal inflection patterns serving smooth
turn taking and flow of conversation can break down in interracial
interviews.

The relatively rare film analyses of nonverbal interaction described
here have as yet limited value for psychotherapy process research. Most
are single cases and some took as long as 4 years of continuous film
study to complete (Scheflen, 1973). Ways have to be developed to speed
up the analyses as well as to make them reliable and replicable. The
author is currently testing out a systematic and replicable nonverbal
process coding method that would capture interaction patterns such as
Scheflen, M. Davis (1975a), and others have discovered working on films
or videotapes in isolation.

There is a considerable literature on nonverbal interaction process
research if one includes more than studies strictly related to psycho-
therapy. And this area—systematic interaction process analysis of actual
encounters—does promise to make a significant contribution to psycho-
therapy research. Into this group should be included microanalyses of
mother-infant interaction, such as those of Beebe and Stern (1977), eth-
ological studies of the organization of social encounters and conversa-
tional behavior (Kendon et al., 1975), Gottman’s marital interaction
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research (1979) and Horowitz’s method for therapy process analysis
(1978), as well as the more purely kinesic studies described earlier.

The early literature on movement and personality illustrated how
it is impossible to tell the dancer from the dance. In the interaction
analysis diagrammed in Figure 1 the patient is unmistakably the patient,
and he would take his movement style with him out of the consulting
room just as the therapist's movement style could be recognized else-
where. But for the 22 min they interacted, their movements also reflected
the shape of their relationship and their bodies changed form and tempo
and articulation together. It would seem clinically very useful to under-
stand how body movement reveals and is part of the person. It would
also seem clinically very valuable to understand what a few minutes of
nonverbal interaction can reveal about the therapeutic relationship and
how it engenders—or does not promote—psychological integration and
personal growth.

IMPLICATIONS FOR THERAPY TRAINING AND PRACTICE

However compelling the illustrations of the importance of non-
verbal behavior in psychotherapy, the loop back to actual practice is far
from completed; the best interaction analyses are single-case studies that
cannot be readily generalized. And, as discussed earlier, much of the
recognition or observer judgment studies are of dubious value to a cli-
nician. Clinicians are not likely to arrange their chairs 30 in. apart because
that is the distance college students found comfortable with an inter-
viewer (Knight & Bair, 1976); touch clients on the back of the upper
shoulder as they enter because in one study this correlated with deeper
self-exploration (Pattison, 1973); smile and lean forward in more open
positions to enhance rapport and trust, and so on. In fact, covert manip-
ulations of kinesic and proxemic behaviors are seriously done to effect
behavioral change according to literature on “neurolinguistic program-
ming” and hypnotic techniques (Bandler & Grinder, 1979). But many
therapists would object to such covert manipulations on ethical and
clinical grounds.

Presumably, most therapists would not be comfortable with active
and explicit intervention at the nonverbal level either. There is a rich
literature of dramatic case examples that suggest how powerful “body
therapies” such as bioenergetics or dance/movement therapy can be
(Chaiklin, 1975; Lowen, 1958/1971; Murphy, 1976; Schutzenberger &
Geffroy, 1979; Siegel, 1973). But no one seems to adopt such active
interventions simply from reading about the importance of nonverbal
behavior or the value of body therapy techniques. Conceivably, unless
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a “traditional” or dynamically oriented therapist trains with someone
experienced in such interventions, he or she will not likely incorporate
them into practice even if their efficacy is someday reliably demon-
strated. Some psychoanalysts who believe in the value of the body ther-
apies advocate a therapeutic collaboration in which the patient may work
with a body-oriented therapist while also in traditional analysis or inten-
sive psychotherapy (Braatoy, 1952; Kestenberg, 1973; Solnit, 1973).

Less controversial but equally untested is the value of videotape
replay as an active intervention that can help patient and therapist focus
on details of visible behavior that are out of awareness (Berger, 1978).
It has been found useful as feedback to the patient (especially if done
immediately after the session, Kagan, 1978), and as an electronic co-
therapist who can help the therapist be objective about his or her own
subjectivity (Whitaker, 1978). At the very least, videotapes of actual
therapy sessions—that focus on both patient and therapist in full-body
shots throughout the session—would seem valuable for training. But
there is no guarantee that turning off the sound and carefully training
one’s eye to be more sensitive to nonverbal details will actually affect
one’s practice of therapy. It could atomize one’s perception, distracting
the therapist and disrupting his or her participant observation. The effec-
tiveness of active interventions, videotape replay, and formal training
in nonverbal observation for psychotherapy practice is still to be rigor-
ously assessed.

Intuitively, though, we suspect that listening with the third ear is
largely a matter of seeing more and even kinesthetically feeling more;
that the third ear is in large measure eye and muscle. Jacobs (1973)
describes cases where awareness of his own actions while listening to
a client alerted him to important dynamics. For example, as a patient
described an anxiety reaction, Jacobs found himself tugging slightly on
his belt as if it were too tight. Reflecting on this uncharacteristic action
led to an association to the patient’s traumata surrounding abdominal
surgery. Relating this interpretation to the client produced a flood of
associations to these early experiences. Jacob’s article is one of the few
discussions of the value of consciously trying to heighten one’s kines-
thetic awareness and utilize it

either in the service of providing clues to the meaning of the patient’s com-
munications, or in facilitating the recognition of previously undetected atti-
tudes and feelings in the analyst himself. (1973, p. 92)

The loop back to practice is most likely made in one’s training
experience. Good training tapes based on actual sessions, extensive sem-
inar discussion of the nonverbal level, and supervision with clinicians
who have experience in consciously attending to and in some coherent
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way utilizing perceptions of nonverbal behavior are essential. Equally
essential are many more relevant, sophisticated, and well-illustrated
studies of psychotherapy from the nonverbal communication researcher.
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Aggression and Psychodynamic Therapy
From Theory to Practice

STEPHEN WORCHEL AND JASON WORCHEL

Man’s inhumanity to man has perplexed psychologists for decades.
Through human ingenuity the instruments of aggression have been
refined to such precision that there exists the real possibility that humans
will succeed in accomplishing the feat that has eluded disease, predators,
and natural disasters: They will succeed in destroying the human race.
Freud (1930) expresses a similar concern:

The fateful question for the human race seems to me to be whether and to
what extent their cultural development will succeed in mastering the dis-
turbance of their communal life by the human instinct of aggression and self-
destruction. . . . Men have gained control over the forces to nature of such
an extent that with their help they would have no difficulty in exterminating
one another to the last man. They know this and hence comes a large part
of their unrest, their unhappiness, and their mood of anxiety. (p. 92)

Freud and some other investigators (McDougall, 1908) of his time
argued that the human animal came prewired with a set of behavioral
tendencies. Among these tendencies or instincts was aggression.
According to this view, aggression is propelled by forces internal to the
individual. This reasoning suggests that attempts to eliminate aggression
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are bound to end in dismal failure. Rather, the forces of the aggression
instinct can, at best, be guided into nonhurtful activities such as sports
involving controlled violence or constructive substitute behaviors where
the individual can energetically pursue goals.

Given that the urge to aggress was ignited by internal forces, Freud
developed a plan for therapy that was aimed at giving the individual
an arena in which to express these internal forces. Psychoanalytic ther-
apy was designed to encourage patients to purge themselves of destruc-
tive impulses whose repression was responsible for anxiety.

Although there have been numerous hybrids of psychodynamic
therapy and criticisms of Freud’s instinct theory fill the literature, one
aspect of Freud’s work remains unimpeachable. His method of therapy
was closely tied to his theory of behavior. The reason for using each
technique could be directly traced to a theoretical superstructure. Given
this close kinship between method and theory, Freud was able to use
observations obtained in therapy to modify his theory. And modifica-
tions of theory were generally accompanied by refinements in thera-
peutic techniques.

The practice of psychodynamic theory today presents a somewhat
different picture. Practitioners have borrowed, modified, and impro-
vised in their efforts to find the approach that seems best. Although still
sinking roots deep into the psychodynamic tradition, the range of psy-
chodynamic therapies runs the gamut from group therapy to short-term
therapy. In many cases, the decision to adopt a particular modus operandi
has been made on the basis of what seems to work; the therapist finds
that a technique produces desired results and so adopts this approach.
Although there is much to recommend this form of evolution of therapy,
one may lament the loss of the Freudian elegance that relied on a close
marriage of practice and theory.

However, before mourning the passing of a golden age, it is instruc-
tive to examine the practice of psychodynamic therapy in light of theories
that have been developed outside of clinical psychology. As we shall
see, many of these theories offer new directions for the development of
psychodynamic therapy (Sheras & Worchel, 1979). In other words, though
the relationship between therapy and theory may not be as direct as
one may desire, there is still a kinship.

One arena in which this closeted relationship exists is that of
aggressive behavior. As we pointed out, human aggression occupied a
central position in Freud'’s theories and psychoanalytic therapy. Although
clinicians have continued to develop techniques aimed at dealing with
aggression and the related emotion, anger, the advances in theories of
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aggression have not, for the most part, been spawned in clinical liter-
ature. Rather, social psychologists have taken up the gauntlet to explain
the causes of human aggression. The research and the theories of these
social psychologists have opened up new vistas in our understanding
of violence. Unfortunately, there has been little effort in directly applying
these theories in such settings as therapy.

Like two rivers that run parallel courses but rarely intersect, cli-
nicians and social psychologists have applied their skills to dealing with
and understanding aggression. This historical separation of the fields
has, we feel, hindered the development of both areas. The observations
of the clinician could provide vital data for the refinement of social
psychological experimentation and theories on aggression. Similarly, the
theories developed by social psychologists could offer important insights
into why various therapy practices are effective and could serve to guide
the integration of new techniques into psychodynamic therapy.

We shall here confine ourselves to the latter of these topics, namely,
the contribution that social psychological theories of aggression can make
to a better understanding of psychodynamic therapy aimed at dealing
with aggressive behavior. We shall first briefly summarize the leading
theories and research on aggression, and then weave the social psycho-
logical literature into the therapy session.

THE SOCIAL PSYCHOLOGY OF AGGRESSION

FRUSTRATION-AGGRESSION THEORY

A major charge against the instinct theories of aggression was that
they failed to give adequate attention to situational factors. People do
not aggress in random fashion. Rather, they are likely to respond with
violence to certain situations. Drawing heavily on Freud’s hydraulic view
of human behavior, Dollard, Doob, Miller, Mowrer, and Sears (1939)
argued that “aggression is always the consequence of frustration” and
that “frustration always leads to the instigation to some form of aggres-
sion” (p. 1). The greater the degree or number of frustrations, the greater
would be the instigation to aggress. The hypothesis that frustration leads
to aggression has received a great deal of support. For example, Harris
(1974) had a confederate cut into lines of people waiting in theaters,
grocery stores, and movies. The confederate cut into the line either in
front of the second person or the twelfth. Observations showed that the
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second person reacted with more aggression (verbal abuse) than the
twelfth person; in other words, the greater the frustration, the greater
the aggression.

The frustration—aggression theory was important because it located
the instigation for aggression outside the individual. However, for our
present purposes, other aspects of the theory are more important. The
investigators drew on Freud’s hydraulic model of personality when they
argued that once instigated, the drive to aggress would press for expres-
sion. Catharsis, or a reduction in the instigation to aggress, would follow
aggressive behavior. Thus, allowing the individual to engage in aggres-
sive activity after frustration would reduce tension and, subsequently,
the instigation to aggress. Without this catharsis experience, the drive
to aggress would increase as additional frustrations were experienced
until the cumulative tension would eventually compel aggressive action.

The catharsis hypothesis has been the center of a great deal of
controversy. Some investigators (Hokanson, Burgess, & Cohen, 1963)
have found reduction in physiological arousal (systolic blood pressure
and heart rate) when angered subjects are allowed to aggress against
their tormentor. Similarly, Bramel, Taub, and Blum (1968) found that
subjects reported “feeling good” after aggressing. However, Geen and
Quanty (1977) review numerous studies that found aggression often led
individuals to experience guilt, remorse, or fear. These feelings were
most likely to occur when the target of aggression was of high status,
the aggressor felt that the aggression was inappropriately intense or
foolish, and there existed a strong possibility of counteraggression by
the target. Thus, although there are cases when a little aggression can
feel good, there are also many situations in which it causes the individual
to feel uncomfortable. An interesting point is that in both cases, the
likelihood of future aggression is reduced. However, in the first case
the reduction is the result of lowered tension and catharsis; in the latter
case, the result of increased arousal, inhibition, and guilt.

Another important hypothesis of the frustration-aggression theory
centers on the Freudian concept of displacement. According to the the-
ory, displacement can occur in two ways: displacement in form, whereby
the individual may substitute verbal aggression for the more preferred,
but riskier, physical aggression, and displacement of target, in which
the individual may either fear or be unable to attack the thwarter and
will instead aggress against some object or person that is related to the
original thwarter. The displaced aggression hypothesis has been sug-
gested as one root for prejudice (Allport, 1954; Hovland & Sears, 1940).
The effect of displaced aggression on the individual’s arousal or insti-
gation to future aggression is largely an unexplored area. Hokanson and
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Shelter (1961) found a slight decrease in physiological arousal when
subjects were allowed to aggress against an experimental confederate
after being angered by the experimenter. However, it has been pointed
out (Baron, 1977) that guilt may be more likely to accompany displaced
aggression than direct aggression; in the former case, the individual has
attacked an innocent target.

SOME MODIFICATIONS OF THE FRUSTRATION—A GGRESSION
THEORY

The frustration-aggression theory generated voluminous research
and a host of criticism. Much of the early criticism centered on whether
or not frustration always presupposed aggression. Miller (1941) responded
to these criticisms by modifying the theory. He admitted that aggression
may be only one of the behaviors instigated by frustration, although he
maintained that aggression may still be the preferred response.

Some of the criticisms, however, were not so easily resolved. One
centered on the type of frustration that is likely to motivate aggression.
Pastore (1952) argued that people will not be instigated to aggress by
reasonable and understandable frustrations; that only arbitrary and
unexpected frustrations instigate aggression. In order to support his
position, he had subjects read a number of short incidents involving
both arbitrary and nonarbitrary frustrations, and report how they would
respond to each of the cases. As predicted, only the arbitrary frustrations
instigated significant amounts of aggression. Pastore’s position received
support from Kulik and Brown (1979), who found people in natural
settings most likely to aggress against arbitrary thwartings. This is an
important modification, because it suggests that the desire to aggress
may be reduced by reinterpreting frustrations as reasonable and
nonarbitrary.

However, Burnstein and Worchel (1962) argue that the research
on type of frustration overlooked a critical point: that people may be
motivated to aggress by nonarbitrary frustration, but that they inhibit
aggression in this situation. Norms in our culture dictate that only chil-
dren aggress and throw tantrums when frustrated by reasonable events.
In a sense, Burnstein and Worchel suggest that nonarbitrary frustrations
may be the most annoying, because the individual not only has the
original drive thwarted but is placed in a normative straitjacket in
responding to this frustration. To demonstrate their position, Burnstein
and Worchel put subjects in a group whose task was to arrive at a
solution to a problem. However, a confederate thwarted the group by
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asking members to repeat statements. In some cases, the confederate
was obviously not paying attention and his thwarting was arbitrary. In
other cases, however, the confederate was having trouble with a hearing
aid and his failure to hear was understandable. The results indicated
that although subjects were openly more aggressive against the arbitrary
thwarter, they also expressed aggression against the nonarbitrary thwarter
when such aggression was allowed in a private and nonidentifiable
manner. Thus, both types of frustration instigated aggression, but
repression was more likely in the nonarbitrary case. There is still disa-
greement about the effects of various types of frustration (Zillman &
Cantor, 1976), and it would be premature to conclude that the instigation
to aggress can be eliminated by pointing out the reason for frustrations.

Berkowitz (1965) suggests another modification to the frustration—
aggression theory—namely, that aggression does not always follow frus-
tration and that instead frustration leads only to the readiness to aggress
(or anger). Aggression itself will not be exhibited unless appropriate
aggression cues are present in the environment to draw out the aggres-
sion. In our culture, most people associate guns and knives with aggres-
sion. However, some people may have learned to associate different
names, places, or songs with aggression. Thus, aggression is most likely
to be exhibited when the frustrated person is presented with an aggres-
sion cue.

Finally, the characteristics of the target have been found to influ-
ence the likelihood of aggression following anger. Zimbardo (1970) sug-
gests that people feel inhibited to attack an individual with whom they
may empathize. Empathy is most likely to occur when the target is a
unique individual and clearly suffers from the attack. This empathy may
well result in the attacker feeling guilt. Therefore, Zimbardo suggests
that people would more readily attack a deindividuated or dehumanized
target. A target can be dehumanized by removing its unique identity,
masking its response to the attack, forcing it to remain anonymous, and
removing other unique qualities from it. In support of Zimbardo’s posi-
tion, Worchel and Andreoli (1978) found that aggressors attempted to
deindividuate the target of their attack by selectively “forgetting” infor-
mation that identified the victim (e.g., victim’s name, personal charac-
teristics, and personal problems).

Taken together, the research suggests that frustration does lead to
anger or a readiness to aggress. However, whether or not aggression
will actually occur depends in large part on characteristics of the situation
and the target. In some cases these characteristics will determine whether
or not the individual will experience guilt or remorse if aggression is
encouraged. As we shall see in our examination of therapy, the therapist
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must not only be concerned with facilitating expression, but must give
careful attention to the nature of this expression. The above-mentioned
research factors may influence both the likelihood of expressing aggres-
sion and the person’s response to acting aggressively.

SOCIAL LEARNING AND AGGRESSION

Although frustration-aggression theory included external events
as the root of aggression, it also relied heavily on internal processes to
explain violence. The theory, like that of Freud, viewed behavior as only
the tip of the iceberg; the bulk of activity occurs subcutaneously. The-
orists such as Watson and Skinner eschewed this preoccupation with
internal processes; they argued that behavior and external events are
the iceberg, and that behavior could be predicted and explained by
examining only the external antecedent conditions. Although not of the
strict Skinnerian school, the social learning approach to aggression (Ban-
dura, 1973; Bandura & Walters, 1963) also cast its attention on external
events.

According to this position, aggression, like other behaviors, is
learned through two mechanisms. The first is reinforcement. In their
efforts to obtain goals, individuals may find that aggressive actions often
pave the road to success. This reinforcement stamps in the behavior and
the individual will resort to it in future situations. The second mecha-
nism, and in many cases the most important, is modeling. Individual
learn behaviors by observing others. Aggression is one behavior for
which models are seldom lacking. Parents use aggression to discipline
their children; aggression abounds in sports; the media are filled with
models of aggression.

Bandura, Ross, and Ross (1961, 1963a, 1963b) conducted a series
of studies in which children observed a model aggressively interacting
with a Bobo doll. When later given the opportunity to play with a Bobo
doll, the children reproduced many of the observed behaviors. The
research further showed that imitation occurred with live or filmed,
children or adult, and real or cartoon models.

Although individuals can learn to aggress by observing models,
they will not express this aggression unless the situation offers rewards
for such behavior. Bandura (1965) demonstrated this by having subjects
watch a model who was punished for aggression. When subjects were
placed in a similar situation, they did not aggress. However, when the
experimenter specifically asked them to reproduce the model’s behavior,
the subjects were able to do so with uncanny accuracy.
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The thrust of social learning theory has been on dealing with overly
aggressive individuals. The theory argues against the catharsis mecha-
nism of the frustration-aggression theory. According to Bandura (1977),
aggression will beget more aggression. That is, encouraging aggression
will serve to reinforce more aggressive behavior. In order to reduce
aggression, it is necessary to punish aggressive behavior and provide a
nonaggressive model to teach alternative behaviors. The punishment
itself must not be aggressive; rather, it should include a withdrawal of
love or reward.

Proponents of social learning theory (e.g., Baron, 1977; Eron, 1980)
have marshaled an impressive store of data showing that the observation
of aggressive models in the media does teach the audience to aggress.
This evidence has also been used to argue against the notion that the
vicarious experience of aggression can lead to catharsis. An important
finding along these lines is that the viewing of televised aggression tends
to reduce physiological responsiveness to the observation of subsequent
aggression (Thomas, Horton, Lippincott, & Drabman, 1977). In other
words, the observation leads to an insensitivity to it.

Social learning theory and frustration-aggression theory offer very
different approaches to dealing with aggression. As we shall outline in
the therapy section, these differences are most easily put into practice
when dealing with different types of aggression-problem patients. How-
ever, even in the psychodynamic therapy session, implications from
both theories are presently utilized.

AGGRESSION AND CONTROL

Recently, social psychologists working in a number of areas have
begun to focus on the importance of control over one’s personal envi-
ronment and life. Seligman (1975) developed a theory of depression
based on a loss of control. According to this approach, when people feel
that their actions have no bearing on their outcomes, a state of learned
helplessness develops. Responses to learned helplessness closely resem-
ble the clinical state of depression.

Allen and Greenberger (1980a, 1980b) used the concept of control
to explain some aggressive behavior. They were especially impressed
with destructive behavior such as vandalism that seems to provide little
reward for the individual. According to these investigators, aggression
and other less direct forms of destructive behavior may be aimed at
establishing control over one’s environment. The ultimate in control is
demonstrating the ability to destroy an object or individual. They argue
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that when people feel that they are losing control over their environment,
they may turn to aggression as a means of restoring it.

In a number of studies, Allen and Greenberger found that giving
individuals the opportunity to engage in simple destructive acts (destroy-
ing a tower of wooden blocks) enhanced the subjects’ feelings of control.
Furthermore, subjects who engaged in this destructive behavior reported
feeling good. Although not presented as an alternative explanation for
the catharsis hypothesis, it is interesting to view these data in that light.
We might then expect that “catharsis” should result when the individ-
ual’s aggression leads to increased feelings of control. Furthermore, this
position suggests that catharsis can result from either direct or displaced
aggression; the important ingredient is that the act enhance control.

This theoretical position not only offers an explanation for aggres-
sive behavior, but has direct implications for how to deal with individuals
suffering from aggression-related disorders. The restoration of feelings
of control can be achieved through a number of routes without resorting
to aggression. Psychodynamic therapy is designed to enhance the
patient’s feelings of control. This point in itself may harbor some impor-
tant therapeutic effects.

EXCITATION-TRANSFER THEORY: A COGNITIVE APPROACH

Thus far we have concentrated on drive theory and learning theory
approaches to aggression. Cognitive psychology has also been drawn
upon to explain aggressive behavior. Zillman (1978) argues that the
likelihood of aggression is determined not only by the situation that
thwarts the individual, but also by the attribution the individual makes
for his or her arousal. Zillman also suggests that the likelihood of aggres-
sion is determined by how angry individuals decide they are. This deci-
sion is influenced by the degree of arousal and by the interpretation
given to the arousal.

To illustrate the point, Zillman (1971) had subjects watch either a
violent, sexually arousing, or nonarousing film. The subjects were then
insulted by a confederate and given the chance to aggress against him.
Aggression was highest from subjects who had watched the violent film
or the sexually arousing film. According to excitation-transfer theory,
subjects in these conditions were aroused by the film and by the insult.
However, they attributed their high state of arousal as being anger.
Subjects who had watched the nonarousing film and were then insulted
were not as aroused as the subjects in the other conditions and, hence,
their anger was not as great. This excitation-transfer effect has been
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found with a wide range of arousing activities including humorous mov-
ies, physical exercise, and arousing noise.

At first blush, the cognitive approach that deals with the interpre-
tation of present arousal would seem to have little to offer the psycho-
dynamically oriented therapist. However, as we shall see, the process
through which insight is gained in therapy is closely allied with the
interpretation given for arousal experienced during the session. The
psychodynamics of how present states of arousal become labeled as
anger or some other feeling can yield important clues to past experience.

FROM THEORY TO THERAPY

This overview of the social psychological theories of aggression
indicates that present approaches differ greatly from those views pre-
sented by Freud. Despite these differences, the social psychological the-
ories offer some interesting interpretations of the techniques used in
psychodynamic therapy to deal with aggression. Before applying these
theories to practice, however, two points need to be discussed.

The first involves an important difference between research and
therapy that necessitates caution when applying laboratory-obtained
results to the practice of therapy. Whereas the researcher studying
aggression has the liberty of defining the population to be studied and
the hypotheses to be tested, the therapist has the extremely difficult
task of initially determining whether or not the presenting symptoms
have any connection with aggression. This appears simple when the
presenting problems entail excessively destructive behaviors. However,
most psychiatric patients will present with a host of complaints that on
the surface have little if anything to do with aggression. For example,
they may complain of dysphoric states of anxiety or depression, physical
symptoms such as headaches or paralysis, sexual difficulties, writing
blocks, or vague feelings of loneliness and worthlessness. Freudian and
neo-Freudian psychodynamic theory provides an in-depth, comprehen-
sive understanding of the psychic relationships between aggressive
impulses and these apparently unrelated symptoms, but it may not
indicate the most effective and efficient means of treatment. This has,
to a large extent, contributed to the current variety of techniques employed
by therapists who come under the rubric of psychodynamic
psychotherapy.

A second issue concerns the field to which we apply the research
results. In other words, what do we mean by psychodynamic psycho-
therapy? This continues to be a topic of impassioned controversy and
confusion. Although there appears to be a wide spectrum of therapies
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that could be labeled psychodynamic psychotherapy, they basically can
be divided into three groups: psychoanalysis proper, psychoanalytic
psychotherapy, and psychodynamically oriented psychotherapy. All
share both Freudian and neo-Freudian theories on the origins of psy-
chopathology and personality development. Thus they subscribe to the
concept of developmental psychosexual stages in which there emerges
a dynamic interplay or conflict between instincts as wishes and defenses
or controls against such impulses and learned fears or inhibitions nec-
essary for socialization (Maddi, 1976). Acute symptoms and ultimately
character structure are seen as maladaptive solutions to the conflict that
are employed because they bring a measure of primary gain (reduction
of distress through keeping instinctual forces “unconscious”) and sec-
ondary gain (getting others to meet instinctual and learned needs). The
conflict resolution strategies are called defenses (Alexander, 1952; Bren-
ner, 1955; Fenichel, 1945; A. Freud, 1946) and become a major focus of
intervention. Because each of these three therapy groups has differed
in the importance given to intrapsychic processes as opposed to inter-
personal, social, or cultural factors (Hine, 1972; Kardiner, Karush, &
Ovesey, 1959; Rado, 1956, 1962) and as to which instinctual drives are
important (Salzman, 1962; Thompson, 1950), they have developed dif-
fering goals, techniques, and approaches to transference (Paolino, 1981).
Here we shall concentrate on how the actual techniques of psychodyn-
amic therapies support or need to be modified based on the implications
of the cited research on aggression.

Technique can be understood as a conscious attempt by a therapist
to influence a patient to change in a direction to meet specified goals
(Bibring, 1954). Psychoanalysis proper is the most rigid in its prescription
of technique. Stone (1951) saw five major components of psychoanalytic
technique: (1) contractual sessions of specific frequency, duration, and
longevity; (2) use of free association as the most important means of
communication; (3) specified financial agreement; (4) physical posture
of the patient to be recumbent; and (5) interpretation as the primary
curative intervention of the analyst. The techniques employed by both
the psychoanalytic psychotherapist and the psychodynamically oriented
psychotherapist are more flexible. In addition, other interventions
intended to encourage abreaction, promote advice and suggestions,
manipulate the external and social environment, and support defenses
may be utilized. As Paolino emphasizes (1981), it is not so much the
differences between these techniques that distinguish these therapies as
it is their attitudes toward the techniques.

From its very inception, psychodynamic theory has been directed
toward treating those individuals whose inhibitions against instinctual
drives (e.g., aggression) are so excessive that alternate maladaptive
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behaviors (symptoms) emerge. Those who cannot tolerate the strong
aggressive impulse without acting upon it are considered poor candi-
dates for classical analysis (Kernberg, Burnstein, Coyne, Appelbaum,
Horowitz, & Voth, 1972; Paolino, 1981). Thus Tardiff (1974) found that
less than half of Boston-area psychiatrists treat violent patients. In deal-
ing with acutely aggressive patients, the niceties of psychodynamic tech-
niques give way to “using five people to do this. Four hold the patient’s
limbs and the fifth locks and unlocks doors. . . . Don’t stand around
trying to reason with him. Get out of range and get help. . . . We give
them sedatives as soon as we can” (Turpin, 1982). When aggressive
behaviors become an aspect of the personality of the patient, as in anti-
social personality disorders, “the prognosis can be summed up as bleak.
Here, as in some clinical situations, the doctor can only do his best and
hope for the best” (Cloniger, 1978). Only to the extent that the aggressive
behaviors are defensive against the emergence of other, more threaten-
ing, impulses, or arouse distress that may be experienced as guilty-fear
(Rado, 1956) and shame, could the current techniques of psychodynamic
therapists be useful. Perhaps the greatest contributions of the research
on aggression are in its treatment implications for just those patients
who are the least likely to benefit from current psychodynamic techniques.

As early as 1881, catharsis and abreaction were viewed as important
curative elements in the treatment of neurotic disorders. Breuer labeled
the technique he used to treat Anna O. the cathartic method. Freud found
that both catharsis and abreaction produced symptom relief. “Only one
factor marred Freud’s satisfaction with the cathartic method: the neces-
sity of using hypnosis to execute it” (Fancher, 1973, pp. 52-53). Ulti-
mately Freud turned away from the cathartic technique and the
subsequent pressure technique (use of cathartic technique but using
pressure applied to the forehead instead of hypnosis) in favor of free
association. Subsequently, the cathartic method began to diminish in
importance relative to other techniques without its effectiveness ever
being challenged.

Particularly for the overly inhibited individual, the cited research
on catharsis demonstrates that given certain conditions true catharsis
and abreaction can both reduce arousal and promote a sense of feeling
good. These necessary conditions fall into two basic categories: those
that actually promote the experience and release of the previous inhib-
ited (aggressive) impulse, and the absence of conditions that would
subsequently nullify the beneficial effects of such a release. The former
category applies most when the impulse is intensely experienced and
then expressed toward the original object of frustration. Obviously, if
the person is available and willing to participate in the therapy situation,
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such as in family or couples therapy, the task of facilitating catharis is
easier and theoretically more effective. When the original object is
unavailable or uncooperative, other techniques must be employed. Mor-
eno (1946) attempted to reproduce the unavailable object through real-
istic psychodrama, Perls (1969) by using the two-chair technique, and
Erickson (see Zeig, 1980) through hypnotically induced imagery. The
more classical psychodynamic therapist attempts to become the original
object of frustration by utilizing a variety of techniques designed to
enhance the transference relationship. These have included therapist
anonymity, abstinence, frequent sessions, and remaining out of the
patient’s view. Bach’s (1971) training manual outlines how to structure
situations where couples and/or patient-therapist can fight both verbally
and nonverbally. Afterward, the “catharsis factor” is measured based
on “to what extent the fighter came out of the fight with a purged or
cleansed feeling because of the release of aggressive tensions” (p. 169).
More recently, Davanloo (1978) has shown through the use of videotapes
of entire courses of short-term dynamic psychotherapy that by using his
technique of systematically confronting the patient’s defenses against
the inhibited impulse, an intense transference relationship develops in
which the inhibited impulse is readily experienced and expressed.’

The research indicates that once there has been a release of the
pent-up impulse it is necessary to prevent any subsequent experience
of guilt or remorse in order for there to be a true catharsis. This requires
that patients not experience their behaviors as being inappropriately
intense or foolish, that there be no threat of retaliation, and that their
“target” not be seen as having high status.

The following illustrates the dangers inherent in attempting to
deliberately create a cathartic event. A 50-year-old man with a severe
passive-aggressive personality disorder and suffering from depression,
stomach pains, and multiple phobias, had been in group therapy for 12
years following an 8-year unsuccessful analysis. He had no prior history
of aggressive behaviors excepting an incident when he was 10 years old
in which he threw a stone at his brother resulting in minor injury. He
had observed many fights utilizing Bataca bats within the group setting

'In “Case of the Man with an Impulse to Murder His Stepfather” Davanloo shows how
by systematically confronting this man’s defenses against his rage toward both his step-
father and mother there arises an intense transference relationship through which the
impulse can be experienced and the defenses interpreted. This can then be related to
both past and current situations in what is called a TCP interpretation (Davanloo, 1978,
pp- 293-299).
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but had been reluctant to participate in them. He was finally persuaded
to express his hostile feelings toward one of the therapists by engaging
in a “constructive fight” using the Bataca bats. After several exchanges,
the patient dropped his bat and struck the therapist in the mouth with
his fist. The group members and the other therapistimmediately grabbed
him until he was calm. Neither the group members nor the attacked
therapist ever truly “forgave” the man, who dropped out of the group
a year later with intense feelings of guilt, shame, and remorse.

Any cathartic technique that encourages physical aggression runs
this kind of risk. Most psychodynamically oriented therapists therefore
prefer to focus on verbal expressions of intense affect that are more likely
to be viewed by both parties as appropriate responses. Furthermore,
verbal assaults, though they can express the intensity of the affect, do
not carry as great a fear of counterattack. The simple expression “I'm
angry at you” does not represent the inner experience of the impulse
but merely labels the affect. The therapist should persist until the expe-
rience of the impulse is communicated—“I'd like to strangle you with
my bare hands.” Clearly, a history of poor impulse control or evidence
of psychotic processes would preclude intensifying the affect to levels
that the patient cannot tolerate without a need to act out physically.

The catharsis research has little to offer a therapist treating patients
who are already acting out their angry feelings in destructive and violent
ways. At best, the therapist may wish to channel the aggression into
less destructive avenues (sublimation) such as recreation. This, however,
runs counter to the excitation-transfer data that suggest the increased
arousal could lead to further aggression. A possible compromise may
be the wilderness therapies for adolescents where the physical exercise
may increase aggressive behaviors but the object of the aggression
becomes an inanimate object such as a mountain to climb.

For highly inhibited individuals, the experience of their own
aggressive impulses, especially when directed toward those for whom
they feel affection, can be overwhelmingly frightening. The research on
deindividuation suggests strategies for helping such individuals com-
municate their hostile feelings. The data show that when people can
deindividuate their target, the expression of pent-up aggression is more
likely. Psychoanalysts already facilitate the deindividuation process by
actually remaining out of the patient’s field of vision. Furthermore, the
strict adherence to anonymity can also be seen as encouraging deindi-
viduation. The research suggests that therapists should refrain from
discussing their own personal backgrounds, opinions, attitudes, and
belief systems. In addition, socializing with patients would be counter-
productive. It is interesting to note that although the data on deindi-
viduation would support current techniques, they would also suggest
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that as the transference relationship develops and patients move from
viewing the therapist as an anonymous individual to one who represents
a specific, highly individuated person in their past life, there should be
an increasing resistance to the expression of aggressive feelings.

For those patients who are overtly aggressive and thus likely to
have already been systematically deindividuating their victims, the
research would suggest that the therapist should make every effort to
focus such patients on the unique, individual qualities of their targets.
This can be accomplished through imagery or by actually having the
patient interview the victims. Too often, parents, teachers, or others
attempt to hide their pain from the aggressive patient and respond by
withdrawing. This may actually increase their becoming deindividuated
and thus encourage further aggression. The research suggests that
destructive behaviors, including suicide, may follow a period during
which the patient has deindividuated himself. Nichtern (1981, p. 4), in
discussing violent adolescents, notes that “the loss of self is a recurrent
characteristic” of these individuals. The most severely violent adoles-
cents appear to be depersonalized and may turn to violence in order to
achieve greater object constancy. In concert with the aforementioned
techniques, the therapist could intervene by bringing to focus those
unique and enduring qualities the patients possesses that differentiate
them from others.

The research on misattribution theory is most helpful to a therapist
attempting to treat overtly aggressive patients. By bearing in mind that
an “explanation” for the aggression may include the possibility that it
stems from a heightened emotional and physical state created by other
emotions, the therapist can intervene to reduce the environmental stim-
ulation. One of the most common inpatient techniques for treating acutely
violent patients is seclusion (Rada, 1981), thereby reducing external stim-
ulation. For example, for the latency-age child who is attempting to
repress sexual impulses, contact with erotic situations can produce great
anxiety. In such a heightened state of arousal, the potential for misat-
tribution is increased. Because the aggressive impulses may be less
threatening than sexual impulses, they are more likely to be expressed.
Clinicians should be alert to the possibility of covertly seductive parents
or other adults when presented with aggression in these children. They
can then intervene to reduce the erotic stimulation the child is experi-
encing rather than employ behavioral techniques designed to extinguish
the aggressive behaviors.

In attempting to apply the research on aggression cues to the ther-
apy situation, it must be remembered that not all violent acts are com-
mitted by psychiatrically ill patients. Simply recognizing that certain
environmental or social conditions existed that facilitated an aggressive
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act is not of much value to the therapist who is searching for the dynam-
ics of the “symptomatic” behavior. However, identifying specific aggres-
sion cues becomes important for therapists in two ways. First, they can
intervene by eliminating the specific cues and thus potentially halt the
behaviors. This is dramatically seen in treating paranoid patients who
may become violent if they believe certain objects in the room contain
microphones or transmitters, removing these objects will often calm
these patients. Second, identifying the aggression cues can provide insight
into the dynamics of the aggressive behaviors.

A woman came into the office complaining that her husband, for
no apparent reason, would get enraged, beat her, and then leave to get
drunk. By examining the most recent episode in detail, a different picture
emerged. The woman said that just 2 days ago she had decided to give
her husband a surprise. She prepared his favorite meal, lit candles, and
wore a sexy negligee. He was most appreciative and affectionate until
they entered the bedroom; at that point he became violent. Exploring
this transition period in more depth revealed that the woman had cas-
ually mentioned that the man’s brother had bought his wife a new mink
coat. Following this remark, the man “for no reason” became violent.
The aggression cue for the husband was the negative comparison with
his brother. Further investigation revealed that all such past violent
episodes followed similar comparisons with his brother. By eliminating
aggression cues, the violence stopped. The therapy was then able to
focus on the woman'’s need to make such comparisons and the man’s
unresolved sibling rivalry issues.

The therapist must also pay close attention to the aggression cues
in the overly inhibited individual even though at first glance they may
appear absent. In these individuals the aggression cue may arouse the
desire to aggress, but its expression, and at times even its presence,
remains inhibited. What emerges is other, more acceptable though
symptomatic, behavior. By realizing this, the dynamic therapist can then
explore the past unresolved conflicts that created the need for the
repression.

A 38-year-old male librarian suddenly became extremely anxious
while driving home from work one day. He pulled his car off the road,
hyperventilated, and felt an impending sense of doom. This event lasted
about 20 min and was followed by weeks of insomnia. By recognizing
that there may have been an “aggression cue” in this otherwise passive
individual, the therapist explored in detail what transpired just before
the anxiety attack. After confronting the resistances to reliving the sit-
uation, what emerged was that he “remembered” the radio had been
playing the Golden Oldies. One of these songs had been on the radio



AGGRESSION AND PsYCHODYNAMIC THERAPY 129

when, as a child, he witnessed his father beating his mother. After
striking his father on the back of his head, he had suddenly become
passive and his father had thrown him across the room. The event had
been “forgotten” until he heard the song on the radio. The song can be
construed as having cued a massive rage against his father, which then
gave rise to the extreme anxiety as this rage was beginning to be expe-
rienced. The therapy then focused on the unresolved grief over the
father’s death, through which the rage at his father could be fully
experienced.

Although the terminology is different, the research findings on the
perceived loss of control as an impetus for violence are consistent with
current psychodynamic concepts of aggression. People who find them-
selves dependent upon others are likely to experience a sense of vul-
nerability and profound loss of control over their destiny. When Harbin
(1980) studied 30 battered-parent families, he found that “the one com-
mon trait our studies do reveal in these violence-prone children is that
they exhibit enormous dependency needs” (p. 14). Rada (1981) also found
that feelings of helplessness and forced dependency lead to violence.
Blackman, Weiss, and Lamberti (1963) found that homicidal adolescents
may be reacting against a perceived weak masculine identification as
well as an intolerable state of forced dependency. McCarthy (1978) noted
that aggression may represent a defensive response to lowered self-
esteem, which can easily be seen as a perceived loss of control over self
and environment. Turpin (1982) notes that

prior to committing their crimes, dangerous patients often report that they
experienced humiliation during either an actual event or their delusional
perception of it. They also experienced a pervasive sense of powerlessness
not unlike that expressed by suicidal patients.

When the aggressive behavior is so disruptive as to preclude more
formal psychodynamic techniques, therapists can rapidly intervene to
alter patients” environments so as to give them a greater sense of control.
For violent bedridden patients, this might be as simple as assuring that
the nurses answer their call button rather than ignoring it. For disruptive
behaviors in the classroom, allowing the child to be the teacher for a
period of time may provide a sense of control sufficient to halt the
aggressive behaviors. Incarcerated criminals often become less overtly
hostile when they are shown that they can exert some control over their
destiny by learning how to use the legal system to their own benefit.
Once the patient’s increased sense of control has been successful in
reducing the aggressive behaviors, then more traditional techniques can
be employed to build ego functions so that the patient can become more
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independent and individuated, increase self-esteem, and strengthen sex-
ual identification.

It is important to realize that aggressive behaviors can also be a
disguised attempt to ask others to take control. Although this runs counter
to the theory of loss of control leading to aggression, it is nevertheless
seen in clinical practice. A young child may become frightened that his
aggression has been too successful. The child may suddenly find himself
in control of his family through his aggressive intimidation and become
terrified because he suddenly realizes he does not have the skills or
knowledge to sustain that position. He may then increase his aggression
until he finds someone to put limits on him and thus return him to the
relative safety of being a child. An example of this was a 6-year-old boy
who had terrorized both of his elderly parents and frustrated his teachers
at school to the point where he was about to be expelled. When tradi-
tional play therapy failed, a second therapist instructed the parents to
bring in several of the child’s favorite toys. He then told the boy that
each week one of his toys was going to be destroyed right there in the
office unless his misbehaving ceased. The boy lost three toys but spared
a favorite train by having a “flight to health.” The parents were then
brought into the therapy situation and taught how to be more effective
in placing limits. Even though psychoanalytic theory might suggest that
castration anxiety was increased, and social learning theory that the boy
actually learned to be more aggressive, the result was that the boy became
well behaved and other developmental issues could then be addressed.

Several authors have pointed out the similarities between psy-
choanalytic and behavioral therapies (Birk, 1973; Dollard & Miller, 1950;
Feather & Rhoads, 1972; Woody, 1971), but the contributions that social
learning theory could make to psychoanalytic technique have largely
been ignored. This is particularly unfortunate given the emergence of
such comprehensive and innovative approaches as the multimodal ther-
apy advocated by Lazarus (1973). Psychoanalytic technique has down-
graded the importance of two ubiquitous and powerful elements of all
therapies that are also the cornerstones of social learning theory: mod-
eling and reinforcement. This is surprising given that Freud wrote exten-
sively about the process of identification and introjection, which is, for
all practical purposes, the same as modeling. Modeling has been shown
to be effective in reducing aggressive behaviors even in autistic children
(Lovaas, 1966; Lovaas, Koegel, Simmons, & Long, 1973; Nedelman &
Salzacher, 1972). Furthermore, it has also been effective in the overly
inhibited individual (Bandura, 1971). Interpretations become prized by
the patient and become “tokens” of a reinforcement contingency para-
digm. Few experiences are as pleasurable as the “aha” phenomenon
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following a correct, well-timed interpretation. Since the efficacy of mod-
eling has been well established, the challenge for psychodynamic ther-
apists is how to enhance their roles as models and dispensers of reinforcers
within their current therapy styles.

Although it is impossible for therapists not to become models for
their patients, psychoanalysts have tended to downgrade modeling
because it conflicts with their greater goal of fostering a transference
neurosis by becoming blank screens for their patients’ projections. Since
social learning theorists would argue that aggressive behaviors have
been learned through modeling, it follows that the therapist must become
an even more important model than those original models that dem-
onstrated the aggressive behaviors. Otherwise, the likelihood of new
learning is reduced. This will clearly be a difficult task if the original
models have been parents, valued peers, or highly admired movie stars.
Thus the work of Turner and Berkowitz (1972) is of great importance in
that they show what conditions are necessary for models to become
effective in changing behaviors. Their research shows that effective models
must be perceived as having high status or being powerful. Simply being
licensed and recognized as a socially sanctioned healer begins the proc-
ess in which the therapist is perceived as possessing both power and
status. These qualities are further enhanced by several of the “nonspe-
cific” aspects of the therapist. Having “evaluation sessions” to see if the
patient qualifies for therapy increases the perceived power of the ther-
apist. Placing the patient on a waiting list further shows how highly
esteemed the therapist is to other people. The high fees charged and
expensive office furnishings also enhance an image of financial power and
prestige. The personal attractiveness of both therapist and receptionist can
project an image of power and status. Many of these variables can be
seen as encouraging “identification” with the therapist (Halleck, 1978).

A possible modification of technique comes from the work of Mason
(1970) and Aronson (1969) who have shown in both animal and human
situations that interpersonal attraction is greater when an individual is
finally able to gain the approval of another who was initially seen as
rejecting. Thus, therapists who from the initial contact are profuse with
verbal and nonverbal rewards of total acceptance are less likely to become
objects of identification. Once identification has occurred, the therapist
can then model the desired behaviors. For the aggressive child, he may
simply hold him, thus modeling restraint. When a patient attempts to
frustrate the therapist, he can observe how this new model reacts in
nonaggressive ways. For the overly inhibited individual the therapist
models a lack of fear toward approaching any “dangerous” impulse. He
also models cognitive approaches of gaining personal insights.
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The rather complete obfuscation of reinforcement contingency
learning paradigms in psychoanalytic technique is ironic given that the
process of working through requires first the development of a regressive
transference neurosis that, by definition, is designed to foster a regressed
individual who must in turn relate to a nonregressed analyst. The ther-
apy relationship comes to recapitulate the original parent—child rela-
tionship. As Flemming has noted, “the object need in many adults
reproduces in many ways the functional relationship between mother
and child—the diatrophic feeling without which the analytic process
meets with difficulty” (cited in Erle & Goldberg, 1979, p. 65). Perhaps
at no other time in life are individuals more likely to be both subjected
to and susceptible to contingency reinforcement learning than in the
early childhood relationship with their parents. Since psychoanalytic
techniques all encourage a recapitulation of this relationship, they har-
bor, perhaps more than any other therapy, the unique opportunity to
utilize contingency reinforcement learning to help the patient bring about
beneficial changes. Although most psychoanalytic psychotherapists
maintain that their goal is to remove past obstacles that prevented normal
development, no therapist can interact with a patient without employing
reinforcement contingency learning. Thus, if it cannot be avoided, there
is little sense in not utilizing it for the patient’s benefit. Nor can this
issue be dismissed by claiming that only patients know what is in their
best interest, because all therapists possess beliefs about what constitutes
a successtul therapeutic outcome.

Once the therapist has become an important model for the patient,
he is in a position to supply reinforcement contingencies. For most
individuals the “tokens” are the pleasures of pleasing and being accepted
by the therapist as well as their opposite—avoiding displeasing or anger-
ing the therapist. For those patients who need to provoke or anger the
therapist in order to satisfy a particular intrapsychic conflict, the therapist
may withhold reinforcement by not satisfying the “real” intrapsychic
need until the patient understands the nature of his conflicts and acts
in a more appropriate manner. For certain individuals and children, the
source of pleasure is originally derived more from objects or food than
from interpersonal relationships. Here the therapist can intervene by
linking himself with the objects by becoming their dispenser. This is
more graphically seen in the token economies (Fairweather, 1964), but
also in individual therapies where toys, food, cigarettes, medications,
and privileges become the tokens. In treating the overly inhibited indi-
vidual, most psychodynamic therapists challenge resistances against the
unconscious (aggressive) impulse within the transference relationship
until the patient is able to express directly the inner experience of his
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rage. The therapist then accepts this communication and links it to both
current and past situations where the impulse has been blocked from
being expressed. The patient gains reinforcement both through having
pleased his therapist as well as through gaining greater freedom from
painful fears that have constricted him for many years. There is also
pleasure from having mastered what once appeared to be an impossible
task. In treating the actively violent patient, aversive responses are either
implicitly or explicitly employed. In order not to model aggression, the
patient is often simply held or placed in seclusion. Once calmed and
able to verbalize his anger rather than act upon it (acceptable behavior),
he is rewarded by regaining his freedom and staff approval. In individual
therapy, “unacceptable” communications are usually responded to in
an indirect fashion with silence on the part of therapist.

Early attempts at maintaining changes achieved through reinforce-
ment contingency schedules were disappointing. This could have been
a result of the therapist not appreciating the importance of the therapy
relationship, possibly as a reaction against the psychoanalytic preoc-
cupation with this relationship. Thus an important aspect of the rein-
forcement process was lost. This can be overcome by attending to those
techniques that enhance identification with the therapist. Then the rein-
forcement contingencies become intrapsychic and thus always operative.
Frequently, patients will report having had mental conversations with
their therapist between sessions. It is through these “sessions” with the
introjected therapist that the continued reinforcement that is necessary
to maintain intrapsychic and behavioral changes takes place.

The scheduling of reinforcement is as important as the type of
reinforcements. Social learning theory has demonstrated that positive,
intermittent scheduling is most effective. This coincides with the empha-
sis in the psychoanalytic literature on the “timing” of an interpretation.
Social learning theorists have demonstrated that waiting too long after
the desired behavior before supplying the reinforcement will either lead
to extinction of the changes or significantly reduce their likelihood of
being permanently learned. As Brenner (1955) puts it, “a common reason
for transference behavior that is unmanageable is undue delay in inter-
preting to a patient his transference wishes and conflicts.”

CONCLUSION

We have attempted to suggest how theory and research on the
social psychology of aggression can be applied to psychodynamic ther-
apy. If the task has at times been difficult, it is not because the two areas
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deal with different topics or behaviors; the congruence is close. Rather,
the two fields have adopted a rather myopic view of aggression, dealing
only with those aspects that are deemed important to the respective field
and even developing a closed jargon that can only be translated by
people in the respective fields. The approach is reminiscent of an ancient
Hindu fable (cited in Wheeler, Deci, Reis, & Zukerman, 1978):

There were once five blind men who stood by the roadside every day
and begged from the people who passed. They had often heard of elephants,
but they had never seen one; for, being blind, how could they?

It so happened one morning that an elephant was driven down the
road where they stood. When they were told that the great beast was before
them, they asked the driver to let him stop so they might see him.

Of course they could not see him with their eyes, but they thought
that by touching him they could learn just what kind of animal he was.

The first one happened to put his hand on the elephant’s side. “Well,
well!” he said, “now I know all about this beast. He is exactly like a wall.”

The second happened to take hold of the elephant’s trunk. “Both of
you are wrong,” he said. “Anybody who knows anything can see that this
elephant is like a snake.”

The third reached out his arms, and grasped one of the elephant’s
legs. “Oh, how blind you are!” he said. “It is very plain to me that he is
round and tall like a tree.”

The fourth was a very tall man, and he chanced to take hold of the
elephant’s ear. “The blindest man ought to know that this beast is not like
any of the things that you name,” he said. “He is exactly like a huge fan.”

The fifth was very blind indeed, and it was some time before he could
find the elephant at all. At last he seized the animal’s tail. “O foolish fellows!”
he cried. “You surely have lost your senses. This elephant is not like a wall,
or a spear, or a snake, or a tree; neither is he like a fan. But any man with
a particle of sense can see that he is exactly like a rope.”

Then the elephant moved on, and the five blind men sat by the road-
side all day, and quarreled about him. Each believed that he knew just how
the animal looked; and each called the others hard names because they did
not agree with him. People who have eyes sometimes act as foolishly.

In order to understand and treat aggressive behavior, we need to
examine it from many angles. We have tried to show here how the
research and theories developed by social psychologists can help in
understanding the dynamics of psychodynamic therapy. A clear advan-
tage of such a theory-based approach is that it suggests new directions
for therapeutic techniques and offers the therapist greater insight into
aggressive behavior.

Although this chapter is far from comprehensive, we hope that in
taking a first step in uniting these two approaches we may have increased
the awareness among both social psychologists and psychodynamic
therapists that they do indeed deal with similar issues and face similar
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questions regarding aggression. Therefore, we view this chapter as an
invitation to researchers and practitioners to combine their efforts toward
creating a greater understanding of aggression and developing new tech-
niques for dealing with it in therapy.
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Attitude Change Theory, Research, and
Clinical Practice

JoHN H. HARVEY, GIFFORD WEARY, JAMES E. MADDUX,
JOHN S. JORDAN, AND KATHRYN S. GALVIN

In this chapter we shall focus on the relevance to clinical practice of
social psychological theories of attitude formation and change. We shall
argue that attitude change processes are important in all major approaches
to psychotherapy and that three decades of social psychological research
attention to attitude development and change provide an empirical foun-
dation for the investigation of persuasion as a clinical treatment strategy.
The general position that clinical practice should be informed by the
substantial literature on attitudes and attitude change is not original
(e.g., see S. S. Brehm, 1976; Goldstein & Simonson, 1971, Goldstein,
Heller, & Sechrest, 1966; Strong, 1978). However, it is our objective to
provide a new look at the literature to which researchers and practi-
tioners should be especially attentive in considering the nature and
importance of persuasion in psychotherapy. We shall begin by exam-
ining the idea that attitude change processes are fundamental to all
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psychotherapies and shall then outline several attitude change concep-
tions that should have relevance to clinical practice. Finally, we shall
present examples of recent research that examined the role of attitude
change in clinical and counseling contexts.

ATTITUDE CHANGE AND PSYCHOTHERAPY:
THEORETICAL RELATIONSHIPS

Psychotherapy has been defined as “an interpersonal process
designed to bring about modification of feelings, cognitions, attitudes,
and behavior which have proven troublesome to the person seeking
help from a trained professional” (Strupp, 1978, p. 3). Psychotherapy is
an interpersonal or social process, and most psychological problems, to
a great extent, need to be viewed within the context of social and inter-
personal relationships (Strong, 1978). Regardless of the therapist’s the-
oretical orientation, much of the time and effort expended in therapy
will be directed toward the goal of changing or eliminating certain essen-
tial dysfunctional attitudes and beliefs about the social environment held
by the client. These beliefs may range from the unconsciously held
taboos and sanctions of the superego, as posited by psychoanalysis, to
the “basic mistakes” in the individual’s “cognitive map” as viewed by
Adlerian individual psychology (Mosak, 1979), to Beck’s (1976) “cogni-
tive triad” in the genesis and maintenance of depression, to the “irra-
tional beliefs” of rational-emotive therapy (Ellis, 1973).

The procedures and techniques by which the therapist attempts to
change or eliminate these dysfunctional beliefs and attitudes and replace
them with beliefs and attitudes that are more adaptive will vary greatly
with various theoretical schools. A traditional psychoanalyst may rely
primarily on free association as an avenue for attitude exploration, insight,
and change. The Rogerian or “person-centered” therapist (Meador &
Rogers, 1979) may reflect to the client the attitudes, beliefs, and feelings
expressed by the client, a procedure that results in clients’ reexamination
of their belief system and basic assumptions or attitudes about them-
selves and the world. The Adlerian therapist (Mosak, 1979) may rely
more on “education” and direct encouragement in an effort to influence
the client and eliminate the “basic mistakes” in the client’s cognitive
processes. The rational-emotive therapist (Ellis, 1973) is likely to engage
in considerable direct challenging and confrontation of the client’s irra-
tional beliefs and dysfunctional attitudes, and thus elicit attitudinal change.
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Despite differences in style and procedure, each of these therapists is
involved to a great extent in a process of persuasion or attitude change.

The success of even the most explicitly behavioral interventions
(e.g., aversion therapy, systematic desensitization, relaxation training)
depends largely upon verbal activity and cognitive change (Beck, 1976).
This point follows from the fact that such procedures are dependent
upon persuading the client that a problem exists, that the therapist
understands the problem, that the problem is treatable, that the inter-
vention procedure proposed by the therapist will be successful, and that
the client is capable of performing the recommended intervention. Mod-
ification of these beliefs may be seen as most crucial to the opening
phase of behavioral therapies, but the success of any therapy depends
on initially engaging the client’s interest and optimism.

Murray and Jacobson (1978) have described four basic processes
that are viewed as essential to the success of all therapeutic techniques:
(1) the arousal of expectations in clients that they will be helped by
psychotherapy, (2) the correction of nonadaptive or dystunctional beliefs
about the world, (3) the correction of nonadaptive or dysfunctional beliefs
about the self, and (4) the development of competencies in dealing with
social living. The first three of these basic processes fall squarely within
the realm of attitudes and social cognition, the fourth factor is largely
concerned with the relationship between attitudes and beliefs about the
self and the world and actual social behavior. The contemporary
researcher of the psychotherapy process is displaying an interest in
central attitude change processes when questions such as the following
are asked: What beliefs and attitudes about the world and the self are
maladaptive and lead to psychological and behavioral difficulties? What
beliefs and attitudes are adaptive and lead to adjustment and psycho-
logical well-being? How are both adaptive and maladaptive beliefs, atti-
tudes, and social cognitions learned and developed? What are the most
effective and efficient procedures for eliminating maladaptive beliefs and
instilling adaptive, “healthy” beliefs? If we take the perspective that the
“therapeutic process can be viewed in terms that apply to all social
relationships” (Orlinksy & Howard, 1978), then the commonalities
between the theoretical concerns of the attitude researcher and the psy-
chotherapist become even more apparent.

Cognitive approaches to psychotherapy have been viewed as out-
growths of behavioral approaches to treatment (Mahoney & Arnkoff,
1978) and represent, perhaps, the clearest examples of “attitudinal ther-
apy” (Allport, 1968). Cognitive psychotherapies have been defined as
“all the approaches that alleviate psychological distress through the
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medium of correcting faulty conceptions and self-signals” (Beck, 1976,
p. 214) and that focus largely on the process of “making the patient’s
attitudes explicit and helping him decide whether they are self-defeat-
ing” (Beck, 1976, p. 256). Notable cognitive approaches include Ellis’s
(1973) rational-emotive therapy and Beck’s (1976) cognitive therapy for
depression.

The idea that beliefs, attitudes, cognitions, and other internal events
are important to understanding and changing psychological problems
is not a recent innovation. Such an emphasis has existed since the advent
of theories of psychotherapy. A principal tenet of traditional psycho-
dynamic approaches to psychotherapy has been their emphasis upon
the influence of unconscious determinants of behavior. This focus is
contrasted with that of the newer cognitive theories that consider con-
scious or accessible experiences to be more salient and amenable to
successful modification. With this contemporary approach, the relation-
ship between theories of psychotherapy and theories of attitudes and
attitude change has become easier to discern. In the next section, we
shall examine some of the major attitude change conceptions and discuss
their potential relevance to the clinical practice.

SocCIAL PSYCHOLOGICAL THEORIES OF ATTITUDE CHANGE

What is an attitude according to social psychological theory? A
popular definition was provided by Thurstone (1946):

I define attitude as the intensity of positive or negative affect for or against
a psychological object. A psychological object is any symbol, person, phrase,
slogan, or idea toward which people can differ as regards positive or negative
affect. (p. 39)

We might also wish to include in the category of psychological object
“groups of people” since clearly attitude research on prejudice is usually
directed toward affect about more than one person.

Most of the theories of attitude change that will be briefly char-
acterized were developed in the late 1950s, 1960s and early 1970s. This
period represents the zenith of the development of cognitive theories
in social psychology, and each theory to be depicted has as a central
component an emphasis upon the individual’s cognitions and cognitive
processes. For a comprehensive treatment of this era of work, the reader
is referred to Kiesler, Colllins, and Miller’s (1969) excellent textbook on
attitude change.
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LEARNING THEORY IN THE YALE COMMUNICATION AND
ATTITUDE CHANGE PROGRAM

The work of Hovland and his colleagues at Yale University in the
early 1950s was the precursor of two decades in research in social psy-
chology concerned with attitude change from a straightforward learning
perspective. These investigators (see Hovland, Janis, & Kelley, 1953)
presented a program of work focusing on “who says what with whom
with what effect.” Hovland et al. assumed that attitudes are learned
verbal answers that an individual gives in response to stimulus situa-
tions. In this conception, attitudes have drive value, and they persist
unless the individual undergoes some new learning experience. As Kies-
ler et al. (1969) suggest, Hovland and associates probably assumed that
the laws governing the learning of an overt response are quite similar
to those that are involved in the “change” of an attitude. This type of
reasoning no doubt was influenced by the tenor of the research zeitgeist
at Yale in the first half of the twentieth century with such workers as
Hull (1932) and Doob (1947) having a major impact with their quasi-
behavioristic reinforcement conceptions.

For our purposes in this chapter, the principal contribution of Hov-
land et al. (1953) was in providing a theoretical perspective and accom-
panying research on aspects of how people learn messages. In this
framework, a persuasive message, such as a therapist’s advice, questions
a recipient’s initial attitude (e.g., the initial position of the client on a
particular problem) and provides incentives (e.g., promise to reduce an
unpleasant drive such as anxiety) for attending to, understanding, yield-
ing to, and retaining the new rather than the initial attitude. Thus, the
independent variables in Hovland et al.’s work were classes of source
variables (such as the communicator’s expertise or attractiveness), mes-
sage variables (such as number of arguments presented and the com-
prehensibility of the arguments), and recipient variables (such as
intelligence, self-esteem, and sex differences).

The rather simple, logical model of the Yale program has had con-
siderable impact on research concerned with persuasion in clinical and
counseling contexts. Indeed, in a recent review, Corrigan, Dell, Lewis,
and Schmidt (1980) found many studies in the clinical and counseling
literatures that examined the effects of source, message, and recipient
factors on clients’ attending, understanding, yielding, and retaining
processes with classes of variables relevant to the source, message, and
the recipient. The pervasiveness of the Hovland et al. line of logic will



144 JoHN H. HARVEY ET AL.

be apparent throughout the remainder of this chapter as we consider
attitude conceptions relevant to practice.

COGNITIVE DISSONANCE THEORY

Dissonance theory may be a close second to the Yale learning
approach in its potential usefulness for practitioners. As will be dis-
cussed later, the research of Cooper and colleagues has suggested direct
ways in which dissonance principles may be used to effect therapeutic
change. Cognitive dissonance theory was first proposed by Festinger
(1957), and other important revisions were offered by J. W. Brehm and
Cohen (1962) and Aronson (1968). Dissonance theory is probably the
most important of the several cognitive consistency theories. It certainly
has generated the most research and further theoretical analyses (see
Wicklund & Brehm, 1976, for one of the most recent reexaminations of
dissonance ideas). These theories posit that a negative drive state is
aroused when cognitive elements (thoughts) are inconsistent (or dis-
sonant). Dissonance supposedly increases as a function of the impor-
tance of the inconsistent elements. For example, the thoughts “I smoke
and smoking causes cancer” would most likely be dissonant and of much
importance for the individual. But, according to this view, the cognitions
“I smoke, and it is snowing outside” would not stimulate dissonance
since they do not represent a relevant linkage of thoughts for dissonance
to occur.

Because cognitive dissonance is theoretically an unpleasant state,
individuals are presumed to be motivated to reduce or eliminate it by
modifying their attitudes or behavior so as to restore balance and con-
sistency to the cognitive system. When it is impossible to change an
attitudinal or behavioral element, alternative dissonance reduction strat-
egy possibilities include denial and reducing the importance of the ele-
ments (e.g., the smoker’s rebuttal, “I can only live so long anyway”).

As has been suggested elsewhere (e.g., S. S. Brehm, 1976), the
process of dissonance induction and reduction and the psychodynamic
process of conflict development and resolution are similar in several
ways. Both emphasize the importance of balance versus imbalance and
consistency versus inconsistency within the individual’s cognitive sys-
tem. Both posit an “uncomfortable psychological state” that is an emo-
tional or affective product of the imbalance and that is presumed to serve
as a mediating force between the cognitive conflict and the individual’s
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attempts to resolve the inconsistency. Finally, both emphasize the impor-
tance of cognitive and behavioral changes in the restoration of balance
and consistency and thus in the alleviation of the unpleasant emotional
state.

SELF-PERCEPTION THEORY

Bem (1967) argues that individuals’ attitude statements may be
viewed as inferences from observations of their own behavior and the
context in which it occurs. This postulation was offered as an alternative
to dissonance theory to account for attitude change. Bem suggests that
his self-perception approach was superior to dissonance theory because
it made no assumptions about drive state (which cannot be observed
directly) and, hence, was more parsimonious. An illustration of the self-
perception approach to attitude change is provided by the so-called foot-
in-the-door technique for inducing compliance. In this technique, indi-
viduals are induced initially to take some action that may not be con-
sistent with their attitudes (e.g., inducing college students to circulate
a petition advocating higher tuition). Subsequently, the individuals often
show more atittudinal endorsement of the position indicated by the
action than if they had not been induced to take the action. According
to Bemian logic, they may think, “If I sent that petition around to my
friends, then I must believe there are good reasons to increase tuition.”

The foot-in-the-door effect may also be explained by dissonance
theory if one assumes that the act of committing oneself to a position—
especially a counterattitudinal position—arouses dissonance. We do not
need to be concerned too much here with the relative cogency of dis-
sonance versus self-perception approaches. But the possible value of
getting clients to act or make commitments (e.g., to particular remedial
activities) is well known, and either of these theoretical processes may
be seen as providing helpful interpretations of why action-commitment
sequences are sometimes effective.

The Bemian self-perception approach also bears a strong similarity
to so-called cognitive relabeling or self-statement modification (Craig-
head & Craighead, 1980). Self-statements, in effect, become attitudes
about self that the client is encouraged to believe. The general premise
is that if a client is induced to make the self-statements with little external
pressure or reward, the person may come to perceive these statements
as highly representative of personal internal attitudes and beliefs.



146 JoHN H. HARVEY ET AL.
THEORY OF REASONED ACTION

In a recent formulation, Fishbein and Ajzen (1981) have proposed
a theory of reasoned action that specifies in a fairly precise way the
relationships among beliefs, attitudes, and behaviors. According to this
theory, the immediate determinant of a person’s overt behavior is the
person’s intention to perform (or not to perform) that behavior. Thus,
the knowledge of a person’s intention with regard to some object or
person would be an important piece of information to be used in pre-
dicting future behavior. Fishbein and Ajzen suggest that when we do
not know a person’s intentions, two factors can be used to deduce
intention, namely: (1) the person’s attitude toward the behavior, and
(2) the person’s subjective norm. The first component refers to the per-
son’s positive or negative sentiment toward engaging in that behavior.
The second refers to the person’s perceptions of the social pressures to
perform or not to perform the behavior in question. It is argued that
people will perform behaviors that they value highly and that are popular
with others and will refrain from behaviors that they do not regard
favorably and that are unpopular with others.

Although Fishbein and Ajzen’s conception has not yet been linked
directly to clinical practice questions, it has obvious relevance. The con-
ception specifies with some degree of precision the elements of attitude
change with which the therapist should be most concerned. Nonethe-
less, the task of pinpointing a client’s attitude toward a behavior, sub-
jective norm, and, consequently, the client’s intention, may be as
imposing as engineering significant behavioral change. Each type of
determination may require considerable investigation of the individual
and his or her idiosyncratic viewpoints.

COGNITIVE RESPONSE THEORY

The so-called cognitive response theory is also of recent vintage
and derives from the writings of Greenwald (1968), Petty, Ostrom, and
Brock (1981), and Petty and Cacioppo (1981). In the cognitive response
conception, it is assumed that when a person anticipates or receives a
persuasive communication, an attempt is made to relate the information
in the message to the preexisting knowledge that the person has about
the topic. The person is assumed to consider a substantial amount of
information that is not found in the communication itself. These addi-
tional self-generated cognitive responses (thoughts) may agree with the
proposals being made in the message, disagree, or be entirely irrelevant
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to the communication. If, for example, a therapist is trying to convince
a client to adopt a particular position, then it is imperative to induce the
client to develop cognitive responses that are supportive (proarguments)
rather than antagonistic (counterarguments). Thus, the cognitive response
approach holds that the cognitions elicited at the time of message trans-
mission will determine the amount and direction of attitude change that
is produced.

INTERACTION THEORY

This approach has been developed by Strong and his colleagues (e.g.,
Dell, 1973; Strong, 1968, 1978; Strong & Claiborn, 1982) and involves
clear-cut suggestions for linking attitude change concepts and thera-
peutic approaches. In part, these theorists have focused on source factors
(therapist expertness, attractiveness, credibility) that may enhance the
therapist’s ability to influence the client. A direct prediction, for example,
from this line of work is that physically attractive therapists are most
persuasive and hence most effective in their counseling. The evidence
to support such assertions, however, is mixed (Strong, 1978).

At the heart of interaction theory is the assumption that the ther-
apeutic relationship, like most interpersonal relationships, involves
interdependence, identity negotiation, and attempts at interpersonal
control. In this conception, symptomatic behaviors are tactical self-
presentational devices used to influence the nature of the relationship
between other individuals and the client, who avoids responsibility for
failing to change by creating an aberrant social identity. One technique
deriving from this position discussed by Strong and his associates involves
paradoxical directives. These directives are given by the therapist when
symptomatic behavior is displayed and involve directing the client to
continue displaying the behavior. Presumably such a technique may
influence clients to change their actions so as to adapt to this unexpected
interpersonal event; in turn, the client may begin to use more socially
acceptable styles of interaction and to feel a sense of responsibility for
more effective psychological functioning.

A premise behind the paradoxical directive technique is found in
reactance theory (S. S. Brehm, 1981). This theory assumes that people
experience psychological discomfort and react to restore their freedoms
if they feel that those freedoms are threatened or have been eliminated.
It can be assumed that clients may refuse to obey paradoxical directives
because such directives threaten their sense of freedom to change courses
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of action. Therapists who show eagerness to persuade, to maintain con-
trol, to establish their expertise, or to limit the client’s choices may create
reactance in the client which then may lead to the client’s refusal to
follow any directives from the therapist.

Although the interaction approach is rich in its linkage of social
and clinical concepts, to date little empirical work has been done to
evaluate its efficacy or to compare it to other approaches.

ATTITUDE CHANGE AND PSYCHOTHERAPY: ILLUSTRATIVE
RESEARCH

In the area of attitude change, an exemplary integration of social
and clinical psychology is the work of Cooper and his colleagues on a
derivative of dissonance theory, the effort justification hypothesis. This
hypothesis posits that the more effort a person puts into a counteratti-
tudinal activity in the absence of external pressure, the more dissonance
will be aroused. To reduce this dissonance created by the incongruent
cognitions that one has freely engaged in an unpleasant activity, one
may come to view the activity more positively. Applying this reasoning
to therapy, Cooper and Axsom (1982) have argued that the extreme
effort required of those in psychotherapy will, under certain conditions,
create pressures toward therapeutic success (e.g., the goal of therapy
may become more attractive) through the arousal and subsequent reduc-
tion of cognitive dissonance. Moreover, these investigators have argued
that it makes little difference what type of effort is required by the various
therapies (e.g., dream recall, modeling). It is sufficient for therapeutic
improvement that clients perceive themselves as freely choosing to engage
in difficult or unpleasant activity.

Cooper (1980) reports two conceptually and methodologically sim-
ilar experiments that attempted to demonstrate that effort justification
may account for therapeutic success. Using 75 snake-phobic participants
recruited from a newspaper advertisement, Cooper in the first experi-
ment compared the effects of two 40-min therapies engaged in under
conditions of high and low choice. One therapy employed by Cooper
was a conventional treatment for phobias, implosion therapy (Stampfl
& Lewis, 1967), which is based on principles of extinction. The other
therapy, called “effort therapy,” consisted solely of physical exercises
that the participants were to perform. (Pretesting revealed that both of
these therapies were perceived as equally aversive and effortful.) All
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participants learned that the treatments could be very effortful and anx-
iety provoking, but only high-choice participants were told explicitly
that they could terminate the experiment. Therapeutic success was meas-
ured by changes in participants’ pre- and posttherapy ability to approach
a caged boa constrictor.

Predictions based on the theoretical integrity of the therapies would
suggest that implosion therapy should work, whereas “effort therapy”
should not. Dissonance-based predictions, however, call for participants
in high-choice conditions to improve, whereas low-choice condition par-
ticipants should not, regardless of the therapy type. Consistent with a
dissonance-based, effort justification hypothesis, only a significant main
effect for choice emerged. When choice to engage in the therapy was
high, both of the therapies resulted in improvement, irrespective of
differences in their content; when perceived choice was low, neither
therapy was effective.

Although these results seem to provide strong support for the
notion that therapeutic improvement results from dissonance arousal
and reduction, they may be subject to the potential alternative inter-
pretation of experimental demand. Under high-choice conditions, par-
ticipants may have perceived the experimenter as especially fair or
sympathetic and may have tried harder to approach the snake in order
to please her. In an attempt to rule out this possible alternative expla-
nation, Cooper conducted a second study in which the effectiveness of
two “treatments” for assertiveness—conventional behavioral rehearsal
therapy (Wolpe, 1963) and the “effort therapy” employed in the previous
experiment—was compared. Participants in this study, college students
who had scored low on a measure of assertiveness, received one of the
two therapies under conditions of high and low choice and then reported
at the conclusion of the therapy session to a receptionist to receive their
$2 promised for participation in the study. Participants’ reactions when
they received only $1 were rated by two hidden observers (blind to
experimental conditions) on a scale of assertiveness (a low score was
assigned to participants who accepted the dollar without question and
a high score was given to subjects who expressed an intent to correct
the receptionist’s error). It was hoped that this measure of assertiveness
was sufficiently unobtrusive so that a desire to please the experimenter
would not be prominent. As in the first study, no effects of type of
therapy were found. What was important was whether participants
believed they had a high degree of choice to engage in the therapy.
When choice was high, both therapies produced an improvement; when
choice was low, neither therapy was effective.
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A related experiment concerned with the durability of effort jus-
tification effects (Axsom & Cooper, 1981) involved weight loss as the
target problem. In this study a single therapy consisting of various cog-
nitive tasks was used, with the degree of effort expenditure (high or
low) and choice to engage in therapy (high or low) manipulated. Although
the choice manipulation was not successful in this study (all subjects
perceived a high degree of choice), the results are consistent with dis-
sonance theory predictions. The high-effort condition subjects lost more
weight at the end of five “therapy” sessions, at a 6-month and 1-year
follow-up, than did low-effort condition subjects.

These three studies, each focusing on a different target problem
and employing different subject populations, indicated that conven-
tional psychotherapies worked only to the extent that participants chose
freely to engage in them. Moreover, these conventional therapies were
no more effective than the “effort therapies,” despite the vacuous nature
of these latter treatment approaches. Effort justification, then, may be
an important factor contributing to the success of many forms of
psychotherapy.

EXTRAPOLATING ATTITUDE CHANGE PRINCIPLES AND
PERSPECTIVES TO CLINICAL PRACTICE

The practitioner is advised to be extremely cautious in applying
attitude change principles to issues that develop in the course of practice.
Very little attitude change research has been conducted in clinical set-
tings and/or with representative clinical populations. Furthermore, as
several analysts (e.g., Harris & Harvey, 1978; Holmes, 1974) have sug-
gested, many logical and empirical difficulties are often encountered in
attempts to apply concepts deriving from basic social psychological
research to the interpretation of psychopathology phenomena. None-
theless, for each persuasion—clinical practice problem, there are probably
some relatively clear extrapolations of principle and perspective that may
be offered in the interest of facilitating treatment. An example will be
used to discuss how certain extrapolations might hold for a particular
situation.

A complex decision dilemma that many therapists have encoun-
tered is that involving a married client’s request for help in connection
with the handling of a surreptitiously conducted extramarital affair that
threatens the client’s marriage and feelings of self-worth and dignity.
The client’s decision may pertain to how and when to terminate the
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affair, or to how and when to terminate the marriage in order to develop
the outside relationship. Over the course of therapy, the therapist may
become convinced that the client’s and others” welfare requires a par-
ticular kind of decision. The therapist may wish to try to persuade the
client to adopt a particular attitudinal position about the affair and related
issues so that the attitude will influence certain behavioral consequences.
What advice derives from the study of attitude change processes for the
therapist helping the client deal with this situation of momentous
decision?

1. An obvious extrapolation from the attitude literature relates to
the success of the therapist in establishing his or her trustworthiness
and credibility as an advisor on the problem. Without the development
of these basic ingredients of interaction, all additional approaches are
apt to founder.

2. 1t is likely that clients in such situations may exhibit self-
perception tendencies in inferences about self relevant to the affair. For
example, they may begin to look back and evaluate self as immoral since
the course of action may have highly negative consequences for others
and since it was carried out in a volitional and secretive fashion. What-
ever decision the therapist wishes the client to reach, it may be helpful
for the client to become more aware of the potent persuasive influence
of self-perception processes. This type of enlightenment may be espe-
cially useful as the client makes the decision and then starts to look back
and evaluate the merits of the decision and how the decision may have
an effect on self-esteem.

3. Whether or not the therapist chooses to try the interaction/par-
adoxical directives approach, caution is warranted regarding the client’s
possible reactance against perceived threats to personal freedom to act.
Reactance may be especially likely to occur if the therapist early in the
course of therapy tries to persuade the client to abandon the affair.

4. The decisional situation has qualities that make it amenable to
some principles from dissonance theory. Dissonance theory would
emphasize the import of the client’s feeling choice in first seeking therapy
and then in following the therapist’s lead in arriving at a particular
decision. Perceived choice about the decision will probably stimulate a
sense of personal responsibility and control (Harvey & Harris, 1975).
Also, as suggested by dissonance theory, a sense of having expended
effort and being committed (as via commitments to the therapist) should
enhance feelings of responsibility and control, and ultimately positively
influence general well-being. The therapist again may do well to help
the client anticipate the likely postdecisional experiences and conflicts.
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The client may encounter not only rather pronounced dissonance, but
also regret and even a strong desire to reverse the decision. Awareness
that these processes are normal for consequential decisions may be help-
ful, as also may the therapist’s ability to help the client decide how to
reduce dissonance and generally come to grips with the decision and
its consequences. Dissonance literature provides at least suggestive evi-
dence that certain techniques (e.g., attempted avoidance of painful cog-
nitions) may be less effective in this postdecisional phase for the client
than other techniques (e.g., use of distracting cognitions).

Finally, such a decision situation, with its gravity, defies a ready,
precise answer to the question of how to persuade a client to take some
action. Common sense, clinical experience, wisdom and intuition, and
knowledge of a variety of theoretical perspectives and research findings
will be required for a thoughtful approach to the problem.

CONCLUSIONS

One of the most significant recent developments in research on
psychotherapy processes is the growing interest in strategies of behavior
change that may be common to all psychotherapies. For example, Strupp
and Bergin (1969) have contended that there is a specifiable number of
social influence factors that are operative in all of the major psychoth-
erapies. Among these Strupp and Bergin include imitation, identifica-
tion, empathy, warmth, interpretation, counterconditioning, extinction,
discrimination, learning, reward, and punishment. In a similar vein,
Goldfried (1980) argues that

although commonalities across approaches may be found in the realm of
specific techniques (e.g., role-playing, relaxation training), it is unlikely that
such comparisons would reveal much more than trivial points of similarity.
I would suggest, however, that the possibility of finding meaningful con-
sensus exists at a level of abstraction somewhere between theory and tech-
nique which, for want of a better term, we might call clinical strategies. . . .
In essence, such strategies function as clinical heuristics that implicitly guide
our efforts during the course of feedback. (p. 994)

Goldfried identifies two such clinical strategies that may be common to
all therapies: (1) providing the client with new, corrective experiences,
and (2) giving the client direct feedback.

We have argued that processes of attitude change are important
components of most (if not all) of the major psychotherapies. Indeed,
part of the attractiveness of focusing on strategies of attitude change is
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that such an approach can facilitate the integration of diverse concepts
and findings and offers the opportunity for viewing the similarities rather
than the dissimilarities across different forms of psychotherapy. As we
have indicated, research on attitude change as a clinical strategy can
benefit from the substantial social psychological literature on persuasion.

Our treatment of the link between attitude change literature and
clinical practice has a few notable limitations. First, it is obvious that
persuasion goes both ways in the therapeutic encounter. We have too
little evidence on how the client influences the therapist. To assume that
the therapist does all of the influencing and is a pillar of resistance to
the client’s persuasion attempts would be folly. The persuasion from
client to therapist may run the gamut from influence attempts aimed at
changing the therapist’s attitudes toward the client to changing signif-
icant world views that the therapist holds. A typical psychotherapy
encounter probably involves a reciprocity of influence attempts, although
the therapist’s attempts may be more explicit and presented in a more
formal fashion.

Second, implicit in our analysis is the idea that the therapist is often
engaged in an attitude change attempt that will eventuate in a positive
outcome for the client. But such attempts are not always nor necessarily
felicitous. As Brodsky (1982) has suggested, therapists may communicate
socially negative biases, or cultural stereotypes, to clients who may be
prone to adopt some of these views. In addition, the therapist may
subvert the process of therapy by inadvertently conveying dissatisfaction
with some attributes or features of the client. For example, most ther-
apists would agree to a preference for working with clients who fit the
YAVIS prototype (young, attractive, verbal, intelligent, successful). As
a result of this type of bias, a client who does not meet these standards
may receive subtle cues that serve to reinforce self-perceptions of defi-
ciency or inadequacy.

Finally, this chapter is directed mainly toward the practicing cli-
nician. We have suggested that the practitioner may benefit from general
scrutiny of the extensive literature in social psychology on attitudes and
attitude change. But we would be quite negligent if no mention were
made of the other side of the coin. The theorist and researcher can
probably learn much from the practitioner’s intuitions about attitude
change in clinical settings and possibly by observing therapeutic encoun-
ters. These intuitions and observations will most likely suggest useful
hypotheses. But even more likely, they will point toward the subtleties
of social influence (such as reciprocal influence) that pervade the ther-
apeutic interaction.
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Social Stereotypes

ROBIN B. SHAFRAN

The occurrence of stereotyping in psychotherapy traditionally has been
minimized. This is particularly true within the more psychoanalytically
oriented paradigms in which the dynamics of the individual patient are
emphasized, and the patient-therapist relationship is explored within
the framework of transferential and countertransferential processes.
However, as examination of the psychotherapy process has expanded,
its essential characteristics have been seen to include those of any inter-
personal, dyadic interaction. Within this context, the question of whether
social stereotypes are operative in the psychotherapeutic situation has
become an issue. Conceptualizations regarding the manner in which
stereotypes shape our views of those with whom we interact have been
extended to the psychotherapy relationship.

The literature on stereotyping in psychotherapy covers wide areas,
including racial, ethnic, socioeconomic, and gender stereotyping. A dis-
cussion of so extensive a subject matter is beyond the scope of this
chapter. Accordingly, in an effort to highlight the relevance of a partic-
ular area of psychological research to the psychotherapeutic situation,
one aspect of stereotyping, sex-role or gender stereotyping, will be the
focus of discussion. This chapter, then, will first present a brief discus-
sion of stereotyping in general and sex-role stereotyping in particular.
The empirical literature specifically directed to the occurrence of sex-role

ROBIN B. SHAFRAN ¢ 262 Central Park West, Suite 1-B, New York, New York 10024.

157



158 ROBIN B. SHAFRAN

stereotyping in psychotherapy will be sampled as well. A discussion of
related clinical issues will follow the presentation of empirical data.

STEREOTYPES: AN OVERVIEW

The study of stereotyping, its occurrence and its impact, has been
a focus of social psychological research for more than half a century.
Writing in 1922, Lippmann distinguished between “the world outside
and the pictures in our heads” (p. 1), and defined stereotypes as over-
simplified pictures of the world that serve to make it more compre-
hensible. According to Lippmann, stereotypes are broad, simple gen-
eralizations about categories of people and are, by definition, incorrect.

Reviewing the literature on racial stereotypes, Brigham (1971) high-
lights the lack of consensus regarding the nature of stereotyping, and
describes the research literature as “fragmented and of limited value”
(p- 15). He points to insufficient data regarding such issues as the learn-
ing and modification of stereotyping, and the relation between stereo-
types, and attitudes and behavior toward stereotyped groups.

Ashmore and DelBoca (1979) also call for increased conceptual clar-
ity regarding stereotyping. Using the framework of implicit personality
theory, they define a stereotype as “a structured set of inferential rela-
tions that link a social category with personal attributes” (p. 225). Ash-
more and DelBoca stress that stereotyping is a cognitive process that is
presumed to influence social behavior. Stereotyping can be seen as a
means of organizing experiences, and as creating expectancies that allow
the holder of the stereotype to anticipate behavior. All stereotypes have
a specified referent, a particular social category, such as gender or race.
Ashmore and DelBoca emphasize that perceivers (stereotypers) play an
active role in dividing their social world into these categories. Although
cultural factors obviously influence this, they believe that stereotypes
are not simply absorbed. Rather, they suggest that there are significant
differences among members of the same culture regarding social cate-
gory definitions and actual stereotypic content.

Ashmore and DelBoca believe that an individual’s social category
system, on which stereotypes are based, is a major influence on the way
in which another person is classified. The characteristics of target per-
sons present another major source of input into their classification by
another, and the tendency to ascribe traits on the basis of social category
membership alone is believed to decline with the availability of addi-
tional information. Finally, the situational context may be considered in
determining the salience of various social categories in the assumptions
made about another’s personality.
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Ashmore and DelBoca also address the issue of the stability of
stereotypic attitudes and beliefs. To the extent that stereotypes organize
experience and can influence the behavior of the stereotyped individual,
they seem them as self-fulfilling. Furthermore, information that confirms
a stereotype may be selectively attended to and differentially retained.
There are also motivational factors that contribute to the persistence of
stereotypes, resisting change in the implicit structures that guide per-
ception and behavior.

In a recent review article, McCauley, Stitt, and Segal (1980) suggest
a shift in the conceptualization of stereotyping and a change in research
methodology. Rather than assessing stereotypes by asking perceivers to
characterize the stereotyped group according to lists of traits, a common
research strategy, McCauley et al. advocate understanding stereotypes
as probabilistic predictions, and investigating them as such. They define
stereotypes as

those generalizations about a class of people that distinguish that class from

others. In other words, stereotyping is differential trait attribution or differ-
ential prediction based on group membership information. (p. 197)

Stereotypes are not seen as absolute generalizations, but as guidelines
for the possible presence of a character trait.

McCauley et al. (1980) concur with Ashmore and DelBoca (1979),
viewing stereotypes as a means of cognitively structuring new events
and experiences, and caution that they can have negative impacts. A
stereotype can be misused if its predictions are relied upon too heavily,
perhaps to the exclusion of other information. Furthermore, they warn
that stereotypic expectations can be self-fulfilling in their effects on the
memory of the stereotyper and the behavior of the stereotyped person.

These considerations are also raised by Snyder, Tanke, and Ber-
scheid (1977), who consider social stereotyping to be a special case of
interpersonal perception. These researchers provide empirical docu-
mentation that social stereotypes can significantly impact upon contact
and communication between individuals. They demonstrate that ster-
eotypically based attributes of a perceiver may shape interaction such
that the stereotyped individual behaves in such a way as to confirm the
stereotype.

SEX ROLES AND SEX-ROLE STEREOTYPING

In a discussion of sex-role-related issues in psychotherapy, Kaplan
(1979) comments that “our culture makes clear distinctions between the
feeling, behaviors, and role expectations that are assumed to be asso-
ciated with each sex” (p. 112). She believes that such stereotypes are
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present throughout society, within families, school systems, the media,
and work roles. Kaplan believes such sex-role stereotypes are

internalized by us as children, and remain with us as adults as conscious and
unconscious components of our personalities, whether or not our political
beliefs support the efficacy of differential traits for males and females. (p. 112)

As such, sex-role-related assumptions would, by definition, dictate dif-
ferential expectations regarding what is appropriate for men and women
in our society.

In a review of their own widely cited studies, Broverman, Vogel,
Broverman, Clarkson, and Rosenkrantz (1972) reach the conclusion that
sex-role stereotypes do exist and do influence the manner in which
people perceive themselves and others. A Sex-Role Stereotype Ques-
tionnaire, consisting of 41 stereotypic items in bipolar form, and based
upon the differential attribution of the items to men and women, was
developed in the first of the studies done by the Broverman group
(Rosenkrantz, Vogel, Bee, Broverman, & Broverman, 1968). This instru-
ment has been used extensively in subsequent research (e.g., Garske,
1975; Kravetz, 1976; Tolor, Kelley, & Stebbins, 1976; Zanna & Pack, 1975).

Rosenkrantz et al. (1968) found that significant differences in self-
concept exist between the sexes, and that traits ascribed to men are more
frequently highly valued. Men and women incorporate both the positive
and negative traits of their stereotypes into their self-concepts, but more
female traits are held in low regard, suggesting that women, who are
more likely to internalize these negative characteristics, are handicapped
by sex roles. Individuals’ self-concepts were found to be less extreme in
terms of stereotypes (i.e., subjects rated themselves as less feminine or
masculine than were their stereotypic responses for their own sex), and
self-concept responses correlated highly with social desirability.

Spence, Helmreich, and Stapp (1975) also had male and female
college students rate their own sex-role identity and make judgments
about sex-role-related differences in typical male and female college stu-
dents. Ratings of the typical male and female students were more ster-
eotypic than would be predicted by subjects’ sex-role-related descriptions
of themselves. However, self-ratings of sex-role identity also frequently
conformed to established stereotypes.

In a series of three well-designed and executed studies to assess
the reactions people have to male dependence and passivity and to
female aggression and self-assertion, Costrich, Feinstein, Kidder, Mar-
acek, and Pascalle (1975) consistently found that individuals are pen-
alized for these sex-role reversals. These results emphasize the
consequences of stereotypic expectations, in channeling behavior in the
direction appropriate to the given stereotype.
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Zanna and Pack (1975) looked at the situational effects of sex-role
stereotypes, proposing that an individual’s conformity to stereotypic
expectations will be influenced by the stereotypic attitudes held by an
attractive other. These authors found that their female subjects modified
both stated sex-role attitudes and a sex-role-related behavior about which
they were given no prior information, as a result of feedback regarding
the sex-role attitudes of an attractive male partner. These findings again
support the cautions of both McCauley et al. (1980) and Snyder et al.
(1977) that the stereotypic attitudes held by one person in an interaction
modify the behavior of the other, thereby inducing behavior that is either
consistent or inconsistent with the stereotypic assumption.

Most paradigms in sex-role-stereotyping research ask subjects to
ascribe characteristics to either “typical men” or “typical women.” Garske
(1975) predicted that stimulus variation would affect the attribution pro-
cess and asked subjects to rate, on the Rosenkrantz et al. (1968) scale,
stimulus persons whom he described in terms of sex and role (under-
graduate student, graduate student, or adult). He reports signficant
differences between ratings of female and male stimulus persons in the
graduate student and adult roles, and no difference for the undergrad-
uate role. Garske sees these results as supporting the situation-specific
quality of stereotypes. He points out that male and female undergrad-
uates have similar roles, thereby mitigating stereotypic attribution.

Ashmore and DelBoca (1979) take issue with the idea that there is
a general consensus about what is meant by sex-role stereotyping, and
define sex roles as “the structured set of inferential relations that link
personal attributes to the social categories female and male” (p. 225).
They discuss two of their own studies that use two of the methods of
implicit personality theory, “personality description” and “trait differ-
ence,” to assess stereotypes. In the first of these studies, subjects, using
a sorting procedure, consistently described female “targets” in terms of
“soft” traits (e.g., naive, sentimental) and male “targets” in terms of
“hard” traits (e.g., scientific, critical). Sex of target was found to be a
more central or basic construct for the male than for the female subjects.
In their second study, using the trait inference method, females were
described more frequently in terms reflecting communion (e.g., gener-
osity), and males were rated higher in traits reflecting intellectual desir-
ability. These results, then, using different methodologies than are
typically seen in this research area, corroborate both basic stereotypic
conceptions of men and women and provide additional confirmation for
the findings that men tend to rely on stereotypes to a greater extent
than do women.

Locksley, Borgida, Brekke, and Hepburn (1980) presented two
experiments that confirm the findings reported by Garske, namely, that
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with the inclusion of additional information the occurrence of sex-role
stereotyping decreases markedly. In the first experiment, these inves-
tigators hypothesized that knowledge of an individual’s sex and a sam-
pling of his or her behavior should affect sex-role-related trait attributions
to that person. Using “assertiveness” as the sex-role stereotypic trait,
Locksley et al. suggest that since the trait is stereotypically masculine,
assertive behavior is more likely to be attributed to an enduring per-
sonality characteristic in men than would the same behavior in a women.

In this study, subjects were given an account of a college student’s
behavior through ordinary problem situations, varying the student’s sex
and behavior (assertive or passive). The subjects were then asked to
make predictions about the student’s behavior in four novel situations
and to rate the student on the Bem Sex-Role Inventory (1974). Locksley
et al. found that the behavior predictions and BSRI ratings bore a closer
resemblance to the target’s actual behavior than to his or her sex. In
discussing their results, the authors comment that “a strong implication
of this research is that a minimal amount of diagnostic target case infor-
mation would be sufficient to eliminate the impact of stereotypic beliefs
or judgments of the target individual” (p. 826).

In the second experiment, Locksley et al. examined the impact of
case information (sex of subject, relevant and irrelevant behavioral infor-
mation) on judgments regarding the assertiveness of the target individ-
ual. In the absence of any additional information, or with nonrelevant
information, subjects considered male targets to be assertive more fre-
quently than female targets. With the provision of relevant information,
judgments about male and female target persons were similar, to such
an extent that sex-role stereotypic beliefs did not appear to play any part
in the judgments.

Perhaps the most striking implication of this line of reasoning is that social
stereotypes may not exert as pervasive or as powerful an effect on social
judgments as has been traditionally assumed. Social stereotypes may affect
judgments of individuals about whom little else is known besides their soci
category. But as soon as individuating, subjectively diagnostic characteristics
of a person are known, stereotypes may have minimal, if any, impact on
judgments of that person. (p. 830) ~

The literature suggests, then, that stereotypes exist regarding char-
acteristics associated with “typical” men and “typical” women. With the
provision of additional data, however, the tendency to stereotype dimin-
ishes markedly. These findings, true of college students serving as
research subjects, should be no less true of practicing psychotherapists,
who, one hopes, would be at least as sensitive to the bases for their
impressions and judgments about their patients. I shall now turn to the
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literature on sex-role stereotyping in psychotherapy, in order to ascertain
whether sex-role stereotyping plays a significant role in the psychoth-
erapeutic interaction and, if so, how.

SEX-ROLE STEREOTYPING AND PSYCHOTHERAPY

The issue of sex-role stereotyping and psychotherapy, that is, the
concern that stereotypic attitudes held by psychotherapists affect the
treatment of the patients they see, has received considerable attention
in recent years. Since most psychotherapy patients are female, and since
stereotypically feminine traits are more frequently considered to be less
desirable (Broverman et al., 1972), the focus of concern has generally
been whether female patients are adversely affected by the stereotypic
attitudes of their therapists. This is an area charged with considerable
emotion, and accusations about the sexist nature of psychotherapy are
frequently heard. Feminist therapy has developed to provide an alter-
native, and women are routinely warned to be wary of the dangers
inherent in a psychotherapeutic situation that is likely to perpetuate
societally held stereotypes about the nature of women and femininity.

The major focus in the controversy over sex roles and psycho-
therapy has been the stereotypic attitudes held by therapists. It is the
therapists who potentially influences their patients, possibly with con-
siderable impact. However, in a full exploration of the influence of ster-
eotypic attitudes on the psychotherapy process, a discussion of patient
beliefs must be included as well. There is literature indicating that atti-
tudes and expectations patients have regarding their therapists signifi-
cantly influence the treatment process (Goldstein, 1962; Gurman, 1977;
Wilkins, 1973; Ziennelis, 1974). Furthermore, such patient-held beliefs
may well be involved in whether a psychotherapeutic relationship is
initially established. The psychotherapeutic relationship is, essentially,
a dyadic relationship in which attitudes held by each member can shape
the course of treatment. Accordingly, literature dealing with both ther-
apist and patient stereotyping will be surveyed.

Accusations about the sexist nature of psychotherapy in general,
and on treatment paradigms based on Freudian theory in particular,
began to be made with increasing frequency with the growth of the
women’s movement. Broverman, Broverman, Clarkson, Rosenkrantz,
and Vogel (1970) published their now classic study “demonstrating” a
bias against women by both male and female psychotherapists. Brov-
erman and her associates asked clinicians to rate either a “healthy man,”
“healthy female,” or “healthy adult” using the Sex-Role Stereotype
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Questionnaire (Rosenkrantz et al., 1968). They report strong agreement
among male and female clinicians on the characteristic attributes of each
(male, female, adult). Furthermore, whereas healthy men and healthy
adults were viewed as possessing similar characteristics, healthy women
were characterized as possessing fewer socially desirable characteristics.
It was this result that provided empirical documentation for the cry that
psychotherapy was sexist.

These results, then, confirm the hypothesis that a double standard of health
exists for men and women, that is, the general standard of health is actually
applied only to men, while healthy women are perceived as considerably
less healthy by adult standards. (p. 6)

Although the Broverman study was published over a decade ago,
it continues to be regarded as the most striking and influential illustration
of sex-role stereotyping in psychotherapy. As such, it is frequently cited
by those who argue that psychotherapy hampers, rather than facilitates,
psychological growth for women.

The extensive literature on sex-role stereotyping among psycho-
therapists has been the subject of several major review articles in the
past 5 years. Stricker (1977) devotes considerable attention to the Brov-
erman et al. (1970) study. He points out certain methodological weak-
nesses in the Sex-Role Stereotype Questionnaire, including the means
by which the bipolar end points were labeled. Stricker notes, for exam-
ple, that if men were rated more “logical” than women, the male pole
for that characteristic was labeled “logical” and the female pole “illogi-
cal,” language he sees as “slanting the use of the scale for all further
investigations” (p. 17). He sees the absence of raw data, the lack of
individual item analyses, and the assumption of significant differences
without statistical evidence as major criticisms substantially lessening
the impact of the results. Stricker considers the conclusions reached by
the investigators to be “unsubstantiated and overdramatic” and the accu-
sation of a “double standard of mental health” premature and insuffi-
ciently documented.

Stricker also enumerates some of the major difficulties in ade-
quately investigating stereotypic practices in psychotherapy, raising con-
cerns about the validity of analog designs in psychotherapy research
and emphasizing that psychotherapists work with unique individuals,
not “typical” men and women. Generalizing from what therapists say
about “typical” people to what they do with their own unique patients
may be a questionable practice.

After reviewing the research in this area, Zeldow (1978) concludes
that, generally, the values and norms of mental health professionals
reflect those of society. However, he suggests that “differential judgment
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does not automatically prove differential treatment, nor do double stan-
dards of optimal health necessarily imply differential assessments of
mental illness” (p. 89). Similarly, citing data indicating that female ther-
apists may be more empathic and male therapists more authoritarian,
Zeldow goes on to suggest that such differences in therapeutic style
have not been related to gender-associated differences in treatment
outcomes.

Whitley (1979), in a review of the research literature, criticizes the
Broverman et al. work as well, also noting that the extent to which
attitudinal bias leads to discriminatory behavior was not addressed.
Whitley comments that subsequent research has “generally found no
such discrimination and casts doubt on the generality of the bias”
(p- 1309). As is often the case in controversial areas, those who believe
that psychotherapy may offer something of value to women attend to
more of these criticisms, whereas those who fear that the treatment may
be worse than the initial problem emphasize the initial results to a greater
extent.

In his review, Whitley evaluates the data indicating that there are
differential, sex-role-related standards of mental health for men and
women, inquires whether violations of sex-role characteristics are asso-
ciated with negative judgments regarding mental health, and explores
the frequency with which therapy goals are related to sex-role attributes.
He found empirical support for the existence of differential standards
of mental health, but in a research area plagued by serious method-
ological flaws. Significant effects of violation of sex roles were found in
the judgments of nonprofessional, but not professional, therapists. He
did not find therapy goals to be related to sex-role stereotypic charac-
terizations of men and women. Again, Whitley underscores method-
ological difficulties—in subject samples, choice of assessment instruments,
and particularly in the overreliance on the Sex-Role Stereotype Ques-
tionnaire used in 10 of the 12 studies he reviewed.

Smith (1980) also reviewed the research on counselor attitudes,
stereotype, and behavior. She did not find evidence for the existence of
counselor sex bias, and concludes that empirical support for sexism in
psychotherapy is weak, with the evidence leaning toward bias balanced
by contradictory data.

Stripped of the selectivity, motivation, and rhetoric, the body of evidence
looks both different and more clear: Counselor sex bias has not been dem-
onstrated despite a dozen years of attempts to do so. (p. 407)

Sherman (1980) reviewed therapist sex-role stereotypic attitudes
toward women and concludes that the data support the contention that
therapist sex-role attitudes are operative during counseling, that there
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are sex-role-related mental health standards, and that behavior that vio-
lates sex-role norms is judged more negatively. Sherman does believe
that there is evidence that stereotyping is decreasing.

Sherman’s assessment of the status of stereotyping in psycho-
therapy is discussed by Stricker and Shafran (1983), who suggest alter-
native interpretations of the data she presents. For example, Sherman
cites results reported by Rabkin (1977) that significant numbers of psy-
chiatrist respondents believed that psychiatrists have stereotypes of
“normal healthy females” and “normal healthy males” and that psy-
chiatrists indeed have sex-role-related goals for their patients. Sherman
interprets these results as indicating that psychiatrists hold stereotypes
about their male and female patients. Stricker and Shafran offer an alter-
native explanation, namely, that the results may more accurately indicate
stereotypes psychiatrists have of their colleagues. Such alternative expla-
nations of the same data are seen by Stricker and Shafran as illustrative
of the persistence of stereotyping, despite the lack of clearly unambig-
uous data.

The question of a double standard in assessing the mental health
of men and women was addressed more recently by Marwit (1981).
Discussing the limitations of existing research, Marwit points out that
with one exception, sex-stereotyping of patients by therapists has been
demonstrated via sex-role questionnaires that conceptualize masculinity
and femininity as bipolar, mutually exclusive opposites. Marwit draws
upon both Bem's (1974) challenge to such a model, her conceptualization
of androgyny as a successful integration of both masculine and feminine
traits, and Spence et al.’s (1975) findings of a positive relationship between
androgyny and mental health in suggesting that the occurrence of sex-
role stereotyping among psychotherapists might be more effectively
assessed using the BSRI.

Marwit asked practicing male and female psychologists to use the
BSRI to describe either a “mature, socially competent” adult male, adult
female, or adult. Differential characterizations of male and female adults
were obtained when masculinity, femininity, and androgyny were
defined both by scale scores (simple difference scores) and by median
splits, supporting previous contentions of stereotyping among psycho-
therapists. Interestingly, when the traits “masculine” and “feminine”
were removed from the scales and the data were reanalyzed, relevant
significant effects were not obtained—findings that throw the use of the
BSRI into question.

In their assessment of the empirical literature on sex-role stereo-
typing in psychotherapy, Stricker and Shafran (1983) emphasize that the
available data are not sufficient to draw definite conclusions. They believe
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that assertions of demonstrated effects of stereotyping are more likely
“anecdotal or political” than based in data. Stricker and Shafran empha-
size the importance of realizing that the “crucial findings will not concern
attitudinal characteristics of therapists, but the effect of those attitudes
on treatment interventions and outcomes” (p. 198). In their estimation,
sex-role stereotypes are likely to affect the psychotherapy situation in
more complex interaction with other moderator variables.

Although there are few studies assessing patient stereotypes
regarding male and female therapists, there are data regarding patient
preferences for a therapist of a particular sex. Turkel (1976) sees the two
as related and suggests that societally based, stereotypic conceptions of
men and women may influence preferences. Similarly, Davidson (1976),
in a study of new patient attitudes and preferences regarding sex of
therapist, interprets her findings as an indication that patients, especially
women, may prefer male or female therapists for different reasons. Dav-
idson suggests that female therapists may be perceived as possessing
different personality characteristics than male therapists.

Interestingly, changes in attitudes toward women are clearly dis-
cernible in the literature on patient preferences. It had generally been
found that, among patients with preferences, male therapists were pre-
ferred more frequently than female therapists (Davidson, 1976). How-
ever, there has been somewhat of a shift, with a growth of interest in
female therapists particularly among women patients (Shafran, 1979).
Additionally, once therapy has begun, women seeing female therapists
report greater satisfaction than women working with male therapists
(Orlinsky & Howard, 1976). Although the data reported by Olinsky and
Howard do not directly assess stereotyping, the investigators relate the
satisfaction reported to stereotypic issues rather than to the competence
of male and female therapists involved. They see their results as directing
“attention to the patients’ more than to the therapists” attributes. Whether
the therapist is able and sensitive may be less important than what a
male or female therapist means to the patient” (p. 87).

Delk, Ryan, and Livingston (1978) looked at the relationships
between patients’ sex-role stereotypes, A-B status, and preferences for
male and female therapists. They had subjects rate themselves and male
and female therapists on an adaptation of the Sex-Role Stereotypes Ques-
tionnaire. The authors judge significant and “sizable” differences in rat-
ings of male and female therapists as indicating that patients “endorse
culturally loaded male and female stereotypes which tend to denigrate
the female therapist” (p. 5). Stereotyping occurs more frequently among
male patients than female patients. A-status patients of either sex more
frequently described male and female therapists along stereotypic lines
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and more frequently expressed preferences for male therapists. B patients
tended to prefer female therapists. The investigators emphasize their
findings that, with the exception of those female patients who preferred
male therapists, patients generally perceived themselves as more similar
(in sex-role identity) to the sex of the therapist they preferred. Delk et
al. conclude that people tend to seek therapists perceived as similar to
themselves. However, Delk ef al.’s design did not include a no-preference
category in choosing gender of therapist. Patients were asked to rank
order their preferences, and, for those subjects who chose the no-
preference option, their second choices were substituted in the data
analysis. Therefore, no comparison of patients with preferences and
those without preferences is possible.

Shafran (1979) looked at preferences for male and female therapists
and differential sex-role-related expectations that patients have of male
and female therapists. In order to assess the degree to which therapists
of the preferred sex are believed to possess characteristics considered
important, the relationship between preference and characteristics asso-
ciated with an “ideal” (sex unspecified) therapist was also investigated.

Shafran found that more men than women endorsed the stereo-
typic expectations of differences between male and female therapists.
Where both male and female subjects expected differences, those dif-
ferences fell in the same, stereotypic direction. Male and female patients
expressed strong agreement in their assessment of characteristics impor-
tant in an “ideal” therapist, and the majority of the characteristics con-
sidered important were female-valued traits.

Of interest in the findings reported by Shafran are the relationships
between expectancy and preference. The male patients sampled were
more likely to expect differences between male and female therapists,
and were less likely than female patients to express preferences. Those
male patients who had preferences were divided between preferring
male and female therapists. In contrast, women were less likely to make
differential attributions to male and female therapists but were more
likely to express preferences. More often the preference was to see a
woman.

The literature suggests that an increasing number of women prefer
and report better experiences with female therapists. The data reported
by Shafran suggest that the preferred therapist, regardless of sex, has
at least some feminine characteristics. The relationship of preferences
and sex-role-based expectancies to actual treatment is, as yet, unde-
monstrated. Stricker and Shafran (1983) point out that, as in the case of
therapist attitudes, information regarding patient stereotypes must also
be considered in conjunction with other variables.
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Evaluating the literature regarding sex-role stereotyping and
psychotherapy, it becomes clear that the data, standing alone, do not
convincingly demonstrate that sex-role stereotypes necessarily interfere
with the psychotherapy process. It also becomes clear that the same
data, viewed through the eyes of either believers or nonbelievers in the
impact of stereotyping, can be interpreted to support the preferred stance.

As pointed out by Stricker and Shafran (1983), five out of the six
major reviews they discuss conclude that clear-cut stereotyping in
psychotherapy has not been demonstrated. Methodological weaknesses
are a frequent basis upon which results demonstrating stereotyping are
minimized or discredited (Stricker, 1977; Stricker & Shafran, 1983; Whi-
tley, 1979). Overreliance on questionnaires assessing masculinity and
femininity as bipolar opposites and in particular on the Sex-Role Ster-
eotype Questionnaire raises questions about reported results. Whitley
points out the lack of convergent validity in this area, dominated as it
is by one major research instrument. Two other issues raised in exam-
ining data regarding stereotyping concern the identifying data provided
(healthy male, female, and adult), and the question of the relationship
between attitudes and behavior.

The more general literature regarding stereotyping may be helpful
in addressing both of these considerations. As pointed out earlier in this
chapter, stereotypes are most often relied upon in the absence of addi-
tional information, and their prominence declines as additional infor-
mation is made available. Social categories are used to shape expectations
when there is little else to go on. As Stricker (1977) points out, when
asked to rate healthy adult men and women, subjects have little choice
but to fall back upon what is “known” about those generic categories.
Once confronted with an actual individual, reliance on stereotypic con-
ceptions decreases. Thus, the occurrence of stereotyping in the cited
research may be, at least partially, an artifact of experimental design.

Ashmore and DelBoca’s (1979) suggestion that the context in which
one meets a new person influences the salience of characteristics attrib-
uted on the basis of social category is also relevant here. There is a clear
possibility that in the psychotherapy situation, what is expected ster-
eotypically of men and women may be less prominent than stereotypes
elicited by the category “patient” or “therapist.” Role expectations not
necessarily related to gender may here influence the new relationship.
Maxfield (1976) cites previous research suggesting that with the intro-
duction of a role, “sex stereotyping decreases and role stereotyping
increases” (p. 100).

The relationship between attitude and behavior is more contro-
versial. The belief that stereotypic conceptions influence the treatment
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process is implicit in the idea of a “double standard of mental health,”
in that therapist judgments regarding the characteristics of healthy men
and women are assumed to be reflected in treatment goals. This view
is questioned by Zeldow (1978). Although he agrees that the empirical
literature supports the contention that therapists share the stereotypes
of society, he suggests that attitudes do not necessarily influence behavior.

The social psychological literature may again be useful in deline-
ating the factors involved. Insofar as stereotypes shape expectations and
lead to selective attention (and also inattention) and perhaps selective
responses to information provided by a patient, the stereotypic concep-
tions of men and women may well influence therapist behavior. To the
extent that therapists’ stereotypes may actually foster stereotypically
consistent patient behavior, any therapist stereotyping is potentially det-
rimental to the psychotherapeutic process. These possibilities are exten-
sions of results reported in the literature but have not been demonstrated
empirically in regard to psychotherapy.

The more general literature, then, may be useful in suggesting how
to assess the occurrence of sex-role stereotyping in psychotherapy. It is
clear that studying therapist judgments regarding typical patients (male,
female, or adult) is not sufficient to demonstrate that stereotyping influ-
ences the treatment process. To be more convincing, research needs to
demonstrate that stereotypic attitudes persist in the face of more infor-
mation about the patient to be rated, and that such attitudes affect the
manner in which therapists listen to and respond to their patients, and
consequently the patient behavior they elicit.

DISCUSSION

Social psychologists view stereotypes as a framework for organ-
izing and structuring information about other people. To the extent that
stereotyping is operative in psychotherapy, it can occur on the part of
either patient or therapist, both of whom are initially confronted with
and expected to relate to an unfamiliar person about whom little may
be known. Although the literature on sex-role stereotyping in psycho-
therapy has not conclusively demonstrated a general effect of such ster-
eotyping, it has raised some provocative questions and outlined areas
for further study. This section of the chapter will explore some of those
issues and attempt to illustrate some of the previously discussed ideas.
The discussion will be extended beyond stereotyping to the closely related
issue of preferences, and then move to the areas of transference—counter-
transference and resistance, in an effort to differentiate between what
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is a stereotypic assumption by patient or therapist and what is more
truly a reflection of the treatment process itself.

Reliance on stereotypes is most likely to occur in the initial phases
of treatment, during which both patient and therapist have the least
information about each other. Stereotypes may influence patient choice
of a therapist of a particular sex, and expectations about the other person
by both patient and therapist. The extent to which stereotypes influence
the setting of goals for the treatment is an area of particular concern.
The manner in which patient and therapist relate to each other can be
influenced by stereotypic conceptions held by either participant in the
psychotherapy dyad. It is in regard to this final point that transference—
countertransference and resistance become relevant in clarifying the
nature of the therapeutic interaction.

Sex-role stereotypic assumptions have been postulated to shape
the expectations of both patients and therapists regarding the charac-
teristics they are likely to find in the other. To the extent that such
assumptions interfere with learning about the patient (or therapist), they
are detrimental to the treatment process. Harry Stack Sullivan called
stereotypes “inescapable handicaps in becoming acquainted with
strangers” (1953, p. 304).

Stereotypic expectations are most likely to influence the treatment
process at its inception. When held by the patient, they may enter into
the choice of a therapist of a particular gender. Clara Thompson singled
out the choice of the sex of analyst as “probably the most discussed part
of the whole question of choice of analyst” (1938/1964, p. 128). Thomp-
son focused her discussion on the defensive, or neurotic, aspects of
patient preferences, but did point out that culturally reinforced beliefs—
for example, about the superiority of the male analyst, who is charac-
terized as strong and more capable of assuming responsibility—are often
the basis upon which a therapist of a particular sex is chosen. The
increasing awareness of the role such stereotypes play in influencing
beliefs about men and women has led to a heightened interest in the
types of beliefs to which Thompson referred.

Thompson’s comments remain relevant. New psychotherapy
patients often have clear preferences for male or female therapists, and,
as she pointed out, it is difficult to determine the antecedents of these
preferences. For example, a man in his late thirties requested a female
therapist. He based his choice on the belief that a woman would be
more sensitive and supportive, a better listener. Further discussion
revealed his fear that if he were to work with a male therapist, the
competition between them would hamper the progress of the treatment.
Similarly, a young female professional also specifically sought a female
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therapist, saying that a woman was more likely to understand her. When
pressed, she added that it would be easier for her to disagree with a
woman, and ignore her advice or recommendations. Were she to see a
male therapist, he would be such an authority that she would give up
her autonomy and find it difficult to determine her own solutions.

Although both these individuals offered stereotypically consistent
explanations for their choices, it became clear in the exploration of their
preferences that other factors were involved. For the man, a combination
of a dominant, forceful, and overshadowing father and a highly com-
petitive work situation led him to shy away from involvement with any
man with clear professional stature. The woman’s choice masked both
her contempt for her own sex and therefore for herself, and her expe-
rience of men as powerful and rigid in the imposition of their own
opinions. In both cases, stereotypic characterizations were minor ele-
ments in a more complicated constellation of facts. Individual dynamics
proved to be more salient issues.

For both participants in the psychotherapy relationship, stereotypic
assumptions about the other may serve as part of the framework within
which the initial meeting occurs. Sullivan saw psychiatrists” stereotypes
as a potential source of difficulty.

If you have a number of implicit assumptions that have not been questioned
by you for twenty or twenty-five years about the alleged resemblance of the
person before you to some stereotype that you have in your mind, you may
find yourself greatly handicapped, for these stereotypes are often viciously
incomplete or meaninglessly erroneous. (1953, p. 238)

The importance of seeing one’s patient in a clear, unhampered manner
cannot be overemphasized.

Patients’ sex-role-related assumptions about their therapist are fre-
quently discussed long after the treatment begins, especially when what
is expected is seen as something negative. Although doubts are often
heard about the “competence” of a woman or the “sensitivity” of a man
during initial sessions, it is likely that if the concerns were sufficiently
great the woman or man would have been rejected as a potential ther-
apist from the outset. Once the treatment relationship is established,
however, expectations harbored from its inception are often discussed
more freely.

A highly intelligent and competitive male patient assigned to a
female therapist at a clinic offering psychoanalytically oriented psycho-
therapy accepted the assignment without hesitation. Months into the
treatment, he was able to discuss his surprise in finding a woman to be
an intellectual equal, strong enough to meet him head-on. He admitted
to having had some reservations about seeing a woman, fearing that he
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would be the stronger of the two and therefore be cast in the role of
caretaker. As in the examples discussed regarding preferences for male
and female therapists, it is difficult to delineate the degree to which this
young man’s reactions reflect the incorporation of stereotypic attitudes
about women, and how much they are manifestations of individual
psychodynamics.

The extent to which sex-role stereotypes influence the goals ther-
apists set for their patients is the area that has generated the greatest
controversy. The cry of a “double standard of mental health” under
which men are encouraged to be competent, independent achievers and
women are expected to incorporate conforming, passive, and dependent
qualities has served as the slogan for those who challenge the notion
that psychotherapy is a viable option for women today. Although it is
unlikely that many therapists in a society sensitized to women'’s issues
would subscribe to such a view of women’s mental health, it is important
to explore the more subtle manifestations of such stereotyping. It is
equally important to keep in mind the impact such stereotypic assump-
tions can have on male patients as well, a perspective less frequently
addressed in the literature.

A particularly clear example of the operation of stereotypic assump-
tions in the setting of goals falls in the area of employment and profes-
sional success. Unemployment and dependence upon parents and/or
spouses for financial support is frequently considered “less unhealthy”
for intelligent, physically able young women than for similarly equipped
young men. The stereotype negatively affects both women and men, if
women are not urged as strongly to develop autonomy and men are
not permitted to maintain their dependence. Men who are reminded
that they have wives and families to support are penalized as strongly
as women who are reassured that theirs is the family’s second income.

A less frequently addressed consequence of increased sensitivity
to sex-role stereotyping occurs when a therapist’s need not to stereotype
collides with a patient’s stereotypically consistent goals. For example,
an intelligent, educated wife and mother presented at a community
mental health center with the explicit wish to be happier as a home-
maker. The therapist to whom she was assigned could not accept that
goal for her, unable to comprehend why a capable adult would choose
a lifestyle revolving about children, husband, and the smooth running
of a household. The therapist legitimately questioned the degree to which
the patient’s goals reflected a fear of moving beyond the protective
boundaries of her home environment, but had difficulty understanding
the equally legitimate possibility that for this particular woman, hom-
emaking could be a source of satisfaction.
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The impact of sex-role stereotypes on the therapy process itself is
particularly difficult to assess, since once treatment is in progress, rela-
tional issues are likely to assume greater importance. Individual and
idiosyncratic reactions must be distinguished from stereotypes, and, in
an ongoing psychotherapy relationship, transferential and countertrans-
ferential processes become more prominent as the interplay between a
particular patient and therapist becomes the focus of attention. None-
theless, it is likely that societally reinforced styles of interaction may, to
some extent, influence men and women in the psychotherapy relation-
ship just as in any other. It is in this context that modes of relatedness
may be stereotypic.

For example, a female therapist who is stylistically tough and con-
fronting commented that her male and female patients related to her
differently, the male patients in a consistently stereotypic fashion. The
women in her practice were likely to acknowledge her competence and
obvious ability to fend for herself. Her male patients, in contrast, fre-
quently expressed interest in protecting and caring for her. In her view,
their responses were consistent with traditional stereotypes. The male
role requires that women, stereotypically less competent and capable,
be cared for, despite the actual data suggesting the contrary.

Is this an example of male stereotyping of a female therapist? The
therapist believed so. However, it is not known whether this particular
therapist interacted with her male patients in such a way as to elicit the
fantasies and wishes they then consistently reported. If so, her stereo-
typic behavior may have served to “create” the reciprocal responses by
her patients. What is occurring may be more reflective of some perhaps
unconscious needs on the part of the therapist than of stereotypic rigidity
on the part of her male patients. In this case, the therapist’s sex-role
stereotypic patterns may be affecting the treatment, limiting the responses
available to her male patients. Such an example highlights the impor-
tance of therapists’ own personal psychotherapy, so that they can be
more sensitive to their role in shaping the therapeutic interaction.

Thus the concept of stereotyping may prove to be of value in
understanding therapist responses that occur consistently with patients
of a particular sex. However, when looking at the mode of interaction
between a therapist and a particular patient, or at the attitudes, feelings,
reactions, and so on arising in either as psychotherapy proceeds, stereo-
typing becomes a less useful explanation. Transference and counter-
transference are frequently more useful concepts in studying the ongoing
therapeutic relationship, in their emphasis on the unique characteristics
each patient brings to the psychotherapy dyad.
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For example, a male patient in his late twenties began treatment
with a female therapist. As the therapy progressed, it became clear that
his expectation was to be cared for and protected by a warm and nur-
turant woman. Although his expectations can be seen as consistent with
stereotypic conceptions of female therapists, such an explanation is not
especially helpful. Looking past the stereotype to the transference impli-
cations of his expectations, the patient was able to explore his experience
of his mother as an ungiving, self-absorbed woman who had expected
the patient, as the eldest of several children, to stand on his own. His
wish in seeking a female therapist, similar to his goals in his relationship
with the women he dated, was to replace his mother with a more caring
model. Working within the framework provided by this transferential
formulation put the patient in closer touch with his own personal history,
and enabled him to explore more realistically what he might hope to
obtain in his current relationships.

Stereotypes can be used by both patients and therapists as a form
of resistance, in that such an understanding of an attitude or response
may serve to minimize the need to look further. Attributing a male
therapist’s authoritarian behavior to his gender may spare both patient
and therapist the task of examining their own roles in eliciting that
attitude at a given point in the treatment process. Similarly, explaining
a female patient’s reluctance to directly express angry feelings as a ster-
eotypically feminine hesitation eliminates the necessity of dealing with
those factors in the therapeutic interaction that may perpetuate such
inhibitions. In both situations, therapist and patient are drawing upon
stereotypic conceptions of men and women in a collaborative effort to
avoid looking at something going on between them.

It seems, then, that there are situations in the course of psycho-
therapy that may be interpreted as indications of sex-role stereotyping.
The danger lies in not looking further to explore the additional, more
personal meaning of the same situations for that patient or therapist, or
their interaction. Explanations that go no further than identifying some-
thing as “stereotypic” fail to grasp and respect the richness and com-
plexity of human relatedness.

CONCLUSIONS

Continuing sensitivity to the consequences of constricting sex-role
stereotypes has encouraged mental health professionals to examine their
own attitudes and behaviors, in order to exonerate themselves of charges
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that they perpetuate less than optimal growth and development for both
women and men. This evaluation of the psychotherapy process, and of
the notion of psychotherapy itself, has occurred on both an empirical
level, in the form of investigation of stereotyping among psychothera-
pists, and on a more clinical level in the ongoing discussion and explo-
ration of how sex-role stereotyping may be manifested in the
psychotherapeutic situation.

Social psychological formulations regarding the phenomena of ster-
eotyping in general, and sex-role stereotyping in particular, have been
useful indicators of where stereotypic thinking may affect the psychoth-
erapeutic process. Studies of nonpsychotherapy dyadic interactions are
clearly relevant to clinical practice. Research that, in evaluating the
strength of stereotypic attribution, highlights the importance of situa-
tional context or the presence or absence of additional information about
the “target” of the stereotype is similarly useful in any thoughtful con-
sideration of the impact of stereotypic attitudes on the therapy process.
Such research findings can direct clinicians in their examination of where
stereotyping may interfere in the uncluttered communication important
for successful psychotherapy.

Integrating the results of empirical research with the clinical mate-
rial underscores the importance of recognizing that human interactions
are rarely, if ever, unidimensional. Although the identification of a given
behavior or attitude as stereotypic may in itself be accurate, it may not
be the most useful way of understanding what is going on. Furthermore,
satisfaction with such an explanation on the part of either participant
may serve to obscure additional meanings or to make further discussion
appear unnecessary. In either case, the danger exists that by accepting
the designation “stereotypic” as a satisfactory level of explanation, a
more helpful understanding of the behavior or attitude may be unwit-
tingly passed by.

Although the research reviewed does not convincingly demon-
strate that sex-role stereotypes operate to hinder treatment, it has high-
lighted the complexity of the phenomenon and the need to look at it
within the context of other variables. Social psychological conceptuali-
zations, such as those of implicit personality theory, emphasize ster-
eotypes as cognitive structures that are part of the way we all anticipate
and organize experience. Stereotypes, then, are likely to be operative in
the anticipation of a new person, providing the most rudimentary struc-
ture of what one expects upon meeting an unfamiliar “female” or “male.”
As such, stereotypes may not be detrimental. However, should the
existence of a stereotypic conceptualization interfere with learning about
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and responding appropriately to the unique individual who also hap-
pens to be “female” or “male,” it will clearly impair the course of treat-
ment, as would any other interference in clearly perceiving another
person. Social psychologists have provided a valuable framework for
understanding and researching this phenomenon. It may be profitably
studied and extended by clinicians interested in increasing their under-
standing of the psychotherapy process.
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Interpersonal Attraction

SUSAN SPRECHER AND ELAINE HATFIELD

At every stage of an intimate relationship, couples must deal with dif-
ficult and unsettling interpersonal problems. As a consequence, thera-
pists often find themselves dealing with clients when the problems have
become too difficult and too unsettling.

Different problems characterize different stages of a relationship.
Early on, one must deal with the problems associated with initiating a
relationship; then the problems associated with keeping as established
relationship vibrant and growing; or the painful experiences associated
with relationship breakdown and dissolution.

In this chapter, we shall review the social psychological research
on interpersonal attraction, love, and intimacy, and attempt to point out
its relevance to three stages of a relationship:

1. How relationships begin.
2. How relationships grow.

3. How and why they end (see Duck, 1982; Duck & Gilmour, 1981
a, b, 0.

We conclude by discussing some differences between men and women
in what they expect from their intimate relationships.
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How RELATIONSHIPS BEGIN

“Who am I likely to fall in love with?” “Where can I meet someone?”
These questions are often posed by people who are having trouble ini-
tiating relationships. Therapists may be more adequately equipped to
advise them if they are aware of how couples generally meet and what
factors are most important in initial attraction.

DETERMINANTS OF INITIAL ATTRACTION

Social psychologists have conducted a great deal of research to
determine what factors are most important in determining how attracted
people will be to one another (see Berscheid & Walster [Hatfield], 1978;
Hatfield & Walster, 1978). Among these are proximity, physical attrac-
tiveness, and similarity.

Proximity

In a song from Finian’s Rainbow there is a line, “When I'm not near
the one I love, I love the one I'm near.” Numerous studies have dem-
onstrated that sheer proximity between two people is critical in deter-
mining how attracted they will be to each other.

In one classic study, Festinger, Schachter, and Back (1959) exam-
ined the development of friendships in a new housing project for married
students. They found that proximity in apartment residences was the
major factor in determining who became friends with whom. Although
the linear distance between two apartment residences was important,
the functional distance was even more important. They found, for exam-
ple, that residents whose apartments were located near entrances or
exits, or near utility rooms, were more likely to interact and become
friends with other residents than were those who did not live near
common areas. Other studies provide additional documentation that
proximity matters. Co-workers become closer to those who work right
next to them than to those who work farther away (Gullahorn, 1952;
Kipnis, 1957; Zander & Havelin, 1960), and students who sit near each
other in class are more likely to become friends than those who sit farther
away (Byrne, 1961; Segal, 1974).

More interesting, however, is the apparent importance of proximity
in mate selection. Studies have demonstrated that people are more likely
to marry those who live closer than those who live at greater distances.
For example, in an examination of 5,000 Philadelphia marriage licenses,
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Bossard (1932) found that many of the couples were already living at
the same address or within a few blocks at the time they applied for
their license (see also, Clarke, 1952). After reviewing all the studies on
the importance of proximity in mate selection, Kephart (1961) states:
“Cherished notions about romantic love notwithstanding, it appears that
when all is said and done, the ‘one and only’ may have a better than
50-50 chance of living within walking distance” (p. 269).

Operationalizing proximity as the actual or functional distance
between two people at one point in time may be an outdated approach
in a society thatis becoming increasingly mobile. As suggested by Monge
and Kirste (1980), a more appropriate conceptualization of proximity
may be psychological distance, which can be thought of as “the oppor-
tunity to communicate.” Viewed in such a way, proximity can be con-
sidered a phenomenon that fluctuates over time. Future studies that
examine the importance of proximity for both the initiation and main-
tenance of relationships may need to take a more flexible approach to
proximity.

A distinction has also been made between two different kinds of
settings that encourage close physical proximity, a “closed field” and an
“open field” (Murstein, 1970). In a closed field, people have little choice
about with whom they interact. For example, the typist in the typing
pool has little choice about who her co-workers are. However, when
she leaves work and goes to a party, she is entering an open field. In
an open field there are many opportunities to interact and begin rela-
tionships, and thus choices have to be made. It is possible that people
differ on whether they are more successful socially in a closed versus
open field. For example, as we shall discuss, people are initially attracted
to others who are physically attractive. Thus, the attractive may well
have the greatest advantage in open fields. The unattractive, on the
other hand, may have better luck developing social relations in closed
fields, where others are forced to get to know them over time.

The simple notion behind the proximity effect is the following:
When people are thrown together, they are likely to interact; when
people interact, they are likely to become attracted to each other. This
has implications for those desiring to expand their social networks or to
find someone to love. It suggests that people must arrange things so
that they will be physically proximate to others—for example, by joining
exercise clubs, by taking night courses, or by attending dances. Fur-
thermore, less attractive people might do well to place themselves in
settings that are closed.

Physical proximity can be considered a necessary but insufficient
condition for attraction to occur between two people. It is an important
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precursor for other personal and situational factors to have an influence
on the attraction process.

Physical Attractiveness

People seem to work harder on their physical appearance when
they are seeking a new lover or spouse. They suddenly lose several
pounds, adopt a new hairstyle, and double the size of their wardrobe.
They know that looks do matter; they, too, are searching for an attractive
catch.

Considerable research has been devoted to the importance of attrac-
tiveness in heterosexual attraction, date selection, and marriage. The
two questions that have received the most attention are: (1) Do people
seek to date the most attractive persons? or (2) do they try to date others
of the same level of physical attractiveness? The data indicate that although
people would like to date the most attractive persons, they are generally
realistic—they generally settle for someone near their own level of
attractiveness.

In a classic study that demonstrated the importance of physical
attractiveness, Walster (Hatfield), Aronson, Abrahams, and Rottman
(1966) held a “college computer dance” and paired men and women
randomly (with the only requirement that the man be taller than the
woman). Each individual’s personality, intelligence, social skill, and
physical attractiveness were measured. It was assumed that men and
women would be attracted to others of approximately the same level of
social desirability—and that all of the preceding factors would be impor-
tant in determining people’s worth. The researchers found, however,
that only physical attractiveness mattered! How much people liked their
dates, wanted to see them again, and actually tried to see them again
was influenced only by how attractive the date was. Similar results were
found in other computer dating studies (Brislin & Lewis, 1968; Tesser
& Brodie, 1971). There was no evidence that daters were willing to
“settle” for “appropriate” partners.

These early computer dating studies, however, are different in a
fundamental way from most dating situations. With the exception of
arranged marriages in traditional societies, people are rarely “assigned”
to date or marry particular others. Instead, people have to ask (and
possibly be rejected) or wait to be asked (and possibly never be asked).
When people are required to choose a dating partner and the possibility
for rejection is made salient, people often do tend to choose someone
of about the same level of physical attractiveness. This has been dem-
onstrated in computer dating studies by Berscheid, Dion, Walster (Hat-
field), and Walster (1971), Huston (1973), and Stroebe, Insko, Thompson,
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and Layton (1971). A high degree of similarity in physical attractiveness
of couples has also been found in natural settings (Murstein, 1972; Sil-
verman, 1971). In summary, people aspire to date those who are most
physically attractive, but assortive mating is pervasive—that is, people
end up with someone of about the same level of physical attractiveness.

Why are the physically attractive preferred? There are several pos-
sible reasons. It may simply be that people have an innate preference
for what is aesthetically pleasing (Valentine, 1962). What is aesthetically
pleasing, however, seems to be greatly influenced by cultural standards.
Attractive persons may also be preferred because it is assumed that
beauty is more than skin-deep. Much experimental evidence exists to
support the physical attractiveness stereotype, “What is beautiful is good.”
People assume that those who are physically attractive possess many
other desirable qualities as well (K. K. Dion, Berscheid, & Walster, 1972;
Miller, 1970). Attractive people may be preferred for yet another reason,
namely, that people hope that their physical attractiveness will rub off.
Many years ago, Waller (1937) stated that there is a prestige value in
being seen with attractive people. This has more recently been verified
by an experiment demonstrating that men are most likely to be rated
positively by outsiders when they are accompanied by a good-looking
woman, and most likely to be rated negatively when they are accom-
panied by an unattractive woman (Sigall & Landy, 1973).

Therapists counsel attractive persons, unattractive persons, and
persons of average appearance. Although unattractive persons probably
have their share of interpersonal problems stemming from physical
appearance (e.g., not being able to get dates, having low self-confi-
dence), they do not have a monopoly on appearance-related problems.
For example, very physically attractive persons (particularly women)
may be more likely to attribute success in heterosexual relations to their
appearance, which might result in a lowered overall self-evaluation (K. K.
Dion, 1982). They may also have problems in being accepted by others
on personal dimensions unrelated to physical attractiveness, which can
lead to disappointing, superficial relationships.

Similarity

People who are similar on physical attractiveness often end up
together. Similarity on other personal characteristics, such as social back-
ground, attitudes, and values, is also important in determining initial
attraction. In one classic study, Newcomb (1961) examined the devel-
opment of friendships in a group of college men who were given free
housing in return for completing questionnaires on their friendship
choices and attitudes. After the men had time to become acquainted, it
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was found that mutual liking was greatest among those who had similar
attitudes and beliefs. In a succession of laboratory experiments con-
ducted by Byrne (1971) and his colleagues, it was found that the greater
the proportion of attitudes expressed by a stranger that were similar to
the subject’s, the more liking the subject expressed for the stranger. In
addition, evidence in naturalistic settings suggests that friends and mar-
ried couples tend to come from similar backgrounds, similar family rela-
tionships, and have similar attitudes and values (Burgess & Wallin, 1943;
Kandel, 1978).

Why are people attracted to similar others? There is one very simple
explanation: People are more likely to live, work, and play near others
who share their background, values, attitudes, hobbies, and so on—in
other words, proximity. Another explanation is that similarity is rein-
forcing because it provides validation for people’s beliefs and attitudes.
Still another explanation is that similarity affects people’s beliefs about
the probability of being liked—people assume that similar others will
like them.

It is also possible for similarity to be a consequence rather than a
cause of attraction—that is, attraction can lead to actual and/or perceived
similarity. Evidence does exist to support the attraction—perceived sim-
ilarity link. In fact, it has been found that husbands and wives tend to
overestimate how similar they actually are to each other (Byrne & Blay-
lock, 1963; Levinger & Breedlove, 1966). Whether husbands and wives
actually do become more similar to each other, however, is less clear.
Early studies found either no evidence that this occurred (Hoffeditz,
1934; Hunt, 1935) or mixed evidence (Newcomb & Svehla, 1937; Schooley,
1936). However, more recent studies suggest that actual similarity between
husband and wife may increase for at least some couples. In a reanalysis
of an earlier longitudinal study by Kelly (1955) of husbands and wives,
it was found by Uhr (cited in Barry, 1970) that happy couples became
more similar whereas unhappy couples became more dissimilar over 18
years of marriage. In a cross-sectional study by Ferreira and Winter
(1974), couples who had been married for 3 years or more were more
likely to express spontaneous agreement on various issues than couples
who had been married less than 3 years. This was found, however, only
for couples who did not have emotional or psychiatric problems. There
is also evidence that couples may come to be more similar to each other
in neuroticism (Kreitman, Collins, Nelson, & Troop, 1970; Nelson, Col-
lins, Kreitman, & Troop, 1970).

Although the evidence suggests that people generally seem to pre-
fer to associate with similar others, people may sometimes prefer dis-
similar others. In marriage, people may be attracted to those who
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complement their needs and personalities (Kerckoff & Davis, 1962; Winch,
1952). For example, dominant people may be attracted to those with
submissive personalities. People may also differ in their need to be
around similar versus dissimilar others. Snyder and Fromkin (1980) have
proposed that people differ in their need to be distinguished from other
people, and have developed a scale to measure this desire for unique-
ness. They define uniqueness as “a positive striving for differences rel-
ative to other people” (Snyder & Fromkin, 1977, p. 518). In one
experiment, they found that those who were high in need for uniqueness
were more likely to react negatively to finding out that they were similar
to other college students (Snyder & Fromkin, 1980).

Other Factors Important in Determining Attraction

There are many other factors in addition to proximity, physical
attractiveness, and similarity that are important in determining how
attracted people are to others. It helps, for example, if the others are
competent (Solomon & Saxe, 1977) and have pleasant personalities (M. F.
Kaplan & Anderson, 1973). But perhaps one of the most important
determinants of attraction is reciprocal liking—people like others who
like them (Mettee & Aronson, 1974; Newcomb, 1961). This is knowledge
that anyone who feels deprived of love can use to his or her benefit. As
the philosopher Hecato put it in the second century B.C.:

I will show you a love potion without drug or herb or any witch’s spell; if
you wish to be loved, love.

INITIATING THE RELATIONSHIP

We have discussed several important determinants of initial attrac-
tion. But how do relationships actually get started? How and where do
people meet? These questions have been explored only recently.

Evidence suggests that many of our relationships begin with an
introduction provided by a same-sex friend. In a study of East Carolina
University students, Knox and Wilson (1981) found that one-third of the
college students met their dating partners through a friend. This sug-
gests that the best way of meeting someone of the opposite sex is to
establish relationships with same-sex friends. Those couples who were
not introduced often met in such commonplaces as parties, work, and
classes.

Similar results were found in a study by Marwell, McKinney,
Sprecher, Smith, & DeLamater (1982) at the University of Wisconsin.
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The researchers asked a random sample of college sophomores to think
of their most recent “couple” experience with someone of the opposite
sex. The students were then asked a set of questions about when they
first saw the other, how they met him or her, and what activities they
were involved in at the time. Results indicate that couples often met at
such common places as classes, parties, or work—or were introduced
by a friend. Marwell and his colleagues argue that what is critical for
the initiation of heterosexual relationships are legitimating factors—factors
such as sharing a class or being introduced by someone. These legiti-
mating factors help to overcome socially specified barriers to interactions
between strangers.

Sometimes, however, people do meet opposite-sex individuals in
ways considered somewhat less legitimate—for example, they may be
picked up at single bars. Perper and Fox (1981) spent 2 years observing
how people meet for the first time in singles bars, college pubs, or other
public settings. For a total of 350 hours they observed over 500 couples
make initial contacts. They also interviewed some men and women on
what happened when they either tried to pick someone up or were
picked up. The researchers found that the pickup can be characterized
by steps of escalating flirtatious behaviors, often initiated by the female.
Approach is the first step. One person (usually the female) acknowledges
the presence of the other. If the other is also interested, the acknowl-
edgment is returned. Then the two people begin to synchronize their
body movements—for example, they make take on identical postures
or lift drinks at the same time. Finally, touching occurs. This is often
initiated by the woman, and is the most obvious sign of interest. The
touching is either acknowledged by the other, or the interaction begins
to wane. From the personal interviews, the researchers discovered that
women were more aware than men of what goes on during the pickup.

How RELATIONSHIPS GROW

Once people get involved in relationships, their problems are far
from over. Many people complain of relationships that lack honest and
open communication, relationships full of conflict, strife, and frustration,
relationships that do not seem to go anywhere. Relationships can simply
exist, or they can be exciting intersections between two unique individ-
uals. According to some theorists (Kelley, Berscheid, Christensen,
Harvey, Huston, Levinger, McClintock, Peplau, & Peterson, 1983), inter-
dependence is critical for close relationships. We shall explore those
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actions that can lead the lives of two people to become more and more
intertwined.

SELF-DISCLOSURE

A central theme of many love stories is that lovers attempt to
“know” each other. Pope (1980) describes how important knowledge of
each other is for lovers:

They sought a knowledge of not only what made the beloved human but
also of what made him or her different from all other humans. They acquired
a knowledge not only of the head but also of the heart and body. (p. 8)

To gain knowledge about the other is important not only for lovers,
but also for close friends and family members. Mutual self-disclosure is
the means by which this knowledge is gained. Self-disclosure has been
defined as “the act of making yourself manifest, showing yourself so
others can perceive you” (Jourard, 1971).

Altman and Taylor (1973) have written about the importance of
self-disclosure for the growth of intimate relationships. They describe
the personality as an onion, with different layers of skins that need to
be peeled in the process of self-disclosure. The outer layers are superficial
items, such as biographical information. The inner layers contain that
which is most critical to the person, involving “basic core feelings about
life, trust in others, and the nature of one’s self-image” (p. 17).

According to these theorists, as relationships grow, self-disclosure
is likely to increase in both breadth and depth. Breadth refers to the
number of surface areas that something is revealed, and depth refers to
how far the penetration proceeds to the basic core feelings in each area.
People move to greater self-disclosure and intimacy in relationships only
if it is rewarding to do so.

Altman and Taylor (1973) describe the stable exchange of self-dis-
closure achieved in very few intimate relationships:

Stable exchange: Achieved in only a few relationships, stable exchange con-
tinues to reflect openness, richness, spontaneity, and so on in public areas. . . .
Dyad members know one another well and can readily interpret and predict
the feelings and probable behavior of the other. . . . For the first time, per-
haps, there is a considerable richness of communication in the central core
areas and a high degree of mutual spontaneity, permeability, and dyadic
uniqueness. In addition to verbal levels, there is a great deal of exchange of
nonverbal and environmental behaviors, movements, touching, and so one.
They are more willing to allow each other to use, have access to, or know
about very private apparel and belongings. (pp. 136-141)
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Much research has documented that self-disclosure tends to be
reciprocal (for a review, see Chelune, 1979). One relationship for which
this may be an exception, however, is that between the therapist and
the client. The client is expected to self-disclose, the therapist to listen
and give advice. (For exceptions to this model, see Doster & Nesbitt,
1979.)

The norm of reciprocity in self-disclosure may change at different
stages of the relationship. Altman (1973) has suggested that the obli-
gation to immediately reciprocate self-disclosure is more important in
early stages of a relationship when mutual trust and respect are being
developed. At later stages of the relationship, when mutual trust is well
established, self-disclosure reciprocity can become less important. In
support of this contention, it has been found that reciprocity of self-
disclosure is higher among strangers than spouses (Morton, 1978) or
friends (Derlega, Wilson, & Chaikin, 1976).

Altman and Taylor’s self-disclosure theory assumes that self-dis-
closure precedes love. However, it is also possible that love generates
greater self-disclosure. A recent study explored whether love is more
predictive of the development of self-disclosure than is self-disclosure
of the development of love. In the two-wave panel study of over 300
college students, it was found that romantic love led to self-disclosure
for women, but self-disclosure led to romantic love for men (Adams &
Shea, 1981). In general, and disregarding the causal direction, evidence
indicates that self-disclosure in the relationship is related to love feelings
(Rubin, Hill, & Peplau, 1980) and to satisfaction with the relationship
(Blood & Wolfe, 1960; Jorgenson & Gaudy, 1980; Hendrick, 1981;
Komarvsky, 1962; Levinger & Senn, 1967).

There is some partial evidence to suggest that too much self-dis-
closure may not always be good for relationships. When people are first
getting acquainted, the person who confides information about skeletons
in the family closet or about personal problems may be seen to be very
peculiar indeed (for a review, see Kleinke, 1979). Later in the relation-
ship, too much self-disclosure may result in difficulties in a relationship
because partners become bored with each other or begin taking each
other for granted. Evidence for a curvilinear relationship between self-
disclosure and satisfaction in marriage has been found by Cutler and
Dyer (1965), Gilbert (1976), and Shapiro and Swensen (1969).

One interesting question therapists often face is: Should intimates
disclose things that might upset their relationship? For example, should
a husband admit to his wife that he had a casual affair while on a business
convention? Many theorists have argued that some things are best kept
undiscussed. Goffman (1959) suggests that there are things that should
not be revealed because it might be too costly to the self-discloser and/
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or might hurt the recipient of the information. However, compelling
data suggest that unhappiness in intimate relationships is related to
suppressed negative feelings (Gilbert, 1976). There is obviously no
straightforward answer, but in practice we have found that in families
there are no “secrets”—but there is sometimes confusion. When people
disclose their deepest feelings, the disclosures usually turn out not to
be so lethal as they had supposed. Self-disclosure is risky. In casual
encounters one must often be false to oneself. But in intimate relation-
ships, it is a risk worth taking.

EVERYDAY EXCHANGES

As two people become closer, they also become increasingly inter-
dependent. Characteristic of close relationships is a high degree of
exchange. Intimates exchange not only confidences but a wide variety
of things including love, sex, money, helping favors, and emotional
support. Recently, social psychologists have tried to examine the exchange
process in intimate relationships. In studies by Hatfield, Traupmann,
Sprecher, Greenberger, & Wexler (1981), couples were asked about the
level of give-and-take in the following areas.

Personal concerns: How attractive were they and their partners?
How sociable? How intelligent? Emotional concerns: How much liking
did they express for one another? How much loving, understanding,
and acceptance? How much sexual pleasure did they give and get? Were
they faithful? Were they committed to one another? Did they respect
their partner’s needs for freedom? Day-to-day concerns: How much of
the day-to-day maintenance of the house did they and their partners
do? How were finances handled? What was the situation with compan-
ionability; conversation; decision making; remembering special occa-
sions? Did they fit in with one another’s friends and relatives? Opportunities
gained and lost: How much did they gain simply from going together or
being married? (For example, how much did they appreciate the chance
to be married; to be a parent or a grandparent; or to have someone to
grow old with?) What opportunities had to be forgone?

In these studies, men and women were asked how fair they thought
their relationships were. Were they getting more than they felt they
deserved, just about what they deserved, or less than they thought they
had coming from the relationship?

It has been found that, in general, equitable (fair) relationships are
happy, satisfying, and growing relationships. However, when the
exchange is unbalanced and participants report that things are grossly
unfair, both participants are likely to be unhappy with the state of affairs.
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Those who are getting more than they feel they deserve experience, not
delight, but guilt. Those who are getting far less than they deserve feel
angry. In general, both are motivated to set things right.

CONEFLICT

A distraught newlywed woman cries to her therapist, “My husband
doesn’t love me anymore. He yelled at me this morning. What am I to
do?” The therapist may well reassure her that conflict is an integral part
of intimacy. In close relationships, people have intense feelings about
each other—both positive and negative. Having negative feelings or
experiencing conflict is not necessarily a sign that the relationship is
about to end, but may actually suggest the contrary. Most theorists state
that the opposite of love is not hate, but indifference.

That negative feelings are an integral part of intimate relationships
is evidenced by several recent studies. In one study, college students
were asked to report their most recent outbreak of anger. The first most
frequently mentioned source of outbreak was a family member or rel-
ative, and the second most frequently mentioned was a lover (Fitz &
Gerstenzang, 1978). In another study, lovers were most likely to be
named as the source of feelings of depression (Berscheid & Fei, 1977).

Braiker and Kelley (1979) found conflict to be typical among married
couples. Husbands and wives were asked to independently complete a
questionnaire about four different stages of their relationship: casual
dating, serious dating, engagement, and marriage. The questions were
about attitudes, feelings, and behaviors they may have experienced in
each stage of the relationship. The researchers found that as the rela-
tionship developed over time, the partners became increasingly inter-
dependent at several different levels—emotionally, behaviorally,
normatively, and even in personal characteristics and attitudes. The
researchers found not only a large increment in interdependence as the
couple became more serious, but also an increase in conflict. The couples
were more likely to feel angry, communicate negative feelings, argue
with each other, and try to change bothersome aspects of the other in
the serious dating stage and later than in the early, casual dating stage.
Interestingly, the researchers found no correlation between the level of
love and interdependence and the level of conflict. That is, couples who
reported conflict were just as likely to feel love and commitment toward
each other as those who did not report conflict.

Kelley (1976) and others have pointed out the importance of the
attribution process during interpersonal conflict. According to attribution
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theory (Heider, 1958; E. E. Jones & Davis, 1965; Kelley, 1967), people
attribute their own behavior and the behavior of others to various
sources—to the person, to circumstances, to the situation. Evidence
suggests that people are generally biased in their attributions, and this
tendency may be particularly aggravated in interpersonal conflict. More
specifically, people are likely to attribute the actions of the other to
personality characteristics and dispositions, but attribute their own actions
to situational causes (Heider, 1958; Ross, 1977).

This actor-other discrepancy has been found in investigations of
intimate relationships. Orvis, Kelley, and Butler (1976) found that mem-
bers of close relationships tended to attribute their partner’s behavior
to such stable dispositions as traits, whereas they attributed their own
behavior to such unstable causes as judgments or environmental states.
Perhaps if couples become more aware of this bias in how they make
attributions, they can prevent conflict from escalating to unmanageable
levels.

In an insightful article on conflict in close relationships, Braiker
and Kelley (1979) discuss ways in which conflict can, in fact, facilitate
growthin close relationships. Some of these ways include: (1) Expressing
conflict may lead the couple to devote thought to the relationship. This
increased thought about the relationship may actually result in the cou-
ple coming to realize that they are more important to each other than
originally realized. (2) Expressing conflict may also allow the couple to
come to a new definition of the relationship, with new norms and goals.
(3) In the process of resolving the conflict, the couple may come to see
their relationship as unique and special.

The authors admit, however, that conflict may not always be a
constructive experience; it may also have many destructive effects on
the relationship.

The escalation that is characteristic of open conflict often lays bare basic

disagreements—differences at the higher levels of interdependence—that

might have remained implicit had the interaction remained at the concrete

level of specific behaviors. The two persons may realize that they have not

only specific conflicts of interest but also basic and perhaps irreconcilable
differences in moral principles and human values. (p. 163)

How AND WHY RELATIONSHIPS END

Sometimes relationships fail. Conflict may escalate until it appears
that there can be no reconciliation in the relationship. Or, the imbalance
of exchange may become so inequitable that the participants feel indif-
ferent and lack motivation to try to set things right again. Every day
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people fall out of love, break engagements, and get divorces. Therapists
are frequently faced with couples who are deciding whether or not to
finally break up their relationship. However, other relationships exist
that endure and continue to grow over a lifetime. Why do some rela-
tionships work, whereas others do not?

To examine breakups among dating couples, Rubin and his col-
leagues (Hill, Rubin, & Peplau, 1976; Rubin, Peplau, & Hill, 1981; Stewart
& Rubin, 1976) interviewed 231 dating couples in the Boston area, and
then followed them up after a 2-year period. By that time, 103 couples
had split up, 65 were still dating, 9 were engaged, 43 were married, and
11 could not be reached. In examining the dating partners’ original
questionnaires, it was found that those couples who reported higher
love feelings for their partner at Time 1 (1972) were more likely to be
together at Time 2 (1974). However, whether the couple had engaged
in sexual intercourse or had lived together did not affect whether the
couple was still living together 2 years later.

The study did find that similarity of the two partners on some
dimensions was related to whether the couple remained together. In
particular, similarity on age, education, intelligence, and physical attrac-
tiveness was important in predicting the success of the relationship.
However, similarity (or dissimilarity) on religion, sex-role attitudes, and
desired family size was not seen to matter.

One intriguing factor that was found to be related to breakups was
the man’s need for power. Couples in which the man had a high need
for power (as measured on TAT cards) were much more likely to break
up than couples in which the man had a lower need for power. On the
other hand, need for power in women was not found to be associated
with breaking up (Stewart & Rubin, 1976).

Most of the breakups were not mutual. Furthermore, people were
likely to say that they were more interested than their partner in breaking
off the relationship. This can be interpreted as a strategy to protect one’s
self-esteem. By combining the men’s and women’s independent reports,
the researchers determined that women were more interested in break-
ing up in 51% of the couples, the men in 42%, and that there was mutual
interest in 7% of the couples. Other evidence also suggests that females
are more likely to initiate breakups (Hill, 1974).

The researchers had speculated that in our society men tend to fall
in love more readily than women, and that women fall out of love more
readily than men. Thus, it was expected that breaking up would be a
more traumatic experience for men than for women. Indeed, it was
found that men were more likely to feel depressed and lonely after the
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breakup than were women. As suggested by Goethals (1973; cited in
Rubin et al., 1981):

The notion that the young adult male is by definition a heartless sexual
predator does not bear examination. In point of fact some of the most acute
cases of depression I have ever had to deal with occurred in attempting to
help young men with their betrayal by a young woman in which they had
invested a great deal and who had, as the relationship developed, exploited
them rather ruthlessly. (p. 94)

Whether the man or the woman initiated the breakup also influ-
enced whether or not the couple remained friends. If the man broke up
the relationship, the couple was likely to remain casual friends. On the
other hand, if the woman broke up the relationship, this was much less
likely to be so.

Other than the study by Rubin and his colleagues, very little research
has examined the process of relationship breakdown. However, some
theorists have speculated on what happens during relationship disso-
lution. Taking a social psychological perspective on marital dissolution,
Levinger (1979) suggests that relationships break up when there is a
shift in the perceived rewards and costs of the relationship. That is, the
rewards in the relationship become fewer, the costs greater. Further-
more, attractive alternative states (e.g., being alone, beginning a new
relationship) can be a threat to the relationship.

More recently, Duck (1982) discusses several reasons why rela-
tionships can break down.

1. Personal factors. There may be certain characteristics of individ-
uals that make them unsuccessful at maintaining relationships. For
example, the personality trait of neuroticism has been found to be related
to high levels of marital disruption (Bloom, Asher, & White, 1978). Age
and sex have also been found to be important. Females seem more likely
than males to fall out of love (Hill et al., 1976; Rubin et al., 1981), and
young people are more likely to have unstable relationships than older
people (Duck, Miell, & Gaebler, 1980; Foot, Chapman, & Smith, 1980).

2. Exterior influences. These include circumstantial events (such as
the relocation of one partner) or the effect of other people (a rival) on
the relationship. These exterior influences can actually be the cause of
the relationship breakdown, or may just be the last straw or an “excuse”
to dissolve a relationship that is actually falling apart for other reasons.

3. Processual/behavioral/management features. In order for a relation-
ship to exist, the participants must have a certain amount of social skill.
For example they must be able to express their feelings, maintain an
equitable exchange, and self-disclose an appropriate amount. To the
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extent that these features break down in the relationship, the relation-
ship may also be likely to break down.

4. Emergent properties of the relationship. Sometimes the relationship
can break down because of relationship properties. For example, a rela-
tionship could be too intense for one or both partners—or not intense
enough. The partners may find that there is not enough similarity between
the two of them—or too much similarity. Or, they may disagree on the
future of the relationship.

LONELINESS

We have described how relationships begin, grow, and dissolve.
At every stage of a relationship, loneliness can be experienced. Lone-
liness can be the impetus for people to begin relationships, but people
enmeshed in relationships are certainly not immune to this unpleasant
experience. It may be during particularly stressful conflicts in a rela-
tionship that each partner, focusing on his or her own pain and bitter-
ness, feels the most loneliness. Indeed, the evidence indicates that
dissatisfaction with one’s intimate relationships is positively related to
feeling lonely. In one study of senior citizens, it was found that marital
dissatisfaction was related to feeling loneliness (Perlman, Gerson, &
Spinner, 1978). In another study conducted with freshman college stu-
dents (Cutrona, 1982), dissatisfaction with friendships, dating relation-
ships, and family relationships were all associated with loneliness
experienced during the first year on a large college campus. Dissatis-
faction with current friendships was found to be the most important
predictor of student loneliness.

Loneliness has only recently been subject to theorizing and empir-
ical research.

WHAT Is LONELINESS?

Loneliness has been defined by Perlman and Peplau (1981) as an
unpleasant experience that results when there is a discrepancy between
one’s expectations about social relationships and what actually occurs.
In particular, when there is a deficit in social relations, either quanti-
tatively or qualitatively, the person may experience loneliness. Perlman
and Peplau (1981) further define loneliness as a subjective phenomenon
(being alone is not synonymous with being lonely) that is unpleasant
and distressing. The most frequently used scale to measure loneliness
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is the UCLA Loneliness Scale (Russell, Peplau, & Ferguson, 1978). It
consists of 20 items such as “I feel starved for company,” “I lack com-
panionship,” and “I am unhappy being so withdrawn.” Research indi-
cates that the scale is reliable and valid.

WHO ARE THE LONELY?

Everyone can experience loneliness at some point. Research on
loneliness, in fact, is starting to gain momentum because of the aware-
ness of just how widespread it is.

According to recent research, however, there may be certain types
of people who are prone to experience loneliness. Although the ster-
eotype is of the lonely elderly person, large-scale surveys suggest that
loneliness may actually be more common in youth. Adolescents tend to
report the highest levels of loneliness and older age groups the lowest.
This was found in a study by Rubenstein and Shaver (1982) of persons
throughout the country ages 18 to 87, and in other studies as well (Fidler,
1976; Parlee, 1979; Woodward & Visser, 1977).

It is not yet fully understood why loneliness is more common
among younger people, since they generally have more social oppor-
tunities. One hypothesis is that they may have high and unrealistic
expectations about social relations that would lead them to experience
loneliness. Another possible explanation is that younger people may be
more willing to acknowledge such negative feelings as loneliness (Peplau
et al., 1982).

Other research has also disproved common notions about who the
lonely are. In a survey by Rubenstein and Shaver (1982), geographic
mobility was not found to be related to loneliness. In a study of loneliness
in middle-age women (Paloutzian & Ellison, 1982), it was expected that
women living in large urban cities would experience greater loneliness
than women living in rural areas, and that women who were home-
makers would experience greater loneliness than working women. Sur-
prisingly, loneliness was found to be unrelated to both the size of the
city the women lived in and whether or not she worked.

THE EXPERIENCE OF LONELINESS

What is it like to be lonely? Rubenstein and Shaver (1980) published
a questionnaire on loneliness in several newspapers around the country.
The respondents were asked to indicate how loneliness feels by indi-
cating to what degree they experienced 27 different possible negative
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feelings such as desperate, sad, empty, uneasy, angry, and insecure.
After factor analyzing the responses, the researchers found the following
major factors: (1) desperation; (2) depression; (3) inpatient boredom; and
(4) self-deprecation.

Other investigators have also found that the experience of loneli-
ness is related to negative feelings about the self or others. In a study
of adolescents, Brennan and Auslander (1979) found that loneliness was
related to self-pity, feeling rejected by parents, and feeling unpopular
among peers. In a study of college students, Russell, Peplau, and Cutrona
(1980) found that lonely students had low self-esteem, were unassertive,
and were sensitive to rejection. Several other studies have also found
loneliness to be related to low self-evaluation and to such negative feel-
ings as pessimism, social alienation, hostility, mistrust of others, and
lack of control (Barrett & Becker, 1978; Jones, Freemon, & Goswick, 1981;
Jones, Hansson, & Smith, 1980).

How do people react to their loneliness? Rubenstein and Shaver
(1980), in the study described earlier, also examined this question. They
asked in their newspaper questionnaire, “When you feel lonely, what
do you usually do about it?” Twenty-four possible behaviors were listed.
It was found that the most common responses were reading, listening
to music, and calling a friend. A factor analysis of the responses yielded
four factors. The first, called “sad passivity” by the researchers, con-
tained behaviors related to self-pity: cry, sleep, sit and think, do nothing,
overeat, take tranquilizers, watch television, drink, or get “stoned”. The
second, called “active solitude”, contained such behaviors as study or
work, listen to music, and go to movies. The third factor involved behav-
ior related to spending money, and the final was seeking out social
contact.

PRECIPITATING FACTORS

In addition to the personal factors (i.e., age) mentioned earlier as
being related to loneliness, several antecedent factors of loneliness have
been defined. In fact, a distinction has been made between predisposing
factors, such as characteristics of the individual, and precipitating factors,
which are events that actually lead to the onset of loneliness (Perlman
& Peplau, 1981). We shall describe some of these precipitating factors
as discussed by Perlman and Peplau (1981).

Precipitating factors to the experience of loneliness usually involve
changes for the individual—either in the individual’s actual, or desired,
social relations.
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Changes in one’s actual social relations can occur because close
relations terminate, either through death or divorce. Studies indicate
that widowhood, divorce, and even the breakup of dating relationships
are associated with feelings of loneliness (Gordon, 1976; Hill et al., 1976;
Lopata, 1969; Weiss, 1973). Changes can also occur when there are phys-
ical separations. Some research indicates that people who move are
subject to feelings of loneliness (Weiss, 1976), although evidence also
indicates that people adjust quite rapidly and make new friends (Rub-
enstein, Shaver, & Peplau, 1979). Changes in one’s actual social relations
can also occur because of a status change. When people go through
significant role changes—Ilosing their job or retiring, getting a promotion,
having children leave home, entering parenthood—they can experience
loneliness (see Bart, 1979; Dickens & Perlman, 1981; Rubenstein, 1979).

Changes occur not only in one’s actual social relations, but also in
the desire for social relations. An increase in desire for social relations
that is not matched by actual changes is likely to precipitate the feeling
of loneliness. There are several situational factors that can influence an
individual’s desire for social relations. It has been found that people
seem very desirous of being around others when they are anxious. In
a classic experiment by Schachter (1959), it was found that when subjects
believed they were going to receive very painful electric shocks (high-
anxiety condition), they were more likely to want to wait with others
(vs. alone) than when they thought they were going to receive only
painless shocks (low-anxiety condition). People may also want to be
around people when they need to compare themselves to others in
order to evaluate themselves on attitudes, values, and skills (Festinger,
1954).

People who experience loneliness also try to determine the precip-
itating factors—that is, they tend to make attributions for their loneli-
ness. The types of attributions that are formed are important for how
the individuals react to their loneliness.

Researchers applying attribution theory to loneliness have used the
theoretical work of Weiner and his colleagues (Weiner, Russell, & Ler-
man, 1978). According to Weiner’s model, causal attributions can be
classified on two major dimensions: locus of causality (internal vs. exter-
nal) and stability (stable vs. unstable). More recently, Weiner has added
a third dimension, controllability—that is does the individual have con-
trol over his or her behavior? Michela, Peplau, and Weeks (1981) exam-
ined the reasons students gave for their loneliness. When the students
attributed loneliness to stable and internal (personal) characteristics (e.g.,
being physically unattractive) or to stable characteristics of the situation,
they were more likely to feel pessimistic and hopeless about the future.
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It has also been found that when attributions are made to stable indi-
vidual characteristics, the individuals are likely to feel depression (Bragg,
1979; Peplau, Russell, & Heim, 1979).

COPING WITH LONELINESS

How can therapists help distressed individuals deal with their lone-
liness? First, there can be intervention into the attributions made for
loneliness. It has been found that people are more likely to attribute
their loneliness to personal factors than to the situation (Peplau et al.,
1979). This may result in lowered self-esteem and a helplessness about
the future. Thus, lonely people should be taught to focus on situational
or cultural factors that might have caused their loneliness.

If the individual is suffering from a social deficit, the therapist can
help the client pinpoint what kind of deficit it is. Are close romantic
relationships needed, or a wider social network of casual friends?
Although lonely people are most likely to say that they need “one special
person” (Rubenstein & Shaver, 1982), a loneliness treatment proposed
by Young (1982) suggests that individuals should go through stages of
commitment to others. In particular, he suggests six stages:

. To overcome anxiety and sadness about spending time alone.

. To engage in activities with a few casual friends.

. To engage in mutual self-disclosure with a trustworthy friend.

. Tomeeta potentially intimate, appropriate partner (usually of the opposite
sex).

5. To begin to develop intimacy with an appropriate partner, usually through

disclosure and sexual contact.
6. To make an emotional commitment to an appropriate partner for a rela-
tively long period of time. (p. 391)

B W N =

If the actual social contact cannot be altered, the therapist can help
the client change the desired level of social contact.

GENDER DIFFERENCES IN LOVE AND INTIMACY

Often men’s and women’s descriptions of what goes wrong in their
relationships can be reduced to a single problem—men and women seem
to want very different things out of love and intimate relationships. Here
we shall review what social psychologists know about such gender dif-
ferences, focusing on gender differences in four areas: (1) concern with
love; (2) concern with sex; (3) desire for intimacy; and (4) desire for
control.
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CONCERN WITH LOVE

According to folklore, women are more concerned than men with
love. Theorists seem to agree that women are intensely concerned with
love, whereas men experience more muted feelings (see, e.g., Langhorn
& Secord, 1955; Parsons, 1959; Parsons & Bales, 1955).

What do the facts say? The data suggest that the facts are more
complicated than one might expect: Men and women seem to differ in
how much they love, but the direction of the difference seems to depend
on how love is conceptualized and measured.

Hatkoff and Lasswell (1979) argue that men and women differ in
the way they conceptualize love. They interviewed over 500 males and
females from several different ethnic and age groups. They concluded
that men were more likely to experience romantic love (eros) and self-
centered love (ludis). Women, on the other hand, were more likely to
experience obsessive, dependent love (mania), companionate love
(storge), and logical, sensible love (pragma).

Other studies have focused on gender differences in the experience
of one specific type of love. Romantic love has frequently been examined.
The finding of Hatkoff and Lasswell (1979) that men are more romantic
than women has also been verified in several other studies. For example,
Hobart (1958) asked 923 men and women to complete a romanticism
scale. The scale included such items as: “Lovers ought to expect a certain
amount of disillusionment after marriage” (scored, of course, in a neg-
ative direction) and “To be truly in love is to be in love forever.” Hobart
found that men had a considerably more romantic view of heterosexual
relationships than did women. More recently, social psychologists have
replicated Hobart’s work and found much the same thing—men are still
more romantic than women (K. L. Dion & Dion, 1973, 1979; Knox &
Sporakowski, 1968; Rubin, 1973). Most of these studies, however, dealt
with young dating couples. In one study of married couples (Reedy,
Birren, & Schaie, 1976), it was found that married women were some-
what more romantic than married men.

A romanticism scale is a way of measuring a set of ideological
beliefs. Other researchers have asked people directly about their roman-
tic love experiences—how soon in relationships they fall in love, how
frequently they fall in love, and so on. For example, Kanin, Davidson,
& Scheck (1970) interviewed 700 young lovers. “How early,” they asked,
“did you become aware that you loved the other?” Whereas 20% of the
men fell in love before the fourth date, only 15% of the women fell in
love that early. At the other extreme, only 30% of the men, but a full
43% of the women, were not sure if they were in love by the 20th date.
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Men seemed willing to fall headlong into love; women seemed far more
cautious about getting involved. In another study, Hill et al., (1976)
asked dating partners to rate how important various factors had been
as reasons for entering the dating relationship. Men were more likely
than women to rate “desire to fall in love” as important. Kephart (1967)
asked 1,000 college students the following question: “If a man (woman)
had all other qualities you desired, would you marry this person if you
were not in love with him (her)?” A full 65% of the men said no, but
24% of the women said no. However, in a more recent study (Adler &
Carey, 1980), 86% of the men and 80% of the women said they would
not marry without love. Final evidence that men may be more romantic
than women comes from a computer dance study by Coombs and Ken-
dell (1966). It was found that women were less impressed than men
with the date to whom they had been randomly matched. Fifty-two
percent of the women and 38% of the men reported absolutely no roman-
tic attraction for their computer-matched date. Conversely, 19% of the
men, but only 7% of the women, reported strong romantic attraction.

Other researchers have focused on interviewing men and women
about the intensity of love feelings they actually experience in their
relationships. This research has focused more on mania, or passionate
love. Contrary to the evidence presented here that suggests that men
may be more romantic than women (at least before marriage), research-
ers have found that women experience the euphoria and agony of love
and romance more intensely than do men. For example, Kanin et al.
(1970) asked men and women to describe how they felt when they were
in love—for example, to what extent they experienced such love reac-
tions as “felt like I was floating on a cloud,” “had trouble concentrating,”
and “felt giddy and carefree.” In this study, it was found that women
appeared to be more passionate. Women experienced the symptoms of
passionate love with greater intensity than did men. Similar results were
also found by K. L. Dion and Dion (1973). But although women seem
to experience more of the “symptoms” of passionate love, both men and
women seem equally likely to say that they “passionately love” their
partner (Sprecher, 1980; Traupmann & Hatfield, 1981).

Many researchers have measured romantic love via the Rubin Love
Scale. In the original study by Rubin (1973), no differences were found
between men and women in how much romantic love was expressed.
Other studies have also found no differences between men and women
on romantic love measured on Rubin’s scale (Black & Angelis, 1974;
Cunningham & Antill, 1980; Sprecher, 1980).

Finally, how much companionate love is experienced in the rela-
tionship has been examined. In studies by Sprecher (1980) and
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Traupmann, Hatfield & Wexler, (1983), it has been found that women
companionately love more than men.

In summary, there seems to be no simple answer to the question
whether men or women are more loving. Men tend to have a more
romantic view of love; women seem to experience the euphoria and
agony of love more intensely. Both men and women seem to report
equal amounts of passionate love, but women seem to love more
companionately.

CONCERN WITH SEX

According to several theoretical perspectives, men and women
differ in their enthusiasm for sex—with men being the more enthusiastic
gender. According to the sociobiological perspective (which argues that
sexual activity is determined primarily by genes, hormones, and anat-
omy), men are genetically programmed to seek out sexual activity and
women to set limits on it. According to a cultural-contingency perspec-
tive (which argues that sexual behavior is learned), because it is a man’s
world, men have been encouraged to express themselves sexually whereas
women have been punished for doing so. But regardless of theorists’
debates as to why men and women may differ in their enthusiasm for
sex, there is general agreement that they do. But what do the data say?

In the earliest sex research, scientists found fairly sizable gender
differences. In more recent research, investigators find that although
some gender differences still exist, they are no longer very strong. Gen-
der differences have begun to narrow or disappear.

Gender Differences in Responsiveness to Erotica

Early research supported the traditional assumption that it is men
who are most interested in erotica. Kinsey (Kinsey, Pomeroy, & Martin,
1948; Kinsey, Pomeroy, Martin, & Gebhard, 1953) found that the women
in his sample were unlikely even to have been exposed to erotica. Even
when both sexes were familiar with such literature, men reported being
more aroused by it than women. For example, 47% of the men had been
aroused by erotic stories; only 14% of the women reported such arousal.

Recently, however, researchers have begun both to ask men and
women about their feelings and to get objective measures of their phys-
iological arousal in response to pornography. In such studies, research-
ers generally find that there are few, if any, gender differences in
responsiveness. For example, Veitch and Griffitt (1980) found no gender
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differences in response to literary erotica. In fact, some data suggest that
explicit portrayals of sexual activity may evoke equal or greater erotic
responsiveness in women than in men. Heiman (1977) observed that
both men and women found audiotapes of exclusively “romantic”
encounters less arousing than audiotapes describing either romantic-
erotic or exclusively erotic sexual encounters. Women actually rated the
explicitly erotic audiotapes as more arousing than the men did. Heiman
found no sex differences on physiological measures of sexual arousal.

Eagerness to Initiate Sexual Activity

In Kinsey’s day, a double standard existed. Men were allowed, if
not encouraged, to get sex whenever and wherever they could. Women
were supposed to save themselves for marriage. In light of such double
standards, it was not surprising that men were more likely to initiate
sex, and women to resist sexual advances (see Baker, 1974; Ehrmann,
1959; Kaats & Davis, 1970; Reiss, 1967; Schofield, 1965; Sorenson, 1973).

Recent evidence suggests that traditional standards, although
changing, are not yet dead. Contemporary college students reject a sex-
ual double standard (Hopkins, 1977; Komarovsky, 1976; Peplau, Rubin,
& Hill, 1976). Yet the existence of a new single standard does not seem
to have changed things much—it is still men who are the sexual initi-
ators, women who are the limit setters (McCormick, 1979). In a recent
study, Peplau, Rubin & Hill (1977) found that, among unmarried stu-
dents, the man has more to say than the woman about the type and
frequency of sexual activity—except when the dating couple has decided
to abstain from sexual intercourse, in which case the woman’s veto is
the major restraining influence.

Gender Differences in Sexual Experience

There is, however, compelling evidence that men and women are
becoming very similar with regard to sexual experience.

In the classic studies of sexuality, researchers found that society’s
double standard influences sexual experience. For example, Kinsey and
his colleagues (Kinsey et al., 1948; Kinsey et al., 1953) tried to assess
comparative sexual activity of men and women throughout their lives.
They found that (1) indeed, men did seem to engage in more sexual
activity than did women, and (2) men and women had strikingly dif-
ferent sexual histories. At 18, it was usually the man who pushed to
have sex. Kinsey and his associates found that most men were as sexually
expressive at 15 as they would ever be. In fact, according to Masters
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and Johnson (1966, 1970), 25% of men are impotent by age 65, 50% by
age 75.

Women's experience was markedly different. Most women were
slow to begin sexual activity. At 15, most women were quite inactive.
Sometime between the ages of 16 and 20, they slowly shed their inhi-
bitions and began to feel more enthusiastic about sexual exploration.
They continued their high rates of sexual activity for fully two decades.
It was not until their late forties that sexual behavior began to ebb.

In commenting on women’s sexual histories, Kinsey et al., (1953) observed:
One of the tragedies which appears in a number of the marriages originates
in the fact that the male may be most desirous of sexual contact in his early
years, while the responses of the female are still underdeveloped and while
she is still struggling to free herself from the acquired inhibitions which
prevent her from participating freely in the marital activity. But over the
years most females become less inhibited and develop an interest in sexual
relations, which they may then maintain until they are in their fifties or even
sixties. But by then the responses of the average male may have dropped so
considerably that his interest in coitus, and especially in coitus with a wife
who has previously objected to the frequencies of his requests, may have
sharply declined. (pp. 353-354)

Does this still hold true? Since Kinsey’s day, researchers (DeLamater
& MacCorquodale, 1979; Ehrmann, 1959; Reiss, 1967; Schofield, 1965;
Sorenson, 1973) have continued to interview samples of young people
about their sexual behavior: Had they ever necked? At what age did
they begin? Had they fondled their lover’s breasts or genitals or had
their own genitals fondled? Had intercourse? Oral-genital sex? When
we compare the data from these studies, we find that a sexual revolution
is indeed occurring. In the early studies, in general, men were far more
experienced than women. By the 1980s, these differences have virtually
disappeared. As DeLamater and MacCorquodale (1979) observe,

There are virtually no differences in the incidence of each of the behaviors.
Unlike most earlier studies which generally reported lower frequencies of
more intimate activities among females, we find that women are as likely as
men to have ever engaged in these behaviors. The only exception occurs
with coitus, which women . . . are less likely to have experienced. (Among
students, 75% of men and 60% of women had had intercourse. Among non-
students, 79% of men and 72% of women had had intercourse.) . . . Thus,
the gender differences in lifetime behavior which were consistently found in
studies conducted in the 1950s and 1960s have narrowed considerably. This
is also an important finding; it suggests that those models which have empha-
sized gender as an explanatory variable are no longer valid. (p. 58)

When men and women are together in a close loving relationship,
they seem equally likely to desire to engage in sexual activity. There is
only one type of situation in which scientists find women are still more
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reserved than men—if men and women are offered a chance to partic-
ipate in uncertain, unconventional, or bizarre sexual activities, men will
be more willing to take the risk than will women (Clark & Hatfield, in
press).

Other scientists have documented that even today men are more
eager to have sex with a variety of partners, in a variety of ways, and
so on. For example, Hatfield et al. (1981) interviewed casually dating
and newlywed couples about their sexual preferences. They assessed
desire for variety via such questions as: (1) “I wish my partner were
much more unpredictable about when he/she wants to have sex.” (2) “I
wish my partner were much more variable about where we have sex.”

The authors predicted that men would be more interested in excit-
ing, diverse experiences than would women; this was exactly what they
found. It was the men who wished their sex lives were a little more
exciting, whereas women tended to be slightly more satisfied with the
status quo.

In summary, then, recent evidence suggests that although some
gender differences remain in men’s and women’s concern with sex, a
sexual revolution is occurring. Gender differences in responsiveness to
pornography, willingness to initiate sex, and sexual experience are rap-
idly disappearing. Recent studies indicate that women and men are
becoming increasingly similar in their sexual preferences and experiences.

DESIRE FOR INTIMACY

We conceptualize intimacy not as a static state but as a process.
Thus, we would define intimacy as a process by which a couple—in the
expression of thought, emotion, and behavior—attempts to move toward
more complex union.

Theorists from a variety of disciplines have agreed with Klimek
(cited in Hatfield et al., 1981) that “nearly any observer of family life and
of the human condition in general has probably suspected—or has at
least amassed subjective evidence that—women generally have a higher
capacity for intimacy than men” (p. 248).

According to many clinicians, one of the major tasks facing people
is to achieve a separate identity while at the same time achieving a deeply
intimate relationship with others (Erikson, 1968; Kantor & Lehr, 1975;
L. J. Kaplan, 1978). Both separateness and intimacy are generally con-
sidered to be basic human needs (see Freud, 1922; Maslow, 1954). Kaplan
suggests that adults spend much of their lives resolving the dilemma
between achieving a sense of self while at the same time establishing
close, nurturant relations with others.
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According to family therapists, men have the easiest time achieving
an independent identity; women have the easiest time achieving close-
ness with others. Napier (1977) describes two types of people (Type 1
and Type 2) who seem, with uncanny accuracy, to attract one another.
Type 1 (usually a woman) is only minimally concerned with maintaining
her independence. What she cares about is achieving emotional close-
ness. She seeks “fusion with the partner,” “oneness,” “we-ness” in the
marriage; she invests much energy into planning “togetherness” activ-
ities. What Type 1 fears is rejection and abandonment.

Type 1’s partner, Type 2 (usually a man) is most concerned with
maintaining his sense of self and personal freedom and autonomy. He
feels a strong need to establish his territory within the common house-
hold—to have “his study,” “his workshop,” “his car.” What he fears is
being “suffocated,” “stifled,” or “engulfed,” or in some manner intruded
on by the spouse.

Napier observes that men’s and women's efforts to reduce their
anxieties make matters worse. Women—seeking more closeness—clasp
tightly at their mates, thereby contributing to the men’s anxiety. The
men—seeking more distance—retreat further, which increases their
wives’ panic, inducing further clasping.

Theorists agree that women are far “better” at intimacy than men.
Family therapists take it for granted that women are very comfortable
with intimate relationships and men are not, and that this is a common
cause of marital friction. There are literally dozens of books exhorting
men to share their feelings. Considering these facts, it is startling that
there has been so little research devoted to gender differences in intimacy.

Worse yet, it is difficult to draw any conclusions from the research
that does exist. If we were forced to make a guess as to what future
research will reveal, it would be as follows: Women’s complaint that
men refuse to share their deepest feelings is a legitimate one. In general,
women are indeed more comfortable with intimacy than men. But, par-
adoxically, even though women complain about men’s lack of intimacy
in their love relationships, it is in a love affair that male—female differ-
ences are smallest. Women find it fairly easy to be intimate with their
lovers, with men friends, with other women, and with children. For
many men, it is only with their lovers that they can be intimate. It is
here that they reveal most of themselves—not as much as their lovers
might like, but far more than they share with anyone else. It is most
difficult for men to be close to other men.

These overgeneralizations are based on sparse data. A few social
psychologists have explored male—female differences in willingness to
get close to others. Generally, such researchers have defined intimacy
as a willingness to disclose one’s ideas, feelings, and day-to-day activities
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to lovers, friends, or strangers . . . and to listen to their disclosures in
return. Jourard (1964) developed one of the most commonly used meas-
ures of intimacy, the Jourard Self-Disclosure Questionnaire. Consisting
of 60 questions in all, the JSDQ asks people to think about how much
they typically disclose to others in six different areas of life: attitudes
and opinions about sex, religion, and politics; tastes and interests; con-
cerns about work (or studies); concerns about money; revelations about
their personalities; and their feelings about their bodies.

In self-disclosure research, three findings on differences between
men and women have emerged.

1. In their deeply intimate relationships, men and women often
differ little, if at all, in how much they are willing to reveal to one another.
For example, Rubin et al. (1980) asked dating couples via the JSDQ how
much they had revealed themselves to their partners. The authors found
that it was a small minority of traditional men and women who differed
on emotional sharing. More egalitarian couples were more likely to dis-
close themselves fully to one another. Overall, men and women did not
differ in how much they were willing to confide in their partners.

There was a difference, however, in the sorts of things men and
women were willing to share with each other. Men were more willing
to share their views on politics and their pride in their strengths; women
to disclose their feelings about other people and their fears. Interestingly
enough, Rubin et al. found that the stereotyped form of communications
is not common with traditional couples.

Some authors have observed that neither men nor women may be
getting exactly the amount of intimacy they would like. Women may
want more intimacy than they are getting; men may want far less (there
is evidence that couples do tend to negotiate a level of self-disclosure
that is bearable to both—ensuring, in the words of My Fair Lady, that
“neither really gets what either really wants at all”; (see Derlega & Chai-
ken, 1975).

2. Inless intimate relationships, women disclose far more to others
than do men (see Cozby, 1973; Jourard, 1971). As Rubin et al. (1980)
point out:

The basis for such differences appears to be in socialization practices. Whereas
women in our culture have traditionally been encouraged to show their
feelings, men have been taught to hide their feelings and to avoid displays
of weakness.

Kate Millett (1975) puts it simply: “Women express, men repress”
(p- 306).

3. Finally, women receive more disclosures than men. This is not
surprising, in view of the fact that the amount of information people
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reveal to others has a great impact on the amount of information they
receive in return (see Altman, 1973; Davis & Skinner, 1974; Jourard,
1964; Jourard & Friedman, 1970; Marlatt, 1971; Rubin, 1975; Worthy,
Gary, & Kahn, 1969).

There does seem to be evidence, then, that women feel slightly
more comfortable with intense intimacy in their love relationships than
men, and are far more comfortable revealing themselves in more casual
relationships than men are.

Tradition dictates that women should be the “intimacy experts.”
Today, women are indeed more comfortable sharing their ideas, feelings,
and behavior than men. But what would happen if this were to change?
(Rubin et al., 1980, suggest that such changes have already begun.)

The prognosis is mixed. Young women usually say they would be
delighted if the men they love could be intimate. As a family therapist,
one is titled to skepticism that it will be so easy. Change is always
difficult. We have seen more than one man complain that when he finally
dared to reveal his weaker aspects to a woman, he soon discovered that
she was shocked by his lack of “manliness.” Family therapists such as
Napier have warned that the struggle to find both individuality and
closeness is a problem for everyone. As long as men were fleeing from
intimacy, women could safely pursue them. Now that men are turning
around to catch them, women may well find themselves taking flight.

The change, on the whole, should be a healthy one. As Rubin et
al. (1980) observe:

Men and women should have the freedom to decide for themselves when
they will reveal themselves—and when they will listen to another’s revela-
tions. “Full disclosure” need not be so full that it eliminates all areas of
privacy, even within the most intimate relationships. . . . Especially when
contemplating marriage, it is valuable for women and men to be able to share
rather fully—and equally—their thoughts and feelings about themselves,
each other, and their relationship. . . . It is encouraging to discover that a
large majority of the college students we studied seem to have moved, even
if incompletely and sometimes uneasily, toward the ethic of openness. (p. 316)

DESIRE FOR CONTROL

Traditionally, men are supposed to be in control—of themselves,
other people, and the environment. The “ideal” man carefully controls
his thoughts. He is “objective,” “logical,” unemotional. He hides his
feelings, or if he does express any, he carefully telescopes the complex
array of human feelings into a single emotion—anger. Men are supposed
to be “dominant”; women “submissive.”
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There is considerable evidence that most men and women hold
these stereotypes. Broverman, Vogel, Broverman, Clarkson, and
Rosenkrantz (1972), in a study of sex-role stereotypes, found that women
are perceived as expressive and nurturant, whereas men are perceived
as in control and instrumental.

The purpose of all this control seems to be achievement. It may
sound strange that some people may view intimate relations—the one
area where people can be themselves, fully relaxed, confident that they
will be accepted no matter what—as yet another arena for achievement.
Yet apparently, some people do.

In reviewing the male sexual myths, Zilbergeld (1978) observes that
even in their most intimate relationships men are more goal oriented
than women:

As boys and men we socialized in . . . the three A’s of manhood: Achieve,
Achieve, Achieve. . . . Give us a job with a goal, some job specificaitons,
and perhaps a time limit, and we are in business. . . . It is understandable
that we should bring this performance orientation to sex. . . . How else could
we, given our training, handle such an anxiety-laden experience. . . . We
make work of sex. It becomes businesslike and mechanical, another job to
be done, another goal to be achieved. Rather than seeing sex as a way for
two people to relate and have fun, and asking how much pleasure and
closeness there was, we view it as a performance and ask how hard the
erection was, how long we lasted, and how many orgasms she’d had. The
goals—usually intercourse and orgasm—are the only important factors.
(pp- 35-37)

According to theorists, then, there are marked gender differences
in concern about being in control, dominating others, and achieving at
love. As yet, however, there is no evidence for these speculations.
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The Experience of Injustice
Social Psychological and
Clinical Perspectives

JANICE M. STEIL AND JOYCE SLOCHOWER

Justice is the first virtue of social institutions.
(Rawls, 1971, p. 3)

The first requisite of civilization . . .
(Freud, 1933, p. 42)

The uniting function in the individual man and in the social

group . . .
(Plato, in Tillich, 1954, p. 55)

INTRODUCTION TO THE CHAPTER"

Despite our universal social need for justice, the presence of injustice is
ubiquitous between people, groups, and societies. How the injustice is
perceived and interpreted will determine how the individual responds

'This chapter is in two parts. The first reviews the social psychological literature on justice
and was written by Janice M. Steil. The second part presents the clinical implications of
the research and was written by Joyce Slochower.

JANICEM. STEIL * Institute of Advanced Psychological Studies, Adelphi University, Garden
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to it. On a social level, the individual’s perception of the source of
injustice may result in attempts to rescue or make restitution to the
victim or, alternatively, in attempts to blame the victim. On an internal,
emotional level, the experience of oneself or of others as the victims or
perpetrators of injustice has emotional sequelae—including, at times, an
overall sense of the self as an innocent or responsible victim or harmdoer.
These self-perceptions will, in turn, alter the individual’s social behavior
toward others who are themselves victims or harmdoers.

In this chapter, we shall first examine the experience of injustice
from a social psychological perspective, reviewing the empirical litera-
ture on injustice. That literature largely focuses on the experience of the
individual rather than on larger social groups’ responses to injustice.

In the second half of the chapter, the experience of injustice will
be discussed in terms of its emotional impact from a psychoanalytic
perspective. The clinical and treatment implications of the research on
the victim and victimizer are then considered and, finally, are illustrated
with a clinical case.

THE RESPONSE TO INJUSTICE: THE SOCIAL
PSYCHOLOGICAL PERSPECTIVE®

DEFINITIONS AND ISSUES

Injustice is a psychological experience. What is required is “a dis-
satisfied state of mind; a felt discrepancy between what is perceived to
be and what is perceived should be” (Adams, 1965, p. 272). It is relative
rather than absolute because it comes from comparing our position or
outcomes to the position or outcomes to which we aspire or to those
that similar others enjoy (Crosby, 1976, 1982; Deutsch, 1976). What is
perceived as unjust by one may be perceived as just by another depend-
ing on their respective aspiration levels or comparison choices.

The perception of injustice is distressing for all parties. The source
and extent of the distress, however, varies with position (Walster, Walster,
& Berscheid, 1978). Harmdoers are believed to be distressed

%I acknowledge and appreciate the efforts of Patricia Noel in the early stages of the chapter
and thank Diane Sholomskas for her perceptive comments.



THE EXPERIENCE OF INJUSTICE 219

because of fear of retaliation and/or threatened self-esteem (Walster et
al., 1978). Observers are distressed because the victimization of others
makes salient their own vulnerability (Lerner, 1977; Shaver, 1970; Wals-
ter, 1966). Victims are more sensitive to and more aggrieved by an injus-
tice than are the other parties (Austin & Walster, 1974; Deutsch, 1976;
Homans, 1961; Leventhal, Weiss, & Long, 1969; Walster et al., 1978).
Victims are deprived of desired outcomes, suffer a loss of self-esteem,
and are often derogated and stigmatized in their own eyes as well as in
the eyes of significant others.

Injustice is not only distressing but motivating (Adams, 1963, 1965;
Austin & Walster, 1974; Steil, Tuchman, & Deutsch, 1978). As with all
moral values, justice has an obligatory or “ought” component (Heider,
1958). We must neither inflict nor suffer unjust treatment. Furthermore,
we must respond to an injustice when it is inflicted on any member of
our moral community. Failure to do so jeopardizes the inviolability of
the social norms and leaves us similarly vulnerable. Justice demands
that we remedy or prevent injustice (Cahn, 1949).

Why then is injustice so pervasive? The answer lies in the very
nature of justice itself. It is one of the most demanding, most complex,
and most paradoxical of human values. It is a duty and an aspiration.
It is relative and absolute. It is particularistic as well as universalistic. It
is heteronomous and autonomous. It requires restrictions on individual
liberty, and yet it is freeing. Although the moral demands require that
we respond to injustice, restitution may be contrary to our immediate
interests, costly, or futile. Not to respond, however, evokes psychic
costs to our own self-regard. We are faced with the essential moral
dilemma.

There is, however, an escape. By using the relative and particu-
laristic aspects of justice, we can redefine our way out. There are, then,
two ways to respond to injustice. We can restore justice objectively by
seeking compensation, or we can restore justice psychologically by dis-
tortion (Walster et al., 1978). The essential question, then, becomes not,
Why is injustice so pervasive? but, What are the conditions that facilitate
acknowledgment and restitution as compared to denial and distortion?
An understanding of these conditions is essential to those who work
with the victims of social injustice, of violent crime, and those who suffer
severe accidents or trauma. Identification of the conditions and moti-
vations that affect the response to injustice can further our understand-
ing of the psychic costs of victimization, the potential conflict in the
needs of the victim and the needs of those who may be the primary
sources of support (e.g., family, friends, or professionals in the helping
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community), and, finally, the reasons why people often respond to their
own victimization in seemingly self-defeating ways.

THE HARMDOER

A number of studies have shown not only that people feel guilty
for their transgressions, but that it is surprisingly easy to elicit feelings
of guilt and responsibility. Ross and DiTecco (1975, p. 75) cite a number
of studies that show that laboratory subjects will assume responsibility
for the consequences of their actions even when the consequences are
not only somewhat “bizarre but unintended and unforeseeable.” Fur-
thermore, those in the responsibility-inducing conditions are far more
likely to comply with subsequent requests for diverse kinds of help from
the (confederate) victim than are controls. (Brock & Becker, 1966; Cial-
dini, Darby, & Vincent, 1973; Freedman, Wallington, & Blass, 1967).
People, it seems, will fairly readily assume responsibility for the negative
outcomes of others, feel distressed by the perception of themselves as
harmdoers, and seek to alleviate the distress by helping to set things
right.

It has also been shown, however, that rather than helping, harm-
doers will respond to their transgressions by derogating the victim (Davis
& Jones, 1960; Sykes & Matza, 1957) and denying responsibility for their
acts (Brock & Buss, 1962, 1964; Sykes & Matza, 1957). Thus, it might
equally be said that people are distressed by the perception of themselves
as harmdoers and distort reality to eliminate that perception.

When do harmdoers compensate and when do they distort? Dis-
tortions, it has been asserted, must be credible. For this reason, it has
been proposed, the more contact one has had with the victim, the less
likely one will be to justify one’s harmdoing. On the other hand, the
more difficult and costly it is for harmdoers to provide not only com-
pensation but the exact amount to set things right, the less likely they
are to objectively restore justice (Berscheid & Walster, 1967; Berscheid,
Walster, & Barclay, 1969). These findings suggest some rather counter-
intuitive propositions. Although the ease with which responsibility and
guilt are elicited may work to the victim’s advantage when adequate
compensation is readily available, it may work to the victim’s disadvan-
tage when restitution is difficult. The greater the victim’s deprivation,
the more difficult it may be to set things right. Thus, those who suffer
the greatest deprivations may be the least likely to be compensated.
Rather than finding themselves the recipients of restorative acts, they
may find themselves blamed and/or derogated by the very persons who
have exploited them.
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THE OBSERVER

Victims are derogated not only by those who exploit them, but also
by those who merely observe their suffering (Lerner & Simmons, 1966).
The more innocent the victim and the more severe the consequences,
the greater the potential for rejection and blame (Burger, 1981; Jones &
Aronson, 1973; MacDonald, 1972; Smith, Keating, Hester, & Mitchell,
1976; Stokols & Schopler, 1973).

Why do observers derogate those who suffer? And why are the
most blameless the most rejected, especially when the consequences of
their victimization are severe? Several explanations have been suggested
and they all include a self-protective motive.

THE NEED FOR A JUusT WORLD

Lerner (1970, 1977; Lerner & Miller, 1978; Lerner, Miller, & Holmes,
1976) purports that individuals have a need to believe that they live in
a world where people generally get what they deserve. The need for
this belief, according to Lerner, evolves from the personal and social
contract developed in childhood as one advances from the pleasure to
the reality principle. The essence of the contract is the acceptance of
earning or deserving as the effective way to obtain what one wants.
“The belief in a just world serves several functions. It enables the indi-
vidual to confront his physical and social environment as though they
were stable and orderly” (Lerner & Miller, 1978, p. 1030). It facilitates
the pursuit of long-range goals and the socially regulated behavior of
day-to-day life. Because the belief that the world is just serves such an
important adaptive function, people are reluctant to relinquish it and
can be greatly troubled if they encounter evidence that suggests that the
world is not really just or orderly after all. Injustice to others as well as
to oneself threatens the integrity of the personal and social contract and
calls into question “one’s own prior commitments, efforts, unfulfilled
investments, and present beliefs and allows one’s immediate impulses
and desires to surface” (Lerner et al., 1976, p. 137). “If others can suffer
unjustly then the individual must admit to the unsettling prospect that
he too could suffer unjustly” (Lerner & Miller, 1978, p. 1031). Injustice
to others, Lerner asserts, has clear implications for the individual’s own
future fate. Consequently, a discrepancy between another’s fate and
that which he or she deserves elicits a motivation to restore justice.

One way of accomplishing this is by acting to compensate the victim; another
is by persuading oneself that the victim deserves to suffer. Victims can deserve
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their fate as a consequence of having a “bad” character or as a consequence
of engaging in “bad” acts. Good people can deserve a “bad” fate if their acts
are “careless” or “foolish.” (Lerner & Miller, 1978, p. 1031)

Empirical tests of the just-world hypotheses have consistently dem-
onstrated that observers will act to restore justice objectively when they
can. Inability or uncertainty as to one’s ability to objectively compensate
leads to derogation and rejection of an innocent victim (Lerner & Sim-
mons, 1966; Lincoln & Levinger, 1972; Mills & Egger, 1972; Simons &
Piliavin, 1972; Sorrentino & Hardy, 1974).

The sight of an innocent victim suffering, with no possibility of reward or
compensation motivates people to devalue the attractiveness of the victim
bringing about a more appropriate fit between her fate and her character.
(Lerner & Miller, 1978, p. 1032)

In addition, and also consistent with the just-world hypothesis, victims
who can be viewed as objectively responsible for their fate are less likely
to be devalued (Lerner & Matthews, 1967).

THE NEED FOR A CONTROLLABLE WORLD

Whereas Lerner asserts a need to believe that the world is just,
others assert a need to believe that the world is controllable. Further-
more, some have suggested that the need for a controllable world elicits
a tendency to reject the blameless, particularly when the consequences
of their victimization are severe. Accidents, natural disasters, acts or
events with severe negative consequences provoke compelling attempts
to identify who, often to the exclusion of what, was responsible (Drabeck
& Quarantelli, 1967). The belief that severe negative outcomes can hap-
pen at random implies that they could happen to us.

When we hear of a small loss, it is easy to feel sympathy for the sufferer,
attributing his misfortune to chance and acknowledging that unpleasant things
can happen to people through no fault of their own. As the magnitude of
the misfortune increases, however, it becomes more and more unpleasant
to acknowledge that “this is the kind of thing that could happen to anyone.”
(Walster, 1966, pp. 73-74)

The identification of someone as responsible establishes the event as
predictable and controllable. It allows people to feel they can protect
themselves by isolating or reforming the guilty party. If the person held
responsible is the victim, people need only assure themselves that they
are a different kind of person or that they would behave differently
under similar circumstances.
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The need for a controllable world has generated specific hypotheses.
The worse the consequences of a seemingly random event, the greater
the tendency to assign responsibility to someone possibly responsible.
Furthermore, the more serious the negative consequences suffered by
victims, the more they will be held responsible. Scripted studies of vio-
lent crimes have shown that perpetrators are sentenced to longer impris-
onments for the rape of a nun, social worker, married woman, or virgin
than for the rape of a divorcee. Furthermore, more responsibility is
attributed to stereotypically “respectable” rape victims as compared to
the “less respectable,” and to the unacquainted (“innocent”) victim than
to the acquainted (Jones & Aronson, 1973; Smith et al., 1976). The less
responsible for his fate the victim of a violent crime is portrayed as being,
the lower his rated attractiveness (MacDonald, 1972). The more severe
the consequences, the more negatively the victim is evaluated (Stokols
& Schopler, 1973).

The hypotheses have also been tested in a series of studies con-
cerned with motivational distortions in the attribution of responsibility
for an accident. Burger (1981), in a meta-analysis of 22 such studies,
concludes that there is, in fact, a tendency to attribute more responsibility
for a severe as compared to a mild accident. An important outcome of
these and other studies, however, has been the identification of two of
the factors that reduce or eliminate this tendency. When subjects receive
empathy-inducing instructions the derogation effect is not only elimi-
nated but reversed (Aderman, Brehm, & Katz, 1974; Regan & Totten,
1975). Subjects who anticipate a similar fate also assign less responsibility
and are more lenient in their judgment (Chaiken & Darley, 1973; Shaver,
1970; Sorrentino & Boutilier, 1974). Personal similarity (i.e., similarity of
attributes and attitudes) does not seem to affect the blaming and rejecting
tendencies. Instead of altering their perceptions of responsibility, sub-
jects simply deny the similarity (Shaver, 1970). Identification seems to
require the possibility of a similar fate rather than the possibility of similar
attributes (Lerner & Matthews, 1967). Consistent with these findings,
Shaver (1970) has suggested that the hypothesis that severe negative
outcomes will not be attributed to chance will be overridden by the
desire to avoid being blamed. Under conditions of fate similarity, people
will prefer to believe in a capricious world rather than a just or con-
trollable one to avoid being the object of blame. It has been suggested
that the relationship between observers’ perceived risks and their judg-
ments of victims is curvilinear. When there is very little chance of sharing
the victim’s fate, others may be normatively sympathetic or simply indif-
ferent, depending on the extent to which the victim is perceived as part
of their moral community. When the risk is more moderate, others may
be inclined to avoid the thought of their own victimization by invoking
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derogation and blame. When the risk is very high, observers may begin
to think what their own experiences as a victim would be like and so
judge unfortunate others more leniently (Shaver, 1970).

INDIVIDUAL DIFFERENCES

Our review of the normative literature may be misleading unless
we note that justice studies are sometimes characterized by self-selection
factors (Lerner & Simmons, 1966; Steil, 1983). Some subjects in the Lerner
studies, for example, condemn the experiment rather than the victim.
In other studies, some subjects who benefit from a discriminatory allo-
cation system seek change on behalf of the disadvantaged whereas others
who are also benefited do not (Steil, 1983). These findings highlight the
role of individual differences in the response to injustice. Investigations
of these differences are limited but suggest a relationshp between several
measures of ideological conservatism and the tendency to blame the
victim. Although there is wide variability in the extent to which indi-
viduals believe the world is just, those who do are also likely to endorse
attitudes that emphasize hard work as a value in its own right and as
key to success, to be high in authoritarianism, and to be oriented to an
expectancy for internal controls of reinforcement. High just-world believ-
ers are more likely than nonbelievers to admire fortunate people, political
leaders, and existing institutions. They are also more likely to denigrate
victims and endorse negative attitudes toward underprivileged groups
(Rubin & Peplau, 1975). Similarly, individuals who score higher on meas-
ures that endorse sex-role stereotyping, interpersonal violence, and
adversarial sexual beliefs are more likely than those who score low on
such measures to accept rape myths that deny or reduce the perceived
injury of the victim or blame victims for their own victimization (Burt,
1980).

THE VICTIM

As recently as 1978, Walster et al. in a review of the literature
reported that “we know a great deal about exploiters; we know very
little about the “exploited” (Walster, Walster, & Berscheid, 1978, p. 43).
In another review article that same year, Lerner noted that

a considerable amount of research has addressed the question of whether
observers blame the victims of misfortune for their own fate, but virtually
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no research has examined the question of whether people who are the victims
of misfortune tend to blame themselves for their fate. (Lerner & Miller, 1978,
p. 1043)

Victims are more sensitive to and more aggrieved by an injustice than
others are. Perhaps even more than the other parties, basic assumptions
about their world and themselves are jeopardized. These include the
belief in the world as just and meaningful, their view of themselves as
positive and deserving, and the belief in their own invulnerability (cf.
Janoff-Bulman & Frieze, 1983). How does the victim respond to the
shattering of these assumptions? Theoretically, the victim is expected to
respond by attempting to set things right, either by securing restitution
or by retaliating against the harmdoer (Walster et al., 1978). Successful
restitution may allow a reaffirmation of the victim’s primary belief sys-
tem. But what if the victim feels unable to set things right?

Under these conditions the aversive aspects of victimization, par-
ticularly the prospect of devaluation by others, can lead the victim to
seek means of self-enhancement. These strategies usually involve min-
imizing or denying their own victimization. Taylor et al. (1983) specify
five self-protective mechanisms that victims use. These include com-
paring themselves to less fortunate others; focusing on attributes that
make one appear advantaged (“I had a . . . small amount of surgery.
How awful it must be for [those] who had . . . [more],” Taylor et al.,
1983, p. 29); creating hypothetical worse worlds, construing benefit from
the victimizing event (“you take a long look at your life and realize that
many things you thought were important are totally insignificant,” Tay-
lor et al., 1983, p. 33); and manufacturing normative standards of adjust-
ment that make one’s own adjustment appear exceptional (“I think I
did extremely well. I know there are some who aren’t strong enough,
who fall apart. . . .” p. 34).

Another, more costly perhaps, mechanism of psychological dis-
tortion is self-blame. Both field studies and clinical reports provide exten-
sive evidence of this phenomenon. Indeed, studies of rape victims suggest
that self-blame is not only prevalent (Burgess & Holmstrom, 1979; Libow
& Doty, 1979; Martin, 1978; Notman & Nadelson, 1976; Schram, 1978)
but is second only to fear in frequency of occurrence. Surprisingly, per-
haps, self-blame is a far more common reaction than anger (Janoff-Bulman,
1979). Studies of battered women find that anywhere from one-quarter
to more than half blame themselves for their husbands’ violence (Frieze,
1978, 1979; Pfouts, 1978) as compared to only 20% of controls (Frieze,
1978). Victims, it seems, sometimes blame themselves more than others
do. Although self-blame seems a costly response, some have asserted
that it allows the victim to retain a sense of control (Bulman & Wortman,
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1977; Janof-Bulman, 1979). Characterological self-blame which is
dysfunctional, is distinguished from behavioral self-blame, which is
adaptive. Characterological self-blame is believed to be esteem related
because it involves attributions to a nonmodifiable source (one’s char-
acter) and is associated with a belief in personal deserving for past
negative outcomes. Characterological self-blame is associated with
depressive symptoms (Janoff-Bulman, 1979; Peterson et al., 1981) and
may be an impediment to the amelioration of suffering when it is no
longer inevitable (Comer & Laird, 1975). Behavioral self-blame, by con-
trast, is believed to be control related because it suggests a belief in the
future avoidability of a negative outcome. Although blaming one’s
behavior is probably less costly when blaming one’s character, it is, as
yet, unclear whether it is as adaptive as some believe. Behavioral self-
blame may allow victims to retain a sense of power, but at what cost?
Assuming responsibility for provoking violence allows the battered
woman, for example, to believe that by altering her behavior she can
control the battering. But the self-deception involved stands in the way
of constructive change.

Self-blame is related to victims’ expectations as well as their sense
of deserving. People expect to get what they deserve and to accept
responsibility for it. More surprisingly, perhaps, people will alter their
sense of deserving to fit that which they expect. Laboratory studies
consistently show that subjects who have been led to expect a negative
fate frequently alter their self-esteem to believe they deserve it, even
when, by any objective assessment, that fate has been inflicted on them.
Furthermore, those who blame themselves often choose to follow through
with an expected negative event even when it subsequently becomes
avoidable (Aronson, Carlsmith, & Darley, 1963; Comer & Laird, 1975;
Foxman & Radtke, 1970).

Expectations derive from past experiences, societal ideologies, and,
not unrelated to these, our perceptions of ourselves. Subjects who were
led to believe they were less competent at a task than their peers expected
to do less well and were more likely to assume personal responsibility
for their lower outcomes than controls or “competent” subjects, even
when the outcomes were clearly the result of a discriminatory allocation
system (Steil, Levey, & Sanders, 1982). In one of the few investigations
of the effect of ideologies, it was found that ideological position was
associated with subjects’ perceptions of personal deserving, their fair-
ness judgments, and their desire for change. Orthodox Jewish women
who endorsed fundamentalist views were less likely to feel entitled to
participate in religious practices, were less desirous of participating, and
had lower expectations regarding the possibility of change. In addition,
they were less likely to view sex differences in access to participation as
unfair and were less likely to see change as desirable. The more strongly
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the women endorsed feminist views, the more likely they were to feel
entitled to participate in religious practices, whether they wanted to or
not, and the more likely they were to perceive sex differences as unfair
and change as desirable (Weinglass & Steil, 1981). Ideologies instruct
people as to what they deserve. They also instruct as to the locus of
blame. Crosby (1984) suggests that an understanding of the variables
affecting the locus of blame is imperative to an understanding of victim
self-evaluation. Citing Pettigrew (1978), she notes that the disadvantaged
can interpret their inferior status as a statement about themselves or as
a statement about the system with differing consequences. Steil (1983)
demonstrated that subjects who label a system as fair are more likely to
denigrate their own abilities. When subjects receive social support to
validate their perception of the system as unfair they are less likely to
blame themselves. Victims, it seems, are most likely to blame themselves
when they feel powerless to alter their fate and their view of themselves
as well as the dominant ideologies lead them to feel they deserve it. It
seems a vicious and self-perpetuating cycle. The greater the injustice
the more difficult the solution. The longer people are victimized, and
the more they expect their outcomes to be negative, the more likely they
will alter their conceptions of their own deserving. Under these condi-
tions, outside help may be essential.

THE RESPONSE TO INJUSTICE:
A PSYCHOANALYTIC PERSPECTIVE®

CLINICAL IMPLICATIONS

The social psychological research on injustice generally points to
the likelihood that people who are victimized will be blamed for their
fate rather than helped or compensated. The tendency to blame the
victim characterizes the responses of apparently uninvolved observers,
actual harmdoers, and victims themselves. The theoretical constructs
used most frequently to account for these findings involve people’s
needs to believe in a just and controllable world.

Before these research findings can be considered in a clinical con-
text, the psychoanalytic interpretation of the need for a just and con-
trollable world, and the internal dynamics associated with the blaming

°I would like to thank Drs. Larry Epstein, Stanley Rosenman, and Felicia Rozek for their
valuable suggestions.
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observer, harmdoer, and victim need to be spelled out. It appears that
there are characteristic defensive styles connected with this inappro-
priate blaming of the victim, and also that the cognitive distortions
described by the just- and controllable-world hypotheses have devel-
opmental derivations.

The clinical implications of these findings most directly involve
treatment situations in which a major aspect of the patient’s difficulties
centers on his or her actual role as victim or harmdoer (e.g., in the
treatment of a rape victim or a child abuser). The patient’s conscious
and unconscious experience of this dimension of his or her life, as well
as the therapist’s objective and subjective countertransferential responses
need to be considered. Most importantly, one must examine the extent
to which the therapist—patient relationship recapitulates or alters the
patient’s history as the victim or the perpetrator of injustice, and what
must be done in the treatment to help the patient integrate this life
experience. Within this context, then, the role of distorted perceptions
of the victim and the harmdoer described in the research literature must
be reexamined in terms of their effects on the treatment. This will be
our second focus, and will include the discussion of a clinical case.

On a broader level, the experiences of all patients may include self-
perceptions as both victim and harmdoer. In this sense, an analysis of
the individual’s experiences of injustice can be viewed as an inevitable
part of any psychoanalytic treatment, and these broader implications of
the injustice research will be considered last.

THE NEED FOR A JUST AND CONTROLLABLE WORLD

Within the social psychological framework, the need for a just or
a controllable world reflects people’s need to see their environment as
essentially predictable and orderly. Facing the presence of injustice,
however, forces them to consider themselves potentially vulnerable to
mistreatment. To the extent that there is a tendency in many people to
explain or justify the misfortunes of others, there may be common per-
sonal experiences that motivate this need. Within a psychoanalytic
framework, the need for a just and controllable world reflects an attempt
to deny or distort reality, and thus stems from defensive processes. The
question then, becomes: What is the purpose of this reality distortion,
and what is its original source? The need for a just and controllable
world seems to protect individuals from experiencing the ways in which
they are, and have been, vulnerable to unjust or uncontrollable external
forces. Although abstract cognitive concepts of justice evolve in adoles-
cence or later, there are probably precursors to such experiences in
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childhood and even in infancy. In fact, it is in childhood that one is
most vulnerable to the whims and variability of adults, who are “just”
(fair) to the child only at times. Beginning in infancy, the baby is con-
fronted with unpredictable (and thus uncontrollable) internal drive states
(e.g., hunger). When the “good enough” mother meets these needs
sufficiently well to allow the infant a brief experience of omnipotence
(cf. Winnicott, 1965), the infant gets a sense of the world as a good,
satisfying (just?) place. However, later development involves the moth-
er’s and the world’s progressive failure to meet these needs in a perfect
way. The baby and then the child are faced with both its own absolute,
and then relative dependence, and also with the imperfections and vul-
nerabilities of its parents. For the child to fully acknowledge its own
powerlessness, as well as the inevitable rage at parents who fail to be
perfect and to satisfy perfectly, the child must fully abandon the fantasy
of the parents’ omnipotence and goodness. Later, especially during the
oedipal phase, the child again comes up against the “injustice” of the
family dynamics, which stand in the way of libidinal wishes. At this
stage, the parents paradoxically represent both a moral resistance to the
child’s wishes and a potential aggressor against the child. When the
child confronts the impossibility of oedipal wishes in the face of the
parents’ superior knowledge and power, a second layer is added to the
belief in a just world. In bowing to the parents’ “moral” stance, the child
symbolically accepts the superior “justice” of the parents, and through
the identification process a stronger (superego) basis for the develop-
ment of values and therefore justice is formed. Paradoxically, however,
the oedipal resolution also involves an unconscious identification with
the parent as aggressor, and thus can represent an internal rejection of
the victim vis-a-vis the aggressor. There are many clinical examples of
adults who fail to abandon infantile and oedipal wishes. What may be
true in a more general, less pathological way is that the need to believe
in a just and controllable world reflects our unconscious wishes, as
adults, to hold onto the infant and child’s view of first the parents and
then the self, as good, satisfying, powerful, and thus “just.”

PsYCHOANALYTIC UNDERSTANDINGS OF THE BLAMING
OBSERVER, HARMDOER, AND VICTIM

THE OBSERVER

Although there is a generalized tendency for people to believe in
a just world, the literature has also pointed to individual differences that
affect the observer’s tendency to denigrate the victim. People who are
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strong just-world believers are those who hold rigid, conservative, and
authoritarian beliefs. To the extent that a strong belief in a just world
involves both a rejection of the innocent victim and a denial of the real
(malevolent) qualities of the world, the just-world believer must employ
massive defenses to maintain this distorted picture of reality. This denial
of both the victim’s innocence and the world’s malevolence may be
associated with a similar kind of internal dissociative process, which can
fragment the ego leaving a portion of it split off and thus weakened.
Individuals who resort to this distortion are those whose sense of self
is especially vulnerable to narcissistic injury when confronted with a
victim who is in some way similar to themselves. By denigrating the
victim who belongs to their own group, they protect themselves from
experiencing their own vulnerability, loss of self-esteem, and guilt
(Rosenman, 1982). Through the use of denial, splitting, and projection,
the observer can maintain a good and omnipotent (though fragile) self-
image while viewing the victim as bad and weak. This allows the observer
to avoid confronting internal anxieties about the self's competence,
strength, and value. Thus, for example, paranoid individuals should be
particularly drawn to the just-world hypotheses. In contrast, the ability
to face and accept the presence of injustice, to tolerate one’s own pow-
erlessness to change things while offering whatever help one can, requires
that the individual integrate a sense of helplessness with the wish for
potency and justice. It requires the ability to experience fear (signal
anxiety) without annihilative anxiety, and thus reflects a more developed
ego structure. Presumably this develops out of early experiences in which
the baby was both allowed an early experience of omnipotence, and in
which these feelings were then disrupted gradually rather than abruptly,
allowing for a better integration of this loss of absolute control.

THE HARMDOER

In a similar way, once people have, intentionally or unintentionally,
done harm to someone, individual difference factors may account for
the harmdoer’s response to the victim. (I am here excluding a consid-
eration of intentional, repetitive, large-scale harmdoing, as in wartime
where social and coercive factors play a large role.) An attempt to approach
and compensate the victim of one’s own destructiveness requires the
capacity to experience and tolerate feelings of guilt and responsibility as
well as the ability to experience one’s potential goodness. The harmdoer
who is unwilling or unable to attempt restitution may suffer from either
the absence of a sense of guilt, or an inability to tolerate such feelings.
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Additionally, such harmdoers may have no faith in their ability to actually
offer anything of value to the victim, that is, may suffer from an over-
whelming sense of internal badness. In developmental terms, the capac-
ity to make restitution for one’s wrongdoing probably derives from the
infant’s (and mother’s) integration of loving and hateful feelings toward
loved ones. This capacity to tolerate ambivalence eventually is expressed
in attempts at reparation for feelings and expressions of destructiveness.
These processes are generally believed to originate in infancy, (when
the infant first integrates the maternal part objects) and to continue
through the oedipal phase (when ambivalence primarily toward the
same sex parent must be dealt with) (Klein & Riviere, 1937; Winnicott,
1965).

THE ViCcTIM

Finally, the dynamics of the self blaming victims need to be con-
sidered. What is it about being victimized that cuts off the individual’s
capacity for anger and for action? Any experience of victimization involves
being overwhelmed by destructive external forces, and may call up what-
ever developmental precursors exist. All children are probably at times
the object of undeserved blame and even unconscious hate on the par-
ents’ part, and often internalize this sense of blame, in part to protect
the fantasied goodness of the parents (cf. Bloch, 1978). It may be that
the adult victim’s similarly passive responses to mistreatment occur in
those repetitive situations that render one impotent and in which exter-
nal forces seem insurmountable.* When the adult victim assumes
responsibility and blame for this mistreatment, the victim may also be
expressing a sense of hopelessness about making an impact on the object
through protest or action, or, unconsciously, may be holding onto the
fantasy that the harmdoer (parent) will ultimately set things right. Thus,
for some victims, there may be an emotional investment in maintaining
the victimized stance. This investment may be based on an unconscious
attempt to repeat and master earlier experiences and thus, uncon-
sciously, to gain some sense of control over them (cf. Wortman, 1983).
For others who suffer from a sense of internal badness (or from inter-
nalized persecutory objects), an experience of actual victimization may
be perceived as an external repetition of an ongoing internal experience.

“See Freud (1916) for a discussion of the “Exceptions,” that is, people whose response to
victimization is to thereafter demand special, compensatory treatment.
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It may thus be either welcomed (because it relieves internal self-
punishment) or submitted to as simply another such experience.’

In order for an individual to respond to victimization with action
rather than self-blame, then, it would be necessary for the external expe-
rience to be one that does not mirror the internal one. Thus, the active
victim would presumably be one who had had sufficient earlier expe-
riences of satisfaction and reparation in transactions with powerful adults
to be largely free of persecutory and depressive anxieties.

Itis impossible to deal here with all the meanings or developmental
processes related to the dynamics of victimization, since these are clearly
related to individual life experiences. Additionally, a developmental
understanding of these phenomena may be circular at times, since it is
difficult to define precisely what, for example, constitutes a sufficient
but not excessive experience of infantile omnipotence. The major point,
however, is, that the cognitive social psychological explanations for
injustice related behavior have parallels in psychoanalytic language, and
may have developmental antecedents as well.

THE THERAPIST’'S RESPONSES TO THE VICTIMIZED AND
HARMDOING PATIENT

The psychoanalytic treatment of a patient who has been victimized
or who has victimized others is, of course, subject to the same therapeutic
issues and transference—countertransference dynamics that are evoked
in any long-term treatment experience. These issues will be determined
by the nature of the psychoanalytic process itself, the unique charac-
teristics of patient and therapist, and by the developing patterns of
interplay between the two. What is of interest here, however, is whether
there are special characteristics involved in the treatment of the victim
and victimizer that are related to the cognitive distortions described in
the research literature. It is this latter area that will be the focus here,
despite the obvious limitation built into any consideration of psychoan-
alytic treatment that omits a focus on the unique aspects of different
cases.

Although the position of a therapist differs from that of the unin-
volved observer in that therapists are trained (and paid) to listen and

°See Freud (1920) for a discussion of the repetition compulsion and Panken (1973) for a
consideration of psychoanalytic theories of masochism.
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accept without judgment a variety of feelings in the patient and in them-
selves, therapists are also vulnerable to experiencing countertransfer-
ence distortions. These distortions may be based largely on the therapist’s
subjective, idiosyncratic responses to the patient’s material (Freud, 1910);
they may be induced by the patient’s conscious or unconscious wish to
be responded to in a particular way, (Epstein, 1979; Little, 1957; Racker,
1968; Spotnitz, 1969) or they may be an objective emotional response to
the patient’s material (Winnicott, 1958). In order to evaluate the thera-
pist’s response to the patient in these terms, however, itis first necessary
to consider what is likely to be a therapeutic response to the victimized
or victimizing patient. Although the research literature implies that the
main inappropriate response to the victimized patient is one of blame,
it is possible that a victim is actually responsible for his or her plight
and is inappropriately seen as innocent. Similarly, it is possible to inap-
propriately distort the harmdoer’s role by shifting the locus of blame.
In the therapeutic context, all sorts of distortions can be harmful to the
patient. What is most crucial to the therapeutic process is that the victim’s
distorted self-perceptions of either innocence or guilt be slowly analyzed
and worked through. A balanced sense of the combined contribution of
chance, malevolent forces, and one’s own conscious or unconscious
contribution to the victimizing experience is the ultimate goal. Thus, for
example, self-blaming victims need help externalizing anger, whereas
the defensively innocent victims would need to integrate their role in
provoking the attack with a sense of being mistreated. Harmdoing patients
need to acknowledge and integrate their destructiveness, and perhaps
would also need to be helped to make reparation.® In order to work
effectively with such patients (as with many severely disturbed patients),
the therapist must understand the potential for these countertransfer-
ence reactions. Active (but usually silent) work by the therapist is often
necessary in order to sort out and understand the nature of the particular
countertransference responses (subjective, induced, or objective) and
their impact on the therapeutic process.

Although the research literature is limited to understanding peo-
ple’s distortions of the plight of the innocent victim (and thus should
be expanded to consider the abovementioned possibilities), the available
data suggest that therapists’ subjective countertransferential distortions
are most likely when the therapist is vulnerable to the particular issues
involved. This is most common when the therapist feels helpless to help

°Here one must distinguish the harmdoer who is coerced (e.g., by the courts) into therapy
from one who voluntarily seeks help.
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the patient (cf. Lerner & Miller, 1978), especially in the case of a severe
accident (Burger, 1981), and when the therapist is moderately vulnerable
to the patient’s own fate (cf. Walster, 1966). Thus, for example, a newly
married woman therapist hoping to become pregnant might be most
blaming of a woman patient who was the victim of a miscarriage. Sim-
ilarly, an older male therapist with protective feelings toward young
women might be unable to see how his young woman patient silently
participated in her husband’s mistreatment of their children. In general,
of course, subjective countertransferential responses are less likely in
the better integrated therapist. More particularly, these responses to
victimized and harmdoing patients would seem least probable when the
therapist is capable of tolerating feelings of destructiveness and injustice
in himself or herself and in the world, and also when the therapist has
the capacity for reparation.

In considering the therapist’s response to the victimized or harm-
doing patient, one must examine the possibility that the interplay between
patient and therapist is what produces the therapist’'s countertransfer-
ence response of blame or pity. That is, it is possible that the patient
unconsciously induces feelings of blame or pity in the therapist, as a
function of the patient’s transference feelings. For example, a patient
who was unconsciously invested in being masochistically victimized
might elicit sadistic emotional responses from the therapist, who would
not immediately be clear about their source. Although this kind of induced
response can occur in any treatment situation, it is particularly likely to
involve countertransference feelings of blame or pity when a salient
feature of the patient’s problems involves his or her role as a victim or
harmdoer. Although such an induced countertransference is destructive
when it is simply acted out in a repetitive way, the working through of
such a repetition can make up the resolution of the patient’s victimized
or harmdoing stance. This working through may require that the ther-
apist communicate to the patient something of the patient’s emotional
impact and the therapist’s emotional response.

A blaming or pitying response to a victimized or harmdoing patient
is occasionally an objective emotional reaction. This might be true, for
example, in the treatment of a massively abused or abusing patient.
Although the uncontrolled expression of such reactions in rarely appro-
priate within a treatment context, there are again times when the ther-
apeutic response to such a patient may, in fact, be an expression of
modulated objective hate or pity (Winnicott, 1958). This would be ther-
apeutic when it provided the patient with a maturationally appropriate
experience of making this impact on the object. This might be necessary
late in the treatment of psychopathic patients, or with others whose
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histories were marked by the absence of genuine emotional interplay
between parents and child.

In summary, the major point to be made about the therapist’s
response to victimized and harmdoing patients is that a neutral, sym-
pathetic stance is not necessarily the therapeutically correct one. An
example of the interplay of these transference—countertransference
dynamics in the treatment of a young woman will be presented next.

Mrs. B.7, a married woman with a young child, sought treatment
for sexual frigidity at her husband’s request. Despite some initial resist-
ance, Mrs. B. quickly formed a positive connection to the therapist.
During the initial phase of treatment, Mrs. B. focused on telling the
therapist about her early life, which she felt was the cause of her current
sexual problems. Mrs. B. is from a lower class family and grew up in a
small midwestern city. Her early history was filled with experiences of
physical abandonment and abuse, mostly by her mother, and of a nur-
turing relationship with the paternal grandmother. Then, beginning in
early adolescence and lasting through her teens, Mrs. B. was sexually
molested by her father on a nightly basis. She cooperated in this both
out of fear and in order to extract favors in return. Mrs. B. was able to
recall her shame and hatred of her father and, later, the physical pleasure
she experienced.

The first phase of treatment (which lasted for many months) largely
elaborated Mrs. B.”s memories of herself as the innocent victim of abuse.
Mrs. B. experienced herself as a helpless victim of parental (both paternal
and maternal) abuse, and the therapist responded with rather strong
feelings of empathy, pity, and respect for her honesty in investigating
this painful area. In light of the material that emerged, this phase of
treatment seemed to serve the purpose of allowing the patient to form
a positive reciprocal connection to the therapist in which the therapist
became the caretaking grandmother and the patient the abused and
helpless child.

The second phase of therapy began when Mrs. B. turned from a
total focus on her past and began presenting present-day issues. Initially,
this involved a description of her abusive, volatile husband and served
to demonstrate to the therapist how she and, importantly, her daughter
were being victimized in the present. However, when the therapist tied
Mrs. B.’s choice of a husband to her earlier masochistic ties to her mother
and father (and thus began investigating the ways in which Mrs. B. was

’Certain aspects of the patient’s social and personal history have been disguised to preserve
her anonymity. None of these facts was crucial to the matters under discussion here.
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responsible for her present dilemma), the therapy’s focus shifted. Mrs. B.
slowly revealed that she and her husband (who were strikingly ignorant
about child development) regularly abused their daughter both emo-
tionally and physically. Mrs. B. described these incidents with feelings
of rage at the husband and child and with some very vague discomfort
at her own behavior. The therapist’s response was one of intense anxiety
and concern for the daughter, and she rapidly began confronting the
patient with the fact of her abusiveness and interpreting what she under-
stood about its transference implications (Mrs. B. seemed to be acting
out her mother’s hatred of her, vis-a-vis her daughter). The therapist’s
stance, then, became actively focused on the patient’s responsibility for
her current role as victimizer rather than as victim, and the therapist’s
feelings of empathy largely shifted from Mrs. B. to her daughter. Inter-
estingly, Mrs. B. responded to these interventions with relief, by seeking
and using concrete information about appropriate childrearing, accepted
the reality of her abusiveness, and virtually stopped beating and mis-
treating her daughter. During the five years of treatment, this abuse has
never recurred, and she has begun to develop a mothering stance vis-
a-vis her daughter that is based on empathy.

The therapist’s response to Mrs. B. as a harmdoer seemed multi-
determined. The subjective countertransference factors mostly involved
the therapist's own recent experience of motherhood, which intensified
her strong feelings of protectiveness toward children and her horror of
child abuse. Those responses probably made her intervene more rapidly
and with more concrete help than would a therapist with less of an
identification with child victims. Additionally, Mrs. B.’s very positive
response to these interventions suggests that induced countertransfer-
ence factors were also involved. Later investigations revealed that Mrs. B.
was unconsciously trying to get the therapist to nurture and protect her
daughter for her. In doing so, the therapist was both performing a
reparative function (insofar as Mrs. B. was identified with her daughter)
and also acting as a sort of auxiliary ego for Mrs. B., who was helplessly
acting out an introjected sense of her hating mother when she abused
her own child. Additionally, to the extent that the mistreatment of a
child is an objectively horrifying act, aspects of the therapist’s response
may be related to objective countertransference factors. The confluence
of the therapist’s subjective countertransference with the patient's own
transference needs probably minimized the degree to which the former
interfered with the therapy. Nevertheless, later developments in the
treatment suggest that a price was paid for this rapid resolution of the
patient’s abusive behavior. This was the postponement of the analysis
and the working through of Mrs. B.’s own hate toward her parents and
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the therapist, and of her experience of herself as a victim in the thera-
peutic situation. This process did not begin until the patient (and ther-
apist) were no longer focused on the patient as an active harmdoer.

In summary, then, the early phases of Mrs. B.’s therapy involved
an analysis of her role as an innocent victim, a responsible victim, and
as a harmdoer. It seemed necessary that each aspect of Mrs. B.’s expe-
rience be mirrored by the therapist, and thus that the therapist at times
experience her with an empathic, objective, and blaming response. Inter-
estingly, as Mrs. B.’s sense of merger with her daughter dissolved, she
no longer had an emotional investment in the therapist’s intervening
on behalf of her daughter. The treatment then moved toward an inves-
tigation of her adult life (and her sexual life) with her husband (where
she is also both a victim and a victimizer).

These clinical data raise questions about the effects of different
external stances (e.g., blaming, empathic) on the victim and on the
harmdoer. Empirical studies might investigate the nature of the external
circumstances that determine whether a blaming, objective, or empathic
response most facilitates action on the part of the victim, or reparation
on the part of the harmdoer.

INJUSTICE AND PSYCHOANALYTIC TREATMENT:
GENERAL IMPLICATIONS

Although this chapter is mainly concerned with the treatment of
victims and harmdoers, an argument can be made for the application
of these dynamics to virtually any treatment situation. To the extent that
we all, as children, were helpless in the face of both parental responses
and environmental impingements, we have all been the innocent victims
of our own life circumstances. Additionally, we all have either directly
or indirectly elicited the hurtful responses of our parents (and then,
repetitively, of other adults), and in this sense have become responsible
for these experiences. It is also probably true that the internal sense and
expression of feelings of hate and destructiveness toward loved ones is
a universal phenomenon. In this sense, any in-depth psychoanalytic
treatment would require that the patient come to terms with those reality
and fantasy experiences in which one was a victim and a harmdoer.

Although it is often necessary in a social context to free victims
from any responsibility for their fate in order to actually rectify reality
injustices that have been perpetrated, different issues emerge in a treat-
ment context. Here, the therapeutic process often involves helping
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patients integrate a sense of themselves as responsible for the victimi-
zation with an identification of those external factors that were, in fact,
harmful (or helpful). It is probably most common for the therapy to
begin with an exploration of the patient’s early environment and its
impact on the patient. In this sense, the first phase of therapy often
involves an analysis of the patient as innocent victim. Later, through an
analysis of the reenactment of these experiences in the transference and
in the current life situation, the ways in which the patient created (and
creates) his or her own bad experiences, that is, is a responsible victim,
become clarified.® It is in the transference reenactment that the patient
can reexperience the self in the original situation and yet make and
receive a different, curative emotional response.

In psychoanalysis as we know it there is no trauma that is outside the indi-
vidual’s omnipotence. Everything eventually comes under ego-control, and
thus becomes related to the secondary processes. The patient is not helped
if the analyst says: “Your mother was not good enough . . .” Changes come
in an analysis when the traumatic factors enter the psychoanalytic material
in the patient’s own way and within the patient’s omnipotence. The inter-
pretations that are alternative are those that can be made in terms of pro-
jection. . . . The paradox is that what is good and bad in the infant’s
environment is not in fact a projection. (Winnicott, 1958, pp. 37-38)
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I

DEVELOPMENTAL PSYCHOLOGY

This section of the book focuses on four developmental periods and the
complex issue of gender-role identity. Vickers, in Chapter 11, is con-
cerned with several lines of research that focus on the development of
infant competence during the first 18 months of life. After a careful
examination of the literature on vision, hearing, and attachment, he
concludes that competence in these areas depends upon the successful
infant-caretaker negotiation of early tasks. Vickers presents a case vignette
to illustrate how encountering a nonreciprocating preverbal environ-
ment thwarts the development of a sense of self.

Jonathan and Sally Bloom-Feshbach are concerned with the period
from ages 3 to 12, a portion of life that, for the psychodynamic clinician,
includes the crucial oedipal period and the critical developments of the
latency stage. They show how a knowledge of research findings will
lead to some specific technical approaches, and illustrate their theoretical
speculations with clinical examples. Chapter 12, because of space limi-
tations, focuses on a few areas to make the general point. These areas
are the relationship between parental childrearing styles and children’s
social and emotional functioning, the developing metacognitive abilities
of children, and the importance of fathers and peers in child develop-
ment. Each topic is important in its own right, and taken together they
demonstrate the value of the authors’ perspective.

One of the primary tasks of childhood, bridging infancy and the
early childhood years, is the development of appropriate gender role.
This involves biological, psychological, and social factors, each of which
categories is considered by Lee in Chapter 13. The biological circum-
stances are the primary determinant of the child’s sex, but the social
and psychological are the major influence on gender role, or the manner
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in which children view their own sex and behave in ways consistent or
deviant from stereotypes for that sex. As perceptions and behavior become
increasingly deviant from social expectations, it becomes more likely
that the child will be presented as a patient. Lee describes the entangled
factors that contribute to gender role, and gives examples of the clinical
implications of the findings bearing on this issue.

Adolescence lies between childhood and adulthood, and is suffi-
ciently different from each to warrant separate study. It is vastly over-
represented in the popular press and public concern, and correspondingly
underrepresented in the research literature. More interestingly, even the
limited research findings that have appeared are often misrepresented
in clinical and public debate, so that we have an area that not only has
failed to incorporate research findings, but in which research findings
are pointedly contradicted. Adelson, in Chapter 14, attempts to correct
this problem by bringing together a number of findings about such issues
as normalcy in adolescence and relationships of adolescents to their
parents. Clinical applications are interwoven with the presentation of
empirical findings.

As the child moves along the developmental continuum, the like-
lihood of receiving research attention decreases. Just as we have seen a
reduction in information about adolescents, the failure to attend to adult
life is even more striking. It is only within the past decade that approaches
to midlife development have drawn attention, and even this remains
limited and selective. Lasky, in Chapter 15, brings this material together,
presenting some clinical speculations about adult development and about
the attempts to develop a body of empirical literature to support these
speculations. Using clinical illustrations, she clearly asserts that devel-
opment does not necessarily stagnate at any point in the life cycle, and
that a knowledge of research can help to develop an appropriate treat-
ment plan for patients.



11

Implications of Infant Development
Research for Clinical Practice

RicHARD L. VICKERS

INTRODUCTION

The concept of continuity in human development has long been a pro-
vocative subject. The riddle of the Sphynx drew an ironic parallel between
the inadequacy of infancy and the infirmity of old age. When Oedipus
solved the riddle and freed the city of Thebes, the Sphynx killed herself
in disgust, not having expected anyone to answer her question. It took
the genius of Freud to discover that psychological causes operate from
the distance of childhood in a particular way, through transformations
of the psychosexual stages and especially the Oedipus complex. Many
objected to this answer too, but it has come to represent the dominant
view of psychodynamic theory.

During the last 20 years psychoanalytic theory has become increas-
ingly focused on developmental issues preceding the oedipal phase,
with concomitant disagreement over issues of developmental transfor-
mation and continuity. At the same time our view of infancy has been
revised. Basic perspectives on infancy are being challenged by techno-
logical advances in at least three areas: (1) accumulation of more sophis-
ticated research than was previously available, (2) application of life

RICHARD L. VICKERS ¢ Institute of Advanced Psychological Studies, Adelphi University,
Garden City, New York 11530.

245



246 RICHARD L. VICKERS

support techniques making it possible to save infants as young as 27
weeks gestational age and as small as 1000 g, and (3) progress in neu-
rochemical, genetic, and evolutionary theory defining a psychobiology
of human life. This progress has extended the concept of extrauterine
life backward by several months and defined the full-term infant as far
more sentient, biologically complex, and psychologically active than was
formerly imagined. The present view of a self-impelled “competent”
infant contrasts with earlier paradigms depicting babies as programmed
by maturational imperatives (Gessell), controlled by stimulus-response
contingencies (behavioral learning theory), or held away by somatic
pressures (psychoanalytic drive theory).

Conceptual revisions taking place today are fundamental and con-
tain implications for clinical theory and practice. Some have been real-
ized: The National Center for Clinical Infant Programs and the World
Association for Infant Psychiatry represent new areas of clinical work.
The third Diagnostic and Statistical Manual of Mental Disorders (American
Psychiatric Association, 1980) contains the first listing of disorders “first
evident in infancy, childhood, or adolescence,” thereby extending
psychodiagnostic practice to a new clinical population. Reviews of infant
work appear with some regularity in psychoanalytic journals, and these
discussions illustrate the complex extrapolation required to establish
continuity between infant development and adult personality. Do mean-
ingful connections exist? There is no lack of speculation about pre-oedipal
personality development in psychoanalytic writing, but most of this
theorizing is retrospective, that is, reconstruction based upon the patient’s
“archaic transference.” Examples include statements about the origin of
preambivalent defenses such as splitting and projective identification,
topics receiving much attention in current literature on the narcissistic
and borderline personality. Disagreement abounds over whether ret-
rospective hypotheses elucidate early development or simply fantasies
about early development, that is, current formations that are not really
contiguous with early mental life.

Infant research contributes a prospective view of personality devel-
opment to these discussions. Studies on security and resiliency of attach-
ment, for example, are very much in line with clinical issues. Babies,
because they cannot use language, force researchers to study actual
events. Concretion has advantages in portraying phenomena that become
indistinct to the practitioner because of excessive redefinition of terms
in clinical theory. This approach also accommodates the urgings of Kohut
(1971), Khan (1974), and others that psychoanalysis move away from its
preoccupation with gross events in early life and become more attuned
to the detailed and cumulative nature of trauma. A historical comparison
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may be drawn between present-day interest in pre-oedipal disorders,
research on infancy, and the era in which Anna Freud (1973) first applied
analytic understanding to direct observation of children. Nearly 40 years
ago Hartmann and Kris (1945) urged that this work continue and sug-
gested that direct observation would have particular success in defining
conflict-free spheres of development. Research on infancy has become
so productive, complex, and textured that a new era of more compre-
hensive understanding of early development is underway.

The task at hand is to survey findings and practice from a personal
perspective that includes both analytic practice and infant intervention.
A complete review of the literature is beyond the scope of this chapter
and the reader is referred to Osofsky’s (1979) state-of-the-art summary.
My emphasis will be on several lines of research that establish infant
“competence” during the first 16 months of life. I shall then discuss the
implications of these findings for developmental and clinical theory. In
the final section I shall present clinical applications of these concepts,
first in adult work and then in the field of infant intervention.

REARCH ON INFANT DEVELOPMENT: BAsiCc COMPETENCE

Infant research is complex. It ranges across multiple, interrelated
lines of development rather than the unitary sequences most familiar to
clinicians. Included are physical and neurological maturation, cognitive
development, social behavior, and various other adaptive capacities.
Infants are difficult to study because momentary fluctuations of state
are superimposed on various maturational developments, all in the con-
text of intense exchange with the primary caregiver and the research
scientist. Although methodological problems are formidable, adequate
strategies have been created to maintain experimental clarity (see Esca-
lona, 1976). Many findings are supported by convergent data obtained
through different methods: Examples of correlated data include degree
of nerve tract myelinization, cortical evoked potential, and sensory dis-
crimination level. Natural experiments have also provided opportunity
for observation outside the laboratory: Fraiberg’s (1977) poignant work
with congenitally blind infants demonstrates the resilience of adaptive
capacities in face of major disability. These findings give dramatic
emphasis to the concept of “competence,” which has come to summarize
infant studies from the period 1960 to 1980.

Infants are competent in the sense of the general definition “capac-
ity equal to requirement,” in this case having a repertoire of skills equal
to developmental tasks under a range of conditions. All of the senses
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are functioning in some manner at birth. Early visual experience provides
an important basis for social exchange: Ocular muscles are among the
first small muscles to come under volitional control. Visual pathways
are partially myelinated at birth; the fovea is underdeveloped; ciliary
muscles are too weak to adjust the lens. A newborn’s eyes, therefore,
work like a camera using low-resolution film with focus fixed at about
19 cm, which approximates the face-to-face distance between mother
and nursing baby. Estimates of visual acuity range from 20/150 (Dayton,
Jones, Ain, Rawson, Steel, & Rose, 1964) to 20/800 (Fantz, Ordy, & Udelf,
1962), and this resolves to 20/20 at 4 months when studied by evoked
potential methods (Sokol & Dobson, 1976). The neonate makes conjugate
eye movements in order to track a moving stimulus (Wickelgren, 1967)
but cannot maintain a stable retinal image of the moving object (Dayton,
Jones, Steele, & Rose, 1964). Babies first show interest in high-contrast
edges, curved lines, and simple patterns (Salapatek, 1975); by 8 to 10
weeks attention is held by more complex stimuli (Brennan, Ames, &
Moore, 1966). Color vision is well documented by 10 weeks (Fagan,
1974; Oster, 1975) and evolves to categorical color perception by 16 weeks
(Bornstein, Kessen, & Weiskopf, 1976). Simple discriminatory skills
develop into more complex conceptual abilities toward the middle of
the first year of life. These include some degree of size, shape, and even
object constancy (Cohen, DeLoache, & Strauss, 1979; Day & McKenzie,
1971), as well as ability to perceive compound shapes as organized ges-
talts, for example, configurations of facial expression (Fagan, 1976). A
full discussion of visual processes and perception of space, sound, and
speech in infancy can be found in the two review volumes by Cohen
and Salapatek (1975a, 1975b).

Infants clearly do not perceive their surroundings as the “dimly
moving masses” imagined by Freud (1896/1966); instead they are avid
seekers and processors of visual information. Nor do they hear the world
as the “blooming, buzzing confusion” once postulated by William James
(1913/1980). Auditory sensation is present before birth (Bernard & Son-
tag, 1947). Acuity is hampered by mesenchymal tissue trapped in the
middle ear for a few days after delivery, and auditory thresholds are
higher than for an adult. These decrease from 3 to 8 months. The infant
can discriminate sounds by pitch (Engel & Young, 1969), intensity (Bar-
toshuk, 1964; Eisenberg, 1976), duration (Clifton, Graham, & Hatton,
1968), and location (Hammond, 1970) within the first few weeks. Infants
prefer frequencies from 1000 to to 3000 Hz, in the range of the female
voice (Keele & Neil, 1965). In fact, the elevated pitch, repetition, exag-
gerated intonation, and singsong cadence of adult “baby talk” match
the infant’s tonal preferences and information-processing abilities to a
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remarkable degree. Infants prefer complex sounds (S. Hutt, Hutt, Len-
ard, von Bernuth, & Muntjewerff, 1968), are distressed by high-frequency
pure tones and low-frequency square waves (C. Hutt, von Bernuth,
Lenard, Hutt, & Prechtl, 1968), startled by loud or sudden noises (Peiper,
1963), and soothed by various low-frequency sounds and continuous or
rhythmic auditory stimulation (Brackbill, Adams, Crowell, & Gray, 1966).
The research data indicate that infants possess well-developed auditory
skill soon after birth.

Recent findings indicate that very young infants also show inter-
model perception, that is, syncretic integration across sense modalities.
Thus, 4-month-olds prefer films having synchronous movement and
sound (Kuhl & Meltzoff, 1982). Meltzoff and Borton (1979) inserted two
kinds of nipples—nubbed and smooth—into the mouths of 4-week-old
infants wearings blindfolds and discovered visual-tactile fluency: With
blindfold removed, 25 of 32 infants immediately directed their gaze to
the type of nipple placed in their mouths. More startling are reports of
synchronous responses of infants a few hours old to human speech
(Condon & Sander, 1974), and even the ability to imitate complex facial
expressions with 76% accuracy during the second day of life (Field,
Woodson, Greenberg, & Cohen, 1982).

These findings introduce the area of social interaction and reveal
the complex behavioral repertoire infants bring to bear upon prelinguistic
communication. As summarized by Bruner (1974, 1975), Harris (1975),
and Ryan (1974), and recently critiqued by Gratch (1979), research on
early forms of communication and understanding has shifted focus from
acquisition of grammar and syntax to problems of meaning and com-
munication. Topics include nonverbal origins of communication (Stern,
1976), development of mutual reference (Lempers, Flavell, & Flavell,
1975), and beginnings of intersubjectivity (Trevarthen & Hubley, 1978).
Gratch sees the focus on reciprocity (Brazelton, Koslowski, & Main, 1974)
and dialectic (Riegel, 1975) as a search for the origins of thought and
affect in terms of the infant’s social matrix. He interprets this trend as
a partial rejection of the Piagetian “metaphor” of the construction of
reality and a reintroduction of the “game” metaphor of social theoreti-
cians such as George Herbert Meade and Harry Stack Sullivan. Stern’s
(1976) approach is a case in point. Using frame-by-frame microanalysis
of infant—caretaker interactions, Stern paid particular attention to epi-
sodes of eye contact and associated postural adjustments by both part-
ners. He noted reliable difference between mother-infant pairs in terms
of duration of contact and frequency with which each partner initiated
and terminated episodes. He comments, as have others, on the remark-
able synchrony of motion between mother and infant, and noted that
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approach or withdrawal behavior initiated by one partner receive com-
plementary withdrawal or approach response by the other within 1.5
sec. He likens this to a waltz danced poorly or well according to each
partner’s ability to anticipate timing, rhythm, and sequence, and to learn
from mistakes. In the best case a pattern becomes established in which
the competent infant presents discernible cues to a mother whose
responses are good (contingent) enough to establish a coherent exchange,
that is, a balance of influence in which neither partner becomes over-
whelmed or confused by the other. Deviations from an optimal range
may be characterized by terms familiar to the clinician—"avoidant,”
“controlling,” “overstimulating”—and are considered to affect the cop-
ing mechanisms of both partners. Success gained through mutual influ-
ence combined with intermodal communication helps to initiate mutual
empathy and intersubjective awareness. Using this approach Stern has
documented continuity of interactive patterns from 3 to 14 months, and
suggests that infants’ internal representations begin to coalesce around
repeated experiences of this nature. Behavioral competencies are empha-
sized, especially the captivating quality of a infant’s gaze which Stern
labels a “cardinal attachment behavior.”

These findings mesh well with Ainsworth’s classic studies of
attachment behavior (Ainsworth, 1979), Bowlby’s (1969) major theoret-
ical work in this area, and the follow-up studies of Sroufe (1979a, 1979b)
and others demonstrating consequences of early attachment behaviors
with through age 5. The key to predictability lies in tracing adaptive
themes through a course of age-specific tasks. Thus infants who are
“securely attached,” that is, effective at seeking reunion with their care-
takers following stressful separation, emerge as toddlers more able to
engage in problem solving on their own, more flexible in impulsive
controls, and more competent with their peers. Infants who are “anx-
iously attached,” that is, mix contact seeking with angry resistance, later
have difficulty using their caretakers as a secure base for exploration.
Finally, infants whose early attachment is “avoidant,” that is, whose
reunion behavior is angry and rejecting toward the caretaker, may appear
precociously independent as babies but later show signs of impoverished
resources. These findings are striking in predictive reliability and make
clear the point that continuity of adaption is epigenetic. In fact, a sort of
developmental paradox exists in that infants who are effectively dependent
become more autonomous and independently competent as preschoolers.
Attachment research underscores the need for a coherent and satisfying
signal system between infant and caretaker during the first half year of
life, and findings bridge the data on neonatal competence and Mahler,
Fine, and Bergman’s (1975) work on separation-individuation. The point
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is not that personal resources are fatefully determined by early experi-
ence, but rather that there is a coherence of individual development
based upon adaptive/maladaptive negotiation of early interpersonal tasks.
Relative success or failure at each developmental step depends upon
the assemblance of expressive and receptive skills, as well as the affective
resources both partners bring to bear upon the issue at hand.

At a higher level of abstraction, infant researchers have discussed
the ontogenesis and developmental transformation of affect for many
years, beginning with Bridges’s (1932) month-by-month analysis of emo-
tional development. Genetic-dynamic theories are intimately related to
clinical theory and practice, for example, in Kernberg's (1975) postulate
that pre-oedipal defenses become organized “under the influence” of
libidinal (good) and aggressive (bad) drive derivatives. I understand this
to mean drives transformed into perceptual-affective dispositions, essen-
tially affective organizations that become major problems for the bor-
derline personality when they remain fixated in their early
“nonmetabolized” state. Researchers have approached questions of
emotional development from various perspectives: (1) searching for pro-
totypes of mood and affect (Thomas, Chess, Birch, Hertzig, & Korn,
1963); (2) defining milestones of affective organization such as smiling,
stranger anxiety, and negativism (Emde, Gaensbauer, & Harmon, 1976;
Spitz, 1965); (3) tracking the origin of specific affect systems such as
pleasure-joy, wariness-fear, and rage-anger (Sroufe, 1979b); and
(4) examining the interface between affect and cognitive or ego devel-
opment (Brody & Axelrod, 1970; Loevinger, 1976).

There is consensus that true emotions, as opposed to reflexes,
require some degree of cognitive engagement. Traditional develop-
mental perspectives view emotional and cognitive growth in parallel
terms: Both are subject to epigenetic reorganization. Primitive states are
evoked by enteroceptive stimulation. These are the obligatory reflexes
and global states of the first few weeks of life. Second, affective proto-
types help engage caretakers in reciprocal exchange and introduce some
awareness of external reality. Third, true emotion is a hallmark of rudi-
mentary self or ego formation: Temporal awareness involving memory
and anticipation comes into play. Finally, full emotional life presupposes
object constancy and evocative memory, leading to interplay among
affect, symbolism, and language: These are the terms of oedipal and
ultimately tripartite structures and conflicts.

Critical issues concern how linkages between affect and meaning
take place before development of symbolic thought. Can subjective expe-
rience antedate self-differentiation? Can such experience be encoded?
Does it have developmental continuity? The literature on competence
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suggests that continuity exists and organizing modes include motoric
dispositions in addition to perceptual-affective self- and object repre-
sentations. For example, infants’ gaze aversion is temporally correlated
with peaks of heart rate acceleration during approach by a stranger
(Waters, Matas, & Sroufe, 1975). This may be seen as both a defensive
operation and what might be called a motor affect. The concept of organ
affect has long been recognized in psychoanalysis (Fenichel, 1945). Are
motor phenomena also subject to developmental fixation, for example,
in the idiosyncrasies of gaze demonstrated by adult paranoid person-
alities? Instead of conflict-related disturbances, disorders of internal reg-
ulation, emotional control, and self-regard are now commonplace in
clinical work and notoriously difficult to treat (Kernberg, 1975; Kohut,
1971). Developmental research frames and articulates issues of pre-oedipal
adaptation that have direct bearing on these clinical concerns. The gen-
eral indication is a coherence of individual development based upon
adaptive/maladaptive regulation of internal states. Relative success—fail-
ure depends partly on ability of the infant—caretaker unit to link these
states with phase-appropriate reality, that is, to place them in meaningful
contexts.

DISCUSSION

UPDATING DEVELOPMENTAL AND CLINICAL THEORY

Visual and auditory competence, attachment behavior, and emo-
tional organization are current topics of interest in infant research. In
this section I shall consider findings that are pertinent to developmental
and clinical theory, noting initially that the need for theoretical revision
is a matter of dispute.

Those who question such need (1) ask whether data obtained under
laboratory conditions reflect typical life experiences, (2) point to imma-
turity of the cerebral cortex during the first months of life, (3) suggest
that growth processes are too discontinuous for reductionist theoretical
revision, (4) maintain that phase dominance of drives cannot be ignored,
and (5) state that symbolic information of the type retrieved in treatment
does not appear until well into the third year of life. Some clarification
of issues can be attempted, first, by reviewing the general theories of
pre-oedipal development shown in Figure 1. These schemata reflect issues
of concern to each theorist, and they can be viewed as heuristic devices
offering the clinician a range of interpretive frameworks. Examining the
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first 6 months, a contrast emerges between theorists who emphasize
unilinear differentiation (Mahler et al., 1975; Piaget, 1954; Spitz, 1965)
and theorists who emphasize interactional and regulatory process
(Greenspan & Lourie, 1981; Sander, 1962; Sroufe, 1979b). During the
second 6 months a contrast emerges between further differentiation and
individuation (Greenspan & Lourie, 1981; Mabhler et al., 1975; Piaget,
1954; Spitz, 1965) and attachment and initiative (Sander, 1962; Sroufe,
1979b). Finally, during months 12 to 18 a more consensual focus appears
on related themes involving exploration, assertion, and mastery, all asso-
ciated with locomotion. Recent findings in infant development empha-
size the latter categories listed during the first year of life: that is, regulatory
process, interaction, and initiative. This seems especially clear during
the first 6 months because of data manifestly incompatible with tradi-
tional points of view. Neonates who imitate facial expression are accom-
plishing a Stage 4 achievement in Piagetian theory. Moreover, findings
regarding intermodal sensory organization from 1 to 4 months suggest
that innate abilities operate to a degree not formerly recognized in such
young infants.

Such complex abilities seem unlikely to be subcortical or vestigial
in nature like the grasp or Moro reflex. Although functional appearance
of these capacities is limited to relatively infrequent periods of alert
inactivity, that they exist at all contradicts a number of clinical and
metapsychological assumptions (see Wolff, 1960). Among these are the
“bird-in-egg” model of a normal autistic phase (Mahler et al., 1975), in
which any rupture of the stimulus barrier is met by a global, diffuse,
syncretic response, as well as the belief that hallucinatory wish fulfill-
ment is the highest mental achievement reached during this period.
Peterfreund (1979) has gone so far as to argue against “any conception
of an undifferentiated phase,” including normal autism, the symbiotic
stage, primary narcissism, stimulus barrier, and so on. A more formi-
dable, and perhaps more reasonable, proposition would be to integrate
recent findings with developmental ego theory. The data suggest that
inborn biological precursors of ego function embrace a wider, more inte-
grated, and even more volitional range of activities than envisioned by
the ego theorists. A biological function cannot be construed as volitional
unless already under some degree of ego control; hence the data may
argue for an earlier appearance of autonomous ego function than
assumed. Theoretical consequences then follow, including a further
“broadening of the concept of the reality principle” (Hartmann, 1958)
and reintroduction of the issues raised by White’s (1963) argument for
independent ego energies. Finally, phase and mode dominance are
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concepts firmly rooted in psychoanalytic experience and literature. These
positions are not challenged by new findings in infancy research. Rather,
new data supplement and enlarge established models: Phase tensions
are correlated with developmental competencies, for example, oral-vis-
ual, anal-motoric, in sets that may predispose affective organizations.
The question of continuity of preverbal constructions is relevant to impli-
cations that new findings hold for clinical theory.

Developmental orientations in clinical theory may be classed as
general comprehensive approaches to diagnosis and treatment of pre-
oedipal disorders (Kernberg, 1975; Kohut, 1971; Masterson, 1976) or
specific concerns regarding such technical matters as setting, use of
reconstruction, and so on. (Giovacchini, 1975). General theories serve
multiple purposes: ordering data, facilitating communication, prescrib-
ing technique. Efficacy of a particular approach therefore depends upon
numerous considerations; the issue of accuracy of interpretation gathers
importance with respect to an individual case. Guided by well-founded
theory, clinicians make better judgments and more deeply moving inter-
pretations to the patient.

Regarding general theory, we can follow Hartmann’s (1958) dictum
not to “make assumptions which clash with observations of behavior.”
The suggestion that cross-modal communication may affect intersubjec-
tive awareness between caretaker and infant attests to the complexity
of early interaction. Newborns do not “know” their caretakers in the
sense that parents would like to believe, but precursors of emphathic
regard are present nearly from the beginning of extrauterine life. In this
sense psychological birth precedes separation-individuation, and the
caretaker’s “primary maternal preoccupation” (Winnicott, 1965), involves
more than ministration of need. Circular and reciprocal transactions
come into play very early. One might compare the parent’s role to that
of a tourist who must negotiate the language, time schedule, foods, and
so on of a new culture. Much has been assumed regarding the residue
of early experience in adult patients; vicissitudes of development are too
complex, even at this early time, to expect isomorphic recapitulation at
preverbal structures in adult patients. The question is open as to how
coherently specific states are translated into verbal-symbolic form. Con-
stellations of nonverbal interaction (gesticulation, voice pattern, gaze,
synchronous movement, etc.) are embedded in early contexts of mean-
ing. Do these evolve into psychic structures? Certainly patients do reveal
symbiotic confusion and the gamut of pre-oedipal transference states
described in the literature, but it becomes difficult to distinguish true
archaic transference from fantasies of primitive involvement—not unlike
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Freud’s dilemma regarding the theory of seduction. I would consider it
more likely for many people to experience residues of early states in
somatic-perceptual-motor terms including psychotic symptoms, addic-
tive behaviors, momentary regressive states such as the Isakower phe-
nomenon (Isakower, 1938; Spitz, 1965), autoerotic behaviors, and
disturbances of body image. These affect patients’ transference involve-
ments in highly individualistic ways, almost always combined with later—
for example, oedipal—contexts of interaction. Clarification of meaning
is difficult because early residues have too little ideational content and
later ones too much to be guided by manifest state.

Infant research also provides metaphors for the clinician to tran-
scend familiar avenues of understanding patients trapped in early binds.
Bruch (1982) has discussed how contact with new models of child devel-
opment helped revise the treatment of primary anorexia nervosa. She
contrasts views of this condition as a symoblic expression of oral conflicts
with a model of developmental etiology based upon deficient mother—
infant interaction. The latter view leads the therapist to analyze func-
tional interaction rather than explore symbolic content, and “find entry
into the rigid denial” of pervasive feelings of ineffectiveness and impaired
control. The approach is aimed at establishing interactional coherence
by putting into words what was previously expressed through the body.
Rather than helping the patient resolve conflict buildup on top of reg-
ulatory problems, the therapist helps the patient code behaviors never
before transformed into symbolic representation. Technical recommen-
dations followed in this approach involve greater activity and special
attention to the ongoing communicative stream: silence, speech, kinet-
ics, and gaze, as well as verbalization.

Stone (1961) and Kohut have commented on activity/inactivity, use
of the couch, and other issues related to the empathic tone in psychoan-
alytic treatment. The etiological model of pre-oedipal disorders sug-
gested by infant research is in accordance with the view that a more
active, flexible, face-to-face setting provides an effective holding envi-
ronment for many patients with pre-oedipal difficulties. I believe that
salient therapeutic issues for many such patients revolve around momen-
tary surges of disorganizing affect more than organized states of trans-
ferential distortion. Finally, I suggest that judicious use of reconstruction
with these patients is helpful. General reconstructions are of uncertain
historical accuracy, but their therapeutic value lies in communicating
empathic awareness of fundamental influences and compromises in the
patient’s life. Blum (1977) and Greenacre (1981) offer helpful discussions
of this topic.
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IMPLICATIONS FOR PRACTICE

Adult Treatment: Case Example

Therapeutic attention to motor affect and use of reconstruction are
exemplified in the following vignette, taken from an early phase of twice-
weekly intensive psychotherapy with a woman patient in her mid-thirties.

The woman'’s presenting difficulties were inability to confront her
husband regarding neglect of her 10-month-old daughter, chronic
depression, and recurrent binges of alcohol abuse in which she would
dissipate her tension through wild nights on the town. She was raised
in a morally upright professional family, and well educated. The mother
suffered from chronic heart disease dating from the patient’s early child-
hood. In fact, the mother was bedridden in the patient’s earliest memory,
in which her father was angry because she did not like the egg he had
cooked her for breakfast. She remembered that her mother could only
join in one dance with her father, and then had to sit out the evening.
Both parents died during her early twenties. The only nourishment,
care, and protection she received in adult life was from her first husband,
but this relationship was one of cloying dependency and no sexual
gratification. She sought excitement with the immature man who became
her second husband. She blamed herself for lack of fortitude and expected
little from others. A previous attempt to obtain help in psychotherapy
was unsuccessful. Her initial presentation was remote, and the thera-
pist’s notes after the second session read: “She floods herself with alter-
nate ‘maybe’ hypotheses in an intellectualized manner without integrating
affects.”

My intention here is to suggest her multiple concerns, unfocused
thought, and pervasive attachment problems. For current purposes I
would like to focus on her interest in dancing, the role it played in her
life, and the meaning it expressed during the early phase of treatment.
Her first dream was as follows: “I'm dancing in a ballet, taking a curtain
call. T see that I have strong legs, dancer’s legs, as I bow, and I am
proud. Someone else, an older woman, is being recognized, and then
I see that everyone is clapping for her. She is in charge of something,
and I notice that she is my former principal.” The patient’s associations
concerned her aspirations in dancing and choreography, which she felt
were thwarted by her parents’ wishes that she do something “practical.”
The dream seemed to her “optimistic” in that she discovered some pre-
viously unrecognized strength, and she mentioned that she did not want
therapy to become a “crutch.” The therapist remembered that the first
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time he saw her for consultation she wore dancer’s warmups on her
lower legs, but made no further comment or inquiry regarding dancing.
Several months later she had reported that nightly episodes of rocking
violently from side to side began as far back as she could remember and
lasted into her first marriage. Like many of her “insights” it seemed to
have no meaningful connection with anything else, past or present. At
this point the therapist commented that perhaps she had been rocked
as a small child because of her mother’s illness and depression, and that
she had invented a way of rocking herself. She then recalled that as a
small child she had created the notion that her own leg was a doll, which
she named, rocked, and kept warm in a blanket. She demonstrated this
with her calf and lower leg, the same body parts wrapped in woolen
warmups during the first session. This part of her body was used to
maintain regulatory control and represented a precursor to transitional
phenomena (Gaddini, 1978). Symbolic expressions of similar affects were
created in the dream image of her legs transformed into dancer’s legs,
and her worry that therapy could become a crutch if she came to rely
on it. However, these metaphorical statements carried less emotional
weight for the patient than did increasing awareness of escape to con-
crete forms of expression such as drinking and dancing.

Familiarity with early developmental issues also emphasizes the
salience of body expression. This brings to mind Freud’s 1923/1961 state-
ment that “the ego first and foremost is a body ego.” Although resist-
ance, transference, and conflict were expressed in verbal-symbolic terms,
in this example the patient did not trust her ability to negotiate important
matters through such means—either in therapy or in her marriage. At
a later point she reported a dream in which an older female figure
attempted to communicate with her in five different languages, and was
unsuccessful in each. This marked the beginning of more focused aware-
ness on her own inaccessibility as the key problem she needed to face
in treatment. She half humorously alluded to her problem as “learning
how to put my foot down and take a stand.”

What can infant research contribute to understanding this patient’s
presentation and dynamics? If one assumes that she developed the nor-
mal complement of receptive and expressive skills, precursors to attach-
ment, and affect systems reviewed in the first part of this chapter, these
autonomous functions encountered a nonreciprocating environment
because of the mother’s illness and depression. (In this sense she was
correct in saying that she had been “thwarted.”) Profound attachment
problems ensued, in which autoerotic behavior rather than empathic
exchange continued to regulate internal states. Rather than pre-oedipal,
core elements of her personality remained preverbal and presymbolic,
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depriving her of the representational capacities with which she could
establish a sense of self. Precursors to self-expression were lucid and
expressed concretely. They were not embedded in psychotic processes.
She sought external validation (mirroring) through exhibitionistic pur-
suits, that is, dancing, but could not look into herself. She once dreamed
that she looked into a mirror while dancing, only to see an infinite regress
of other dancers in other rooms rather than her own reflection. On
another occasion, she impulsively cut herself with a razor while looking
into a mirror. Resort to such primitive modulating behaviors in a person
who is otherwise functional suggests very early fixation. The primary
therapeutic task with preverbal patients is to link internal states to the
therapeutic relationship. Discussion of technique is beyond my present
scope, but I suggest that parallels exist between this therapeutic task
and the kinds of caretaker-infant exchange now being defined in devel-
opmental research.

Infant Intervention: Treatment and Prevention

Infant stimulation programs of the early 1970s (Beller, 1979), pre-
ventive education programs of the mid-1970s (Bromwich, 1981; Lief,
1979), and recently described clinical programs (Fraiberg, 1980; Green-
span, 1981) have established the rapidly growing field of parent-infant
intervention. Huntington (1979) lists research findings she considers
most significant for mental health professionals dealing with infants.
Some of these data are discussed in the first section of this chapter, and
they provide a much broader knowledge base for the clinician than was
available 10 years ago.

Clinical work has moved beyond developmental guidance to include
interactional assessment, crisis intervention, and intensive parent—infant
psychotherapy. Efficacy of work in the last category has been made
dramatically clear with such severe problems as failure-to-thrive (Frai-
berg). Greenspan and Lourie’s (1981) ordering of developmental struc-
tures (Figure 1) and corresponding adaptive or maladaptive caretaking
environments from birth to 40 months is a major step forward. He
describes observable landmarks for early development that take into
account the complexity of social, emotional, and cognitive well-being.
This kind of detailed awareness should be taught to those in most direct
contact with infants, namely, pediatricians, in order to provide parents
with access to services ranging from preventive education to psycho-
therapy. Greenspan (1981) outlines a spectrum of intervention strategies
meant to address problems at each specific stage of development. These
skills should be taught to clinicians.
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Our program at the Center for Parents and Children at Glen Cove
offers preventive education, developmental guidance, and infant assess-
ment in a general hospital setting. Mother-infant and father—infant groups
meet weekly for 3 years in a semistructured format involving lecture,
discussion, and concrete demonstration of infants’ growing capacities.
When babies become toddlers they are able to move from our group
room to the playroom, where a skilled play teacher helps them negotiate
separation issues in this supportive setting. Families with particular
problems are provided with the hospital’s pediatric staff. Our curriculum
presents basic information regarding infant development in a timely and
salient manner. Parents who have not received a college course in child
development are in many cases misinformed about basic facts. One
mother expressed relief when she learned that her son’s stranger anxiety
marked a developmental milestone; she had been worried that he would
become fearful of people and not “grow up to be a man.” In other cases
parents are unaware of how their own behavior affects a particular issue;
they demonstrate in vivo the difficulty they are facing. During a discus-
sion concerning how much vacation parents should take away from a
young child, one mother was discussing her child’s distress over sep-
aration when she suddenly realized that she had left the child’s bottle
out in her car. She bolted from the group to retrieve it, offering no
explanation of her departure to her son. He became quite upset, and
the leader was compelled to hold him up to the window and reassure
him that “mommy would return in a moment.” She had not realized
that the separation issues just discussed in the context of vacations also
applied to her present behavior. Some parents face the difficulty of giving
appropriate stimulation to a slow infant, or one whose temperament
evokes strong reactions. Others face multiple and conflicting role demands
that complicate the logistics of childrearing. We have been struck by
parents’ eagerness to learn and willingness to attend our support groups
for an extended period of time, and see this as prima facie evidence of
the need for this kind of service. Their enthusiasm and commitment
suggest the appeal and usefulness of new knowledge in infant
development.
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Development
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INTRODUCTION

Developmental experiences in years 3 to 12 have considerable implica-
tions for how children will negotiate adolescence and adulthood. The
clinician, and especially the psychodynamic psychotherapist who believes
that adult functioning depends upon the quality of earlier development,
is keenly interested in the nature of the patient’s life during this “early
childhood” period that spans both the oedipal and the latency years.
However, it is quite a different question how the therapist’s understand-
ing or technique might be affected by knowledge about the regularities
or nomothetic characteristics of development during these life stages.
Apart from the perspectives psychoanalytic developmental theory might
gain from systematic examination of, and integration with, basic devel-
opmental research, the task of this chapter is to consider how clinical
practice might benefit from such research knowledge.
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One problem that arises in attempting to refine clinical technique
is that good clinicians tend to have a broader, more complicated, and
more flexible technical repertoire than may be reflected in their theo-
retical positions, or even in their self-perceptions. As a result, when
provided with a conceptual or research landscape from which technical
implications may be drawn, the experienced clinican may well say “I do
that already” or “Now I see the rationale for what I do.” However, we
do believe that a more detailed examination of basic research findings
can communicate something new and useful to the practicing clinician,
and perhaps shed further light upon the underpinnings of psychother-
apy technique. From the vast array of research areas within the field of
early childhood development, we have selected three research areas for
discussion. These issues are intrinsically interesting, and also illustrate
how such research findings may be used to inform clinical practice. The
three areas are: (1) the relationship between parental childrearing styles
and children’s social and emotional functioning; (2) children’s devel-
oping capacities to monitor their own cognitive processes—what is termed
“metacognition”; and (3) the importance of multiple attachment or iden-
tification figures in child development—that is, the psychological impact
of such nonmaternal figures as fathers and peers.

Our discussion of each of these research topics will interweave
research findings with the technical perspectives suggested by the
research literature. Where appropriate, clinical examples will illustrate
conceptual points. Finally, we shall offer some hypotheses for future
research that emerge from this consideration of the links between basic
research on early childhood development and the practice of psychoan-
alytically oriented psychotherapy.

RESEARCH ON CHILDREARING STYLES

There are a number of parallels between the parent—child and the
therapist—patient relationships. The familiar psychoanalytic focus on
transference emphasizes the ways in which the therapeutic context evokes
the patient’s parental images and internalized relationship patterns. From
a somewhat different vantage point, we can perhaps view psychother-
apy itself as an analogous developmental process. By this we do not
mean to imply that psychotherapy is “reparenting.” Rather, psycho-
therapy can be conceptualized as a formative relationship that fosters
development. From this perspective, we wish to consider how the ther-
apist’s stance or style of interaction can be informed by research on
parental childrearing. In particular, what can the psychotherapist learn
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from research investigations on how different parental behaviors pro-
mote or interfere with children’s healthy development?

One fundamental dimension of parent behavior that fosters the
child’s social and emotional development is parental warmth and nur-
turance. The earliest functions of parental nurturance are of course
apparent before the child reaches 3. It is interesting to note, however,
that despite long-standing disputes among empiricists about the impor-
tance of early experience, the evidence is beginning to mount that a
secure parent—child bond during infancy predicts later social and cog-
nitive competence (Matas, Arend, & Sroufe, 1978; Sroufe, 1978; Sroufe
& Waters, 1977; Wachs & Gruen, 1982; Waters, 1978). Securely attached
infants are those who seek their mother when she is present but do not
cling and whine in her absence, and are explorative of their surroundings
(Ainsworth & Wittig, 1969). Mothers of securely attached infants have
been found to be sensitive to their infants’ needs, whereas mothers of
“avoidant” or “anxiously attached” infants are either emotionally
unavailable or fluctuate in their emotional availability. Thus, the moth-
er’s sensitivity and warmth are crucial to the child’s social development
(Blehar, Lieberman, & Ainsworth, 1977; Bloom-Feshbach & Blatt, 1982;
Clarke-Stewart, 1973).

The significance of paternal warmth and involvement is similarly
evident in the research on sex-role development. Studies of sex-role
acquisition do not yield direct correlations between fathers’ masculinity
or sex-role preferences and those of sons (Angrilli, 1960; Mussen &
Rutherford, 1963; Payne & Mussen, 1956); rather, it is more nurturant
fathers who have more masculine sons (Biller & Borstelmann, 1967;
Hetherington, 1967; Reuter & Biller, 1973). In fact, regardless of the
degree of parental masculinity, fathers who are warm and accessible to
their children have sons who are more masculine (e.g., Bandura & Wal-
ters, 1969; Mussen & Rutherford, 1963) and daughters who are more
feminine (Johnson, 1963). Conversely, Bronson (1959) found that tense
father-son relationships produced a negative correlation between the
father’s and son’s degree of masculinity. Reviewing this literature, Lamb
(1982) comments that “these findings strongly imply that characteristics
of the father-child relationship have greater formative significance than
the fathers’ avowed masculinity or punitiveness” (p. 19). Thus, the nur-
turant quality of the father—child relationship, rather than the father
himself as an object of identification, is central to development.

Given that most clinicians would readily accept this evidence of
the positive effects on children of parental warmth and nurturance, what
implications does this literature have for therapeutic practice? First of
all, it was only several decades ago that Carl Rogers felt compelled to
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emphasize the importance of the therapist’s nurturance—of “uncondi-
tional positive regard”—in the therapy relationship. In psychoanalytic
work today considerable debate has focused on the technical implications
of Kohut's (1971) conceptualization of narcissistic disorders. In response
to the work of Kohut and his colleagues, some analysts and psychoan-
alytically oriented psychotherapists have more recently shifted their
therapeutic stance toward being more empathic, responsive, and warm.
Better therapeutic progress is considered to result within the context of
a warmer “real relationship,” to use Greenson'’s (1967) term. Without a
warm therapeutic relationship, even reflected in such simple cues as the
subtlety of a smile or an empathic vocal agreement, the psychoanalytic
goal of therapeutic neutrality may be construed as an atmosphere of
emotional coldness and unresponsiveness. In misinterpreting neutrality,
even healthier patients may experience the relationship with the ther-
apist as cold and narcissistically wounding, making it difficult for them
to make maximum use of psychotherapy. Thus, technical neutrality need
not, indeed should not, imply emotional aloofness. As Kernberg (1977)
states, “the empathic attitude of the therapist . . . has elements in com-
mon with the empathy of the ‘good-enough mother’ with her infant”
(pp. 302-303).

Since one goal of psychodynamic treatment is to enable patients
to identify with the therapeutic stance of reflecting upon experience from
different vantage points, a nurturant interpersonal atmosphere pro-
motes identification with this and other important dimensions of the
therapist’s analytic perspective. This view of the function of identifica-
tion in the therapy process is developed in Loewald’s (1960) classic article
on the curative ingredients in psychoanalytic work, in which he dis-
cusses how the new object relationship between patient and analyst
fosters the patient’s ego development. Our principal point is that a
warm, nurturant interpersonal environment may be a crucial variable
in establishing the psychotherapy relationship and in facilitating iden-
tificatory and ego developmental processes.

Basic research on parent-child relationships in early childhood, like
the psychoanalytic literature, points to the importance of setting clear
and firm limits. The weight of developmental research evidence indicates
that the consistent but nonpunitive exercise of parental authority fosters
cognitive, moral, and social development in young children (e.g., Becker,
1964; Kagan & Moss, 1962). A widely acclaimed series of investigations
by Baumrind and her colleagues (Baumrind, 1967, 1971, 1977; Baumrind
& Black, 1967) has linked different patterns of childrearing to the per-
sonality characteristics of preschool children. Baumrind began by iden-
tifying three clusters of child behavior and then exploring associated
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patterns of parental behavior. In subsequent research she took the oppo-
site approach—classifying childrearing styles and then exploring chil-
dren’s behavior patterns. With either methodology, the results
demonstrated the beneficial effects of combining consistent nurturance
with clear discipline.

Children who were best adjusted, who were self-reliant, self-con-
trolled, explorative, and content, were reared by parents who were warm,
rational, and receptive to the child’s communications. At the same time,
these parents were also moderately controlling and demanding. Baum-
rind labeled this pattern authoritative. In contrast, authoritarian parents,
who exerted authority but were less warm in their childrearing style,
had children who were discontent, withdrawn, and distrustful. The last
childrearing category identified in the early research was the permissive
style, that is, parents who were noncontrolling, nondemanding, and
relatively warm. Children reared by permissive parents were the least
self-reliant, explorative, and self-controlled. Thus, either too much
authority and too little nurturance (the authoritarian style) or sufficient
nurturance paired with an inadequate degree of discipline (the permis-
sive style) promoted less adaptive patterns of personality development.

These research findings suggest that psychotherapists need to
maintain a balance between providing a warm, empathic atmosphere
and establishing firm, frustrating therapeutic boundaries. Although the
hazards of overgratification by the therapist are generally recognized by
psychoanalytically oriented clinicians, the potentially iatrogenic effects
of too much frustration and too little nurturance are less widely acknowl-
edged. Just as parents must adjust their balance of nurturance and limit-
setting to the changing needs of the growing child, clinicians might
consider whether and how therapeutic technique could be beneficially
adjusted with certain patients and at various stages of the therapy proc-
ess. Even with neurotic patients, it would be interesting to identify what
aspects of the clinical picture suggest modifications in a “traditional”
analytic stance. For example, might a slightly less frustrating affective
atmosphere accelerate ego development for withdrawn patients? Or,
can more varied emotional responsiveness at certain points work in
concert with technical neutrality to facilitate the working through of pre-
oedipal issues in relation to oedipal concerns? Furthermore, to what
extent do aspects of the therapist’s style serve as a model for the patient’s
identificatory processes?

During the childhood years, parents ideally must respond flexibly
to their children’s changing needs for nurturance and control. Patients
too may benefit from a flexible balance of therapeutic warmth and frus-
tration as the therapy process develops. The stage of treatment, the type
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of patient, the issue under consideration, and the therapist’'s personal
style must all contribute to an assessment of what kinds of interventions
will be most productive.

METACOGNITION

The last 10 years have seen the rise of a new area of cognitive
developmental psychology, called “metacognition.” A study by Flavell,
Friedrichs, and Hoyt (1970) illustrates this process of cognitive moni-
toring of cognitive processes. Preschool and elementary school children
were asked to study a set of items until they were certain they could
remember them perfectly. The older children completed the task suc-
cessfully, that is, when they said they were ready, their recall of the
items was perfect. The younger children, however, indicated that they
were ready but could not accurately remember the items. This study
and others like it (Brown, 1978; Flavell, 1978; Flavell & Wellman, 1977;
Markman, 1977) have led Flavell, a Piagetian theorist, to suggest that

young children are quite limited in their cognition about cognitive phenom-
ena, or in their metacognition, and do relatively little monitoring of their own
memory, comprehension and other cognitive enterprises. (1981, p. 165)

Cognitive and metacognitive goals and processes are different, as the
following example indicates. If schoolchildren sense (a metacognitive
experience) that they do not know course material well enough to pass
a test, they might reread their lessons (a cognitive process aimed at
accomplishing the cognitive goal of increased knowledge). In order to
assess whether rereading the material had prepared them adequately,
a student might decide to wonder about possible questions the teacher
might ask. The plan of asking oneself questions is a metacognitive strat-
egy, and the process of asking these questions a metacognitive task. As
Flavell (1981) states, “cognitive strategies are invoked to make cognitive
progress, metacognitive strategies to monitor it” (p. 168).

There is a striking emphasis on metacognitive processes in psycho-
therapy (or, more precisely, on metacognitive-affective processes). In
psychotherapy, patients learn to monitor their inner experience and to
make more systematic assessments of their psychological processes. For
example, a suicidal patient realizes at some point during therapy that
unconscious, denied, rageful impulses precede suicidal thoughts. The
patient may come to this insight by the therapist’s noting the sequence
of suicidal ideas being expressed soon after the announcement of a
therapist’s vacation. In this familiar example, such a patient is initially
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resistant to even entertaining the notion that suicidality emerges from
a transformation of unconscious murderous rage. It is only as patients
learn to observe their cognitive and affective processes that self-discovery
and hence a modification of defense becomes a possibility. What facil-
itates such self-observation, or at least collaborative analysis with the
therapist, are metacognitive strategies. The patient needs to invoke the
principle, at least as a working hypothesis, that “when I feel suicidal,
it is possible that I may be angry at someone and do not want to acknowl-
edge this feeling.” Such metacognitive principles—concepts that permit
observational monitoring of cognitive-affective experience—can be spe-
cific as in the suicide/rage example. Or, metacognitive strategies can be
more general, such as the notion that “whenever I notice myself feeling
very pressured about something or someone, when I seem to be reacting
out of proportion to the realistic situation, it is an occasion to reflect on
the underlying (perhaps unconscious) factors motivating my feelings.”
As patients become increasingly psychologically minded and sophisti-
cated, they employ more and more complex metacognitive principles.
An important feature of metacognitive thinking is that it develops
through childhood. Metacognition involves some degree, however sim-
ple or uncomplicated, of reflecting about one’s own internal processes,
and the full ability to “think about thinking” only emerges during ado-
lescence. However, research as well as clinical practice suggests that not
all individuals achieve Piaget’s final cognitive stage of formal operational
thought. Because this advanced representational level may be a prere-
quisite for sophisticated kinds of metacognitive processes, some patients
may not be able to utilize some complicated metacognitive perspectives.
However, even simple metacognitive capabilities developed in early
childhood are essential to the conduct of psychoanalytically oriented
psychotherapy with adults. One metacognitive process basic to psycho-
therapy—an awareness of inconsistencies—is illustrated in Markman'’s
(1979) study of elementary school children. Markman investigated the
process of how children recognize whether they understand something,
whether something makes sense or is illogical. The findings indicate that
young children in grades 3 to 6 are able to encode and retrieve large
amounts of information, but have difficulty drawing inferences or
retrieving and comparing propositions. Recognizing inconsistencies
depends upon inferential processs, thus making it difficult for grade
school children to see illogic in patterns of information. Psychotherapy
calls for precisely this ability to go beyond a mere description of expe-
rience. Patients must ponder the meaning of and interrelationships among
the separate elements of their lives, learning to make inferences about
life events, to develop propositions about behavior, and to see patterns
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of inconsistency. As Markman (1979) found, although children in grades
3 to 6 do not spontaneously carry out the metacognitive tasks involved
in knowing whether or not they understand something, older children
and adults are able to perform these tasks. Consequently, therapists
should maintain a developmental view toward metacognitive capacities.
This perspective entails recognizing that metacognitive strategies will
develop gradually throughout the process of psychotherapy, requiring
time to be learned and utilized.

Therapists can facilitate their patients’ ability to monitor key psy-
chological processes by being more explicit about metacognitive strate-
gies. For example, the patient’s productive use of transference reactions
depends upon observing and analyzing feelings about the therapist rather
than acting on them. For the purpose of this discussion, we shall consider
the principle of transference analysis a cognitive strategy of psycho-
therapy. What initiates this cognitive process is the patient’s metacog-
nitive recognition that a strong reaction to the therapist is a signal that
analysis or self-reflection is called for. The patient’s capacity for this
metacognitive process (of recognizing the cues that indicate the need
for further analysis of an issue) can more readily become an accepted
principle within the therapist-patient relationship when the therapist
makes the process explicit. Thus, analysis of specific transference reac-
tions may be facilitated by the therapist’s decision, at some appropriate
point, to comment on the general nature of the therapeutic process.
Such general principles can then be more easily understood and inter-
nalized by the patient, for application to new issues as they arise.

The patient’s use of metacognitive strategies of self-observation
facilitates both the working alliance and the transference relationship.
The working alliance is promoted by the emphasis on the ego’s obser-
vational capacity; the transference is promoted by providing some meta-
cognitive understanding of the necessity and purposes of transference
reactions. The patient who has trouble experiencing and expressing anger
may be better able to analyze this difficulty if there is a conceptual context
in which to place such reactions, and an established psychological basis
within the psychotherapy relationship for exploration of new feelings
and reactions.

Although child development research has heretofore studied meta-
cognition without consideration of affective factors, any clinical discus-
sion of metacognition is incomplete without the recognition that cognition
and emotion are intertwined. Emotional disturbance can interfere with
cognitive development during childhood and adolescence, and hence
may be reflected in diminished cognitive competence as well as emo-
tional maladjustment in adulthood. The psychological process of split-
ting in borderline patients is an example of an affectively based inability



PsYCHODYNAMIC PSYCHOTHERAPY AND RESEARCH 273

to perform the cognitive task of seeing the complexity in people and in
emotional responses. For the borderline patient, there are points in
psychotherapy when the most important metacognitive principle is that
an overly extreme positive or negative reaction provides a clue to search
for the “missing” side of his or her emotional experience. Paranoid
patients may use complex but inaccurate metacognitive strategies because
of emotional interference. When paranoid individuals feel psychological
pain, they rigidly seek to externalize the conflict, often employing com-
plicated metacognitive and cognitive rationales. Some obsessive patients
may also defensively rely upon metacognition. At some point in the
therapy process, obsessives come to recognize and accept the metacog-
nitive principle that when they see themselves treading repeatedly over
the same cognitive turf, it is likely a sign that they are avoiding feelings.
Obviously, the significance of this recognition for the patient rests in its
metacognitive-affective meaning; a metacognition that is not linked with
affect (like an affectless cognition) remains an obsessive defense. These
simplified examples illustrate that the therapeutic use of metacognition
must recognize the developmental, dynamic, and characterological dif-
ferences between patients.

Metacognition is important not only for the patient, but also for
the psychotherapist and the therapist in training. Explicit articulation of
metacognitive principles may improve the therapist’s capacity to estab-
lish priorities, identify countertransferences, and make interpretations.
Therapeutic understanding is achieved by exploring the connections
between therapy content, therapy process, the patient’s history, and the
patient’s current life experiences. Metacognitive processes are needed
in reminding oneself to search for these interrelationships, in remembering
to engage in certain therapeutic tasks or to use particular technical strat-
egies, and in instigating the process of observing the internal responses
that differentiate subjective versus patient-induced countertransferences.

MULTIPLE ATTACHMENT FIGURES

The last research area we shall discuss concerns nonmaternal
attachment figures for the developing child. The most central of these
figures, the father, was until recently considered to have a more periph-
eral role in child development. Now it is recognized that the father has
a significant impact on many areas of the child’s functioning, and even
exerts substantial influence on the child’s affective and interpersonal
experiences as early as infancy (Cohen & Campos, 1974; Kotelchuck,
1976; Lamb, 1982; Parke & Sawin, 1976; Schaffer & Emerson, 1964).
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Empirical studies of attachment during infancy and early childhood
have used different indexes of attachment, and hence have yielded dif-
ferent findings. When protest at separation is used as the dependent
measure reflecting stréngth of attachment, no parental preference is
found; that is, infants protest the departure of father and mother equally
(e.g., Cohen & Campos, 1974; Lamb, 1979; Spelke, Zelazo, Kagan, &
Kotelchuck, 1973). Similarly, greeting behavior does not differentiate
parental attachment; one study using this measure actually found an
infant preference for fathers (Lamb, 1979). In stress-free situations, again
children display no particular parental preference (Lamb, 1977a, 1977b).
In situations of distress, infants respond similarly to whichever parent
is available (e.g., Feldman & Ingram, 1975; Lamb, 1976a). When both
parents are available, however, infants from age 10 to 18 months pref-
erentially select their mothers (Cohen & Campos, 1974; Lamb, 1976a).
Yet young infants (8 months) and toddlers (2 years) do not manifest this
maternal preference in the distressing context (Lamb, 1976c). Fathers
appear to have a special significance in evoking more affiliative behaviors
from their children, such as smiling and vocalizing (Belsky, 1979; Clarke-
Stewart, 1978; Lamb, 1977a, 1977b). Thus, both father and mother are
viewed as highly significant attachment figures for the very young child.
In fact, the nature of these attachments, in some respects and for some
children, may be difficult to discriminate.

Freud (1924/1961, 1925/1961, 1909/1955) was the first observer of
human behavior to postulate a role for the father in child development,
emphasizing the father’s significance during the oedipal phase (ages 4
to 6). Since Freud’s initial conceptualization, psychoanalytic theorists
(Meerloo, 1968; von der Heydt, 1964) have come to recognize the father’s
pre-oedipal relationship to the child, mainly viewing fathers as vehicles
for differentiation from the potentially engulfing mother—child union.
From this perspective, the father serves to introduce the child to the
larger world of social interaction beyond the protective, though limiting,
mother—child sphere (Loewald, 1962). Enlarging upon these ideas, Abelin
(1971) and other psychoanalytic theorists (Burlingham & Freud, 1944;
Greenacre, 1960; Mahler, Pine, & Bergman, 1975) have noted the specific
attachment that develops between the father and the pre-oedipal child.
However, these thinkers tend to view this attachment either as com-
pensating for an inadequate mother—child relationship, or as a vehicle
to spur separation from the mother. Similarly, the ethological scientific
tradition developed by Bowlby (1969) deemphasized the father’s role as
a primary attachment figure.

Basic research in developmental psychology lends some support
to the distinction in parental roles proposed by psychoanalytic thinkers.
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The research indicates that the child’s bond with each parent has dis-
tinctive features. Fathers interact more with their children in play situ-
ations, and in general are more vigorous, unpredictable, and physically
active; in comparison, mothers interact more with their children in care-
giving situations, and serve a relatively stronger security function (Kotel-
chuck, 1976; Lamb, 1976b). Because these distinctions are far from
absolute, research finds that both mothers and fathers can share con-
siderably in meeting children’s affiliative and security needs. It may be
useful, then, to consider the parents in terms of the quality of the many
functions they serve, rather than simply labeling roles as maternal or
paternal (Bloom-Feshbach, Bloom-Feshbach, & Gaughran, 1980).

Thus far, we have reviewed the importance of the father—child
relationship during the child’s early years. The formative nature of this
bond makes it understandable that the father is shown to be an important
figure in so many areas of child development research. The literature
finds that the father influences the child’s sex-role development (e.g.,
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