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Preface to the First Edition

The rate of introduction of new pharmaceutical
products has increased rapidly over the past decade,
and details learned about a particular drug become
obsolete as it is replaced by newer agents. For this
reason, we have chosen to focus this book on the prin-
ciples that underlie the clinical use and contemporary
development of pharmaceuticals. It is assumed that the
reader will have had an introductory course in phar-
macology and also some understanding of calculus,
physiology and clinical medicine.

This book is the outgrowth of an evening course
that has been taught for the past three years at the NIH
Clinical Center!. Wherever possible, individuals who

! The lecture schedule and syllabus material for the
current edition of the course are available on the Internet
at: http:/ /www.cc.nih.gov/ccc/principles

Preface to the

have lectured in the course have contributed chapters
corresponding to their lectures. The organizers of this
course are the editors of this book and we also have
recruited additional experts to assist in the review of
specific chapters. We also acknowledge the help of
William A. Mapes in preparing much of the artwork.
Special thanks are due Donna Shields, Coordinator
for the ClinPRAT training program at NIH, whose
attention to myriad details has made possible both
the successful conduct of our evening course and the
production of this book. Finally, we were encouraged
and patiently aided in this undertaking by Robert M.
Harington and Aaron Johnson at Academic Press.

Second Edition

Five years have passed since the first edition of
Principles of Clinical Pharmacology was published. The
second edition remains focused on the principles
underlying the clinical use and contemporary develop-
ment of pharmaceuticals. However, recent advances in
the areas of pharmacogenetics, membrane transport,
and biotechnology and in our understanding of the
pathways of drug metabolism, mechanisms of enzyme
induction, and adverse drug reactions have warranted
the preparation of this new edition.

We are indebted to the authors from the first
edition who have worked to update their chapters,
but are sad to report that Mary Berg, author of
the chapter on Pharmacological Differences between
Men and Women, died on October 1, 2004. She
was an esteemed colleague and effective advocate
for studying sex differences in pharmacokinetics and

! Videotapes and slide handouts for the NIH course are
available on the Internet at: http://www.cc.nih.gov/ccc/
principles and DVDs of the lectures also can be
obtained from the American Society for Clinical Phar-
macology and Therapeutics (Internet at http://www.
ascpt.org/education/).

XV

pharmacodynamics. Fortunately, new authors have
stepped in to prepare new versions of some chapters
and to strengthen others. As with the first edition,
most of the authors are lecturers in the evening
course that has been taught for the past eight years
at the National Institutes of Health (NIH) Clinical
Center'.

We also acknowledge the help of Cepha Imaging
Pvt. Ltd. in preparing the new artwork that appears
in this edition. Special thanks are due Donna Shields,
Coordinator for the ClinPRAT training program at
NIH, who has provided invaluable administrative
support for both the successful conduct of our evening
course and the production of this book. Finally, we are
indebted to Tari Broderick, Keri Witman, Renske van
Dijk, and Carl M. Soares at Elsevier for their help in
bringing this undertaking to fruition.
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CHAPTER

1

Introduction to Clinical Pharmacology

ARTHUR J. ATKINSON, JR.
Clinical Center, National Institutes of Health, Bethesda, Maryland

F ortunately a surgeon who uses the wrong side of the
scalpel cuts his own fingers and not the patient; if the same
applied to drugs they would have been investigated very

carefully a long time ago.
Rudolph Bucheim
Beitrage zur Arzneimittellehre, 1849 (1)

BACKGROUND

Clinical pharmacology can be defined as the study
of drugs in humans. Clinical pharmacology often is
contrasted with basic pharmacology. Yet applied is a
more appropriate antonym for basic (2). In fact, many
basic problems in pharmacology can only be studied
in humans. This text will focus on the basic principles
of clinical pharmacology. Selected applications will be
used to illustrate these principles, but no attempt will
be made to provide an exhaustive coverage of applied
therapeutics. Other useful supplementary sources of
information are listed at the end of this chapter.

Leake (3) has pointed out that pharmacology is
a subject of ancient interest but is a relatively new
science. Reidenberg (4) subsequently restated Leake’s
listing of the fundamental problems with which the
science of pharmacology is concerned:

1. The relationship between dose and biological
effect.

2. The localization of the site of action of a drug.

3. The mechanism(s) of action of a drug.

PRINCIPLES OF CLINICAL PHARMACOLOGY, SECOND EDITION

4. The absorption, distribution, metabolism, and
excretion of a drug.

5. The relationship between chemical structure and
biological activity.

These authors agree that pharmacology could not
evolve as a scientific discipline until modern chem-
istry provided the chemically pure pharmaceutical
products that are needed to establish a quantita-
tive relationship between drug dosage and biological
effect.

Clinical pharmacology has been termed a bridging
discipline because it combines elements of classi-
cal pharmacology with clinical medicine. The spe-
cial competencies of individuals trained in clinical
pharmacology have equipped them for productive
careers in academia, the pharmaceutical industry,
and governmental agencies, such as the National
Institutes of Health (NIH) and the Food and Drug
Administration (FDA). Reidenberg (4) has pointed out
that clinical pharmacologists are concerned both with
the optimal use of existing medications and with the
scientific study of drugs in humans. The latter area
includes both evaluation of the safety and efficacy of
currently available drugs and development of new and
improved pharmacotherapy.

Optimizing Use of Existing Medicines

As the opening quote indicates, the concern of
pharmacologists for the safe and effective use of
medicine can be traced back at least to Rudolph
Bucheim (1820-1879), who has been credited with
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establishing pharmacology as a laboratory-based
discipline (1). In the United States, Harry Gold and
Walter Modell began in the 1930s to provide the foun-
dation for the modern discipline of clinical pharmacol-
ogy (5). Their accomplishments include the invention
of the double-blind design for clinical trials (6), the use
of effect kinetics to measure the absolute bioavailabil-
ity of digoxin and characterize the time course of its
chronotropic effects (7), and the founding of Clinical
Pharmacology and Therapeutics.

Few drugs have focused as much public atten-
tion on the problem of adverse drug reactions as
did thalidomide, which was first linked in 1961 to
catastrophic outbreaks of phocomelia by Lenz in
Germany and McBride in Australia (8). Although
thalidomide had not been approved at that time for
use in the United States, this tragedy prompted pas-
sage in 1962 of the Harris-Kefauver Amendments to
the Food, Drug, and Cosmetic Act. This act greatly
expanded the scope of the FDA’s mandate to protect
the public health. The thalidomide tragedy also pro-
vided the major impetus for developing a number of
NIH-funded academic centers of excellence that have
shaped contemporary clinical pharmacology in this
country. These U.S. centers were founded by a gener-
ation of vigorous leaders, including Ken Melmon, Jan
Koch-Weser, Lou Lasagna, John Oates, Leon Goldberg,
Dan Azarnoff, Tom Gaffney, and Leigh Thompson.
Collin Dollery and Folke Sjoqvist established similar
programs in Europe. In response to the public man-
date generated by the thalidomide catastrophe, these
leaders quickly reached consensus on a number of
theoretically preventable causes that contribute to the
high incidence of adverse drug reactions (5). These
causes include the following failures of approach:

1. Inappropriate polypharmacy.

2. Failure of prescribing physicians to establish and
adhere to clear therapeutic goals.

3. Failure of medical personnel to attribute new
symptoms or changes in laboratory test results
to drug therapy.

4. Lack of priority given to the scientific study of
adverse drug reaction mechanisms.

5. General ignorance of basic and applied
pharmacology and therapeutic principles.

The important observations also were made that,
unlike the teratogenic reactions caused by thalido-
mide, most adverse reactions encountered in clinical
practice occurred with commonly used, rather than
newly introduced, drugs, and were dose related, rather
than idiosyncratic (9, 10).

Recognition of the considerable variation in
response of patients treated with standard drug

doses provided the impetus for the development of
laboratory methods to measure drug concentrations
in patient blood samples (10). The availability of these
measurements also made it possible to apply phar-
macokinetic principles to routine patient care. Despite
these advances, serious adverse drug reactions (defined
as those adverse drug reactions that require or pro-
long hospitalization, are permanently disabling, or
result in death) have been estimated to occur in 6.7%
of hospitalized patients (11). Although this figure
has been disputed, the incidence of adverse drug
reactions probably is still higher than is generally rec-
ognized (12). In addition, the majority of these adverse
reactions continue to be caused by drugs that have
been in clinical use for a substantial period of time (5).

The fact that most adverse drug reactions occur with
commonly used drugs focuses attention on the last of
the preventable causes of these reactions: the training
that prescribing physicians receive in pharmacology
and therapeutics. Bucheim’s comparison of surgery
and medicine is particularly apt in this regard (5).
Most U.S. medical schools provide their students with
only a single course in pharmacology that traditionally
is part of the second-year curriculum, when stu-
dents lack the clinical background that is needed to
support detailed instruction in therapeutics. In addi-
tion, Sjoqvist (13) has observed that most academic
pharmacology departments have lost contact with
drug development and pharmacotherapy. As a result,
students and residents acquire most of their infor-
mation about drug therapy in a haphazard manner
from colleagues, supervisory house staff and attend-
ing physicians, pharmaceutical sales representatives,
and whatever independent reading they happen to do
on the subject. This unstructured process of learning
pharmacotherapeutic technique stands in marked con-
trast to the rigorously supervised training that is an
accepted part of surgical training, in which instanta-
neous feedback is provided whenever a retractor, let
alone a scalpel, is held improperly.

Evaluation and Development of Medicines

Clinical pharmacologists have made noteworthy
contributions to the evaluation of existing medicines
and development of new drugs. In 1932, Paul
Martini published a monograph entitled Methodology
of Therapeutic Investigation that summarized his experi-
ence in scientific drug evaluation and probably entitles
him to be considered the “first clinical pharmacol-
ogist” (14). Martini described the use of placebos,
control groups, stratification, rating scales, and the
“n of 1” trial design, and emphasized the need to esti-
mate the adequacy of sample size and to establish
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baseline conditions before beginning a trial. He also
introduced the term “clinical pharmacology.” Gold (6)
and other academic clinical pharmacologists also have
made important contributions to the design of clinical
trials. More recently, Sheiner (15) outlined a number
of improvements that continue to be needed in the use
of statistical methods for drug evaluation, and asserted
that clinicians must regain control over clinical trials in
order to ensure that the important questions are being
addressed.

Contemporary drug development is a complex pro-
cess that is conventionally divided into preclinical
research and development and a number of clinical
development phases, as shown in Figure 1.1 for
drugs licensed by the United States Food and Drug
Administration (16). After a drug candidate is iden-
tified and put through in vitro screens and animal
testing, an Investigational New Drug application
(IND) is submitted to the FDA. When the IND is
approved, Phase I clinical development begins with
a limited number of studies in healthy volunteers
or patients. The goal of these studies is to establish
a range of tolerated doses and to characterize the
drug candidate’s pharmacokinetic properties and ini-
tial toxicity profile. If these results warrant further
development of the compound, short-term Phase II
studies are conducted in a selected group of patients to

IND

obtain evidence of therapeutic efficacy and to explore
patient therapeutic and toxic responses to several dose
regimens. These dose-response relationships are used
to design longer Phase III trials to confirm therapeu-
tic efficacy and document safety in a larger patient
population. The material obtained during preclinical
and clinical development is then incorporated in a
New Drug Application (NDA) that is submitted to
the FDA for review. The FDA may request clarifica-
tion of study results or further studies before the NDA
is approved and the drug can be marketed. Adverse
drug reaction monitoring and reporting is mandated
after NDA approval. Phase IV studies conducted
after NDA approval, may include studies to support
FDA licensing for additional therapeutic indications or
“over-the-counter” (OTC) sales directly to consumers.

Although the expertise and resources needed to
develop new drugs is primarily concentrated in the
pharmaceutical industry, clinical investigators based
in academia have played an important catalytic role
in championing the development of a number of
drugs (17). For example, dopamine was first synthe-
sized in 1910 but the therapeutic potential of this
compound was not recognized until 1963 when Leon
Goldberg and his colleagues provided convincing
evidence that dopamine mediated vasodilation by
binding to a previously undescribed receptor (18).

NDA

Chemical Synthesis and Formulation Development

Animal Models
for Efficacy

Assay Development

Animal PK and PD Dose Escalation

Proof of Concept Large Efficacy Trials

Preclinical Development

and Initial PK and Dose Finding with PK Screen
Animal Toxicology
E PK and PD Studies in Special Populations
PHASE | PHASE I PHASE Il

Clinical Development

FIGURE 1.1 The process of new drug development in the United States. (PK indicates pharmacokinetic studies; PD indicates studies
of drug effect or pharmacodynamics). Further explanation is provided in the text. (Modified from Peck CC et al. Clin Pharmacol Ther

1992;51:465-73.)
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These investigators subsequently demonstrated the
clinical utility of intravenous dopamine infusions in
treating patients with hypotension or shock unre-
sponsive to plasma volume expansion. This provided
the basis for a small pharmaceutical firm to bring
dopamine to market in the early 1970s.

Academically based clinical pharmacologists have
a long tradition of interest in drug metabolism. Drug
metabolism generally constitutes an important mech-
anism by which drugs are converted to inactive com-
pounds that usually are more rapidly excreted than
is the parent drug. However, some drug metabolites
have important pharmacologic activity. This was first
demonstrated in 1935 when the antibacterial activity of
prontosil was found to reside solely in its metabolite,
sulfanilamide (19). Advances in analytical chemistry
over the past 30 years have made it possible to mea-
sure on a routine basis plasma concentrations of drug
metabolites as well as parent drugs. Further study
of these metabolites has demonstrated that several
of them have important pharmacologic activity that
must be considered for proper clinical interpretation
of plasma concentration measurements (20). In some
cases, clinical pharmacologists have demonstrated that
drug metabolites have pharmacologic properties that
make them preferable to marketed drugs.

For example, when terfenadine (Seldane), the
prototype of nonsedating antihistamine drugs, was
reported to cause torsades de pointes and fatality in
patients with no previous history of cardiac arrhyth-
mia, Woosley and his colleagues (21) proceeded
to investigate the electrophysiologic effects of both
terfenadine and its carboxylate metabolite (Figure 1.2).
These investigators found that terfenadine, like quini-
dine, an antiarrhythmic drug with known propensity
to cause torsades de pointes in susceptible individu-
als, blocked the delayed rectifier potassium current.
However, terfenadine carboxylate, which actually
accounts for most of the observed antihistaminic
effects when patients take terfenadine, was found to be
devoid of this proarrhythmic property. These findings
provided the impetus for commercial development
of the carboxylate metabolite as a safer alternative
to terfenadine. This metabolite is now marketed as
fexofenadine (Allegra).

PHARMACOKINETICS

Pharmacokinetics is defined as the quantitative anal-
ysis of the processes of drug absorption, distribution,
and elimination that determine the time course of drug
action. Pharmacodynamics deals with the mechanism

CHy

OH |
N-— CHZCHZCHZCHQ—? —CH,q

© CHy
TERFENADINE

OH (-I:Hs
N CHZCHZCHZCH 4@7? —COOH
CH,

TERFENADINE CARBOXYLATE

FIGURE 1.2 Chemical structures of terfenadine and its carboxy-
late metabolite. The acid metabolite is formed by oxidation of the
t-butyl side chain of the parent drug.

of drug action. Hence, pharmacokinetics and phar-
macodynamics constitute two major subdivisions of
pharmacology.

Since as many as 70 to 80% of adverse drug reac-
tions are dose related (9), our success in preventing
these reactions is contingent on our grasp of the prin-
ciples of pharmacokinetics that provide the scientific
basis for dose selection. This becomes critically impor-
tant when we prescribe drugs that have a narrow
therapeutic index. Pharmacokinetics is inescapably
mathematical. Although 95% of pharmacokinetic cal-
culations required for clinical application are simple
algebra, some understanding of calculus is required to
fully grasp the principles of pharmacokinetics.

Concept of Clearance

Because pharmacokinetics comprises the first few
chapters of this book and figures prominently in sub-
sequent chapters, we will pause here to introduce the
clinically most important concept in pharmacokinet-
ics: the concept of clearance. In 1929, Moller et al. (22)
observed that, above a urine flow rate of 2 mL/min,
the rate of urea excretion by the kidneys is propor-
tional to the amount of urea in a constant volume
of blood. They introduced the term “clearance” to
describe this constant and defined urea clearance as
the volume of blood that one minute’s excretion serves
to clear of urea. Since then, creatinine clearance has
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become the routine clinical measure of renal functional
status, and the following equation is used to calculate
creatinine clearance (CLcR):

CLcg = UV/P

where U is the concentration of creatinine excreted
over a certain period of time in a measured volume
of urine (V) and P is the serum concentration of crea-
tinine. This is really a first-order differential equation,
since UV is simply the rate at which creatinine is being
excreted in urine (dE/dt). Hence,

dE/dt = CLcg - P

If instead of looking at the rate of creatinine excretion
in urine, we consider the rate of change of creatinine in
the body (dX/dt), we can write the following equation:

dX/dt =1—CLcg - P

Here I is the rate of synthesis of creatinine in the
body and CLcg - P is the rate of creatinine elimina-
tion. At steady state, these rates are equal and there
is no change in the total body content of creatinine
dX/dt =0), so:

P=1/CLcr (1.1

This equation explains why it is hazardous to estimate
the status of renal function solely from serum creati-
nine results in patients who have a reduced muscle
mass and a decline in creatinine synthesis rate. For
example, creatinine synthesis rate may be substantially
reduced in elderly patients, so it is not unusual for
serum creatinine concentrations to remain within nor-
mal limits, even though renal function is markedly
impaired.

Clinical Assessment of Renal Function

In routine clinical practice, it is not practical to
collect the urine samples that are needed to mea-
sure creatinine clearance directly. However, creatinine
clearance in adult patients can be estimated either from
a standard nomogram or from equations such as that
proposed by Cockcroft and Gault (23). For men, cre-
atinine clearance can be estimated from this equation
as follows:

CLcR (mL/min) = (140 — age)(weight in kg)

72(serum creatinine in mg/dL)
(1.2)

For women, this estimate should be reduced by 15%.
While this equation estimates creatinine clearance

well, creatinine clearance overestimates true glomeru-
lar filtration rate (GFR) as measured by inulin clear-
ance because creatinine is secreted by the renal tubule
in addition to being filtered at the glomerulus (24).
The overestimation increases as GFR declines from
120 to 10 mL/min/1.73 m?, ranging from a 10-15%
overestimation with normal GFR to a 140% over-
estimation when GFR falls below 10 mL/min. Serum
creatinine does not start to rise until GFR falls to
50 mL/min because increasing tubular secretion of
creatinine offsets the decline in its glomerular filtra-
tion. The Cockcroft and Gault equation also overesti-
mates glomerular filtration rate in patients with low
creatinine production due to cirrhosis or cachexia and
may be misleading in patients with anasarca or rapidly
changing renal function. In these situations, accurate
estimates of creatinine clearance can only be obtained
by actually measuring urine creatinine excretion rate
in a carefully timed urine specimen. By comparing
Equation 1.1 with Equation 1.2, we see that the terms
(140 — age)(weight in kg)/72 simply provide an esti-
mate of the creatinine formation rate in an individual
patient.

The Cockcroft and Gault equation cannot be used
to estimate creatinine clearance in pediatric patients
because muscle mass has not reached the adult pro-
portion of body weight. Therefore, Schwartz and
colleagues (25, 26) developed the following equation
to predict creatinine clearance in these patients:

k- L (incm)

CL L/min/1.73m2) =
cr (mL/min/ m®) plasma creatininein mg/dL

where L is body length and k varies by age and sex as
follows:

Neonates to children 1 year of age: k =0.45
Children 1-13 years of age: k=0.55
Females 13-20 years of age: k=057
Males 13-20 years of age: k=10.70

From the standpoint of clinical pharmacology, the
utility of using the Cockcroft and Gault equation, or
other methods, to estimate creatinine clearance stems
from the fact that these estimates can alert healthcare
workers to the presence of impaired renal function in
patients whose creatinine formation rate is reduced.
As discussed in Chapter 5, creatinine clearance esti-
mates also can be used to guide dose adjustment in
these patients.

Dose-Related Toxicity Often Occurs When
Impaired Renal Function is Unrecognized

Failure to appreciate that a patient has impaired
renal function is a frequent cause of dose-related
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TABLE 1.1 Status of Renal Function in 44 Patients with
Digoxin Toxicity”

.. No. of patients with CLcR of
Serum creatinine

Percentage of

(mg/dL) 50 mL/min <50 mL/min group
1.7 4 19 52%
>1.7 0 21 48%

"Data from Piergies AA, Worwag EM, Atkinson AJ Jr. Clin
Pharmacol Ther 1994;55:353-8.

adverse drug reactions with digoxin and other drugs
that normally rely primarily on the kidneys for elimi-
nation. As shown in Table 1.1, an audit of patients with
high plasma concentrations of digoxin (>3.0 ng/mL)
demonstrated that 19, or 43%, of 44 patients with
digoxin toxicity had serum creatinine concentrations
within the range of normal values, yet had estimated
creatinine clearances less than 50 mL/min (27). Hence,
assessment of renal function is essential if digoxin and
many other drugs are to be used safely and effectively,
and is an important prerequisite for the application of
clinical pharmacologic principles to patient care.

Decreases in renal function are particularly likely
to be unrecognized in older patients whose creati-
nine clearance declines as a consequence of aging
rather than of overt kidney disease. It is for this
reason that the Joint Commission on Accreditation of
Healthcare Organizations has placed the estimation
or measurement of creatinine clearance in patients
65 years of age or older at the top of its list of indicators
for monitoring the quality of medication use (28).
Unfortunately, healthcare workers have considerable
difficulty in using standard equations to estimate cre-
atinine clearance in their patients and this is done
only sporadically, so routine provision of these esti-
mates is probably something that is best performed
by a computerized laboratory reporting system (29).
In fact, computer-generated estimates of creatinine
clearance have been incorporated into a computer-
ized prescriber order entry system and have been
shown to provide decision support that has signif-
icantly improved drug prescribing for patients with
impaired renal function (30).
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CHAPTER

2

Clinical Pharmacokinetics

ARTHUR J. ATKINSON, JR.
Clinical Center, National Institutes of Health, Bethesda, Maryland

Pharmacokinetics is an important tool that is used
in the conduct of both basic and applied research, and
is an essential component of the drug development
process. In addition, pharmacokinetics is a valuable
adjunct for prescribing and evaluating drug therapy.
For most clinical applications, pharmacokinetic analy-
ses can be simplified by representing drug distribution
within the body by a single compartment in which drug
concentrations are uniform (1). Clinical application of
pharmacokinetics usually entails relatively simple cal-
culations, carried out in the context of what has been
termed the target concentration strategy. We shall begin
by discussing this strategy.

THE TARGET CONCENTRATION
STRATEGY

The rationale for measuring concentrations of drugs
in plasma, serum, or blood is that concentration-
response relationships are often less variable than are
dose-response relationships (2). This is true because indi-
vidual variation in the processes of drug absorption,
distribution, and elimination affects dose-response
relationships, but not the relationship between free
(nonprotein-bound) drug concentration in plasma
water and intensity of effect (Figure 2.1).

Because most adverse drug reactions are dose
related, therapeutic drug monitoring has been advo-
cated as a means of improving therapeutic effi-
cacy and reducing drug toxicity (3). Drug level
monitoring is most useful when combined with
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pharmacokinetic-based dose selection in an integrated
management plan, as outlined in Figure 2.2. This
approach to drug dosing has been termed the target
concentration strategy.

The rationale of therapeutic drug monitoring was
first elucidated over 75 years ago when Otto Wuth
recommended monitoring bromide levels in patients
treated with this drug (4). More widespread clini-
cal application of the target concentration strategy
has been possible only because major advances have
been made over the past 35 years in developing ana-
lytical methods capable of routinely measuring drug
concentrations in patient serum, plasma, or blood
samples, and because of increased understanding of
basic pharmacokinetic principles (5).

Monitoring Serum Concentrations of Digoxin
as an Example

Given the advanced state of modern chemical and
immunochemical analytical methods, the greatest cur-
rent challenge is the establishment of the range of
drug concentrations in blood, plasma, or serum that
correlate reliably with therapeutic efficacy or toxicity.
This challenge is exemplified by the results shown in
Figure 2.3 that are taken from the attempt by Smith
and Haber (6) to correlate serum digoxin levels with
clinical manifestations of toxicity. A maintenance dose
of 0.25 mg/day is usually prescribed for patients
with apparently normal renal function, and this cor-
responds to a steady-state pre-dose digoxin level of
14 ng/mL when measured by the immunoassays
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FIGURE 2.1 Diagram of factors that account for variability in
observed effects when standard drug doses are prescribed. Some of
this variability can be compensated for by using plasma concentra-
tion measurements to guide dose adjustments.
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FIGURE 2.2 Target concentration strategy in which pharma-
cokinetics and drug level measurements are integral parts of a
therapeutic plan that extends from initial drug dose estimation to
subsequent patient monitoring and dose adjustment.

that were initially marketed. It can be seen that no
patient with digoxin levels below 1.6 ng/mL was
toxic and that all patients with digoxin levels above
3.0 ng/mL had evidence of digoxin intoxication. How-
ever, there is a large intermediate range between
1.6 and 3.0 ng/mL in which patients could be either
nontoxic or toxic.

Additional clinical information is often necessary to
interpret drug concentration measurements that are

40
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30 | Toxic (48)
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FIGURE 2.3 Superimposed frequency histograms in which
serum digoxin concentrations are shown for 131 patients without
digoxin toxicity and 48 patients with electrocardiographic evidence
of digoxin toxicity. (Reproduced with permission from Smith TW,
Haber E. J Clin Invest 1970;49:2377-86.)

otherwise equivocal. Thus, Smith and Haber found
that all toxic patients with serum digoxin levels less
than 2.0 ng/mL had coexisting coronary heart disease,
a condition known to predispose the myocardium to
the toxic effects of this drug. Conversely, 4 of the
10 nontoxic patients with levels above 2.0 ng/mL
were being treated with antiarrhythmic drugs that
might have suppressed electrocardiographic evidence
of digoxin toxicity. Accordingly, laboratory reports of
digoxin concentration have traditionally been accom-
panied by the following guidelines:

Usual therapeutic range: 0.8-1.6 ng/mL
Possibly toxic levels: 1.6-3.0 ng/mL
Probably toxic levels: >3.0 ng/mL

Despite the ambiguity in interpreting digoxin level
results, it was demonstrated in a controlled study
that routine availability of digoxin concentration mea-
surements markedly reduced the incidence of toxic
reactions to this drug (7).

The traditional digoxin serum level recommenda-
tions were based largely on studies in which digoxin
toxicity or intermediate inotropic endpoints were
measured, and the challenge of establishing an appro-
priate range for optimally effective digoxin serum
concentrations is a continuing one (8). Control of
ventricular rate serves as a useful guide for digoxin
dosing in patients with atrial fibrillation, but dose
recommendations are evolving for treating conges-
tive heart failure patients who remain in normal sinus
rhythm. Recent studies have focused on the long-term
clinical outcome of patients with chronic heart fail-
ure. The Digitalis Investigation Group trial, in which
nearly 1000 patients were enrolled, concluded that,
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compared to placebo, digoxin therapy decreases the
need for hospitalization and reduces the incidence of
death from congestive heart failure, but not overall
mortality (9). Post hoc analysis of these data indi-
cated that all-cause mortality was only lessened in
men whose serum digoxin concentrations ranged from
0.5 to 0.9 ng/mL (10). Higher levels were associ-
ated with progressively greater mortality and did not
confer other clinical benefit. Retrospective analysis of
the data from this study suggested that digoxin ther-
apy is associated with increased all-cause mortality
in women (11), but inadequate serum concentration
data were obtained to identify a dose range that
might be beneficial (10). These findings are consistent
with the view that the therapeutic benefits of digoxin
relate more to its sympathoinhibitory effects, which
are obtained when digoxin serum concentrations reach
0.7 ng/mL, than to its inotropic action, which con-
tinues to increase with higher serum levels (8). As a
result of these observations, the proposal has been
made that optimally therapeutic digoxin concentra-
tions should lie within the range of 0.5-0.8 ng/mL.
Based on the pharmacokinetic properties of digoxin,
one would expect levels in this range to be obtained
with a daily dose of 0.125 mg. However, there is
an unresolved paradox in the Digoxin Investigation
Group trial in that most patients with serum digoxin
levels in this range were presumed to be taking a
0.25-mg daily digoxin dose (9).

General Indications for Drug Concentration
Monitoring

Unfortunately, controlled studies documenting the
clinical benefit of drug concentration monitoring are
limited. In addition, one could not justify concen-
tration monitoring all prescribed drugs even if this
technical challenge could be met. Thus, drug con-
centration monitoring is most helpful for drugs that
have a low therapeutic index and that have no clini-
cally observable effects that can be easily monitored to
guide dose adjustment. Generally accepted indications
for measuring drug concentrations are as follows:

1. To evaluate concentration-related toxicity:

Unexpectedly slow drug elimination
Accidental or purposeful overdose
Surreptitious drug taking
Dispensing errors

2. To evaluate lack of therapeutic efficacy:

e Patient noncompliance with prescribed therapy
e Poor drug absorption
® Unexpectedly rapid drug elimination

3. To ensure that the dose regimen is likely to
provide effective prophylaxis.

4. To use pharmacokinetic principles to guide dose
adjustment.

Despite these technical advances, adverse reactions
still occur frequently with digoxin, phenytoin, and
many other drugs for which drug concentration mea-
surements are routinely available. The persistence in
contemporary practice of dose-related toxicity with
these drugs most likely reflects inadequate under-
standing of basic pharmacokinetic principles. This is
illustrated by the following case history (5):

In October, 1981, a 39-year-old man with mitral steno-
sis was hospitalized for mitral valve replacement.
He had a history of chronic renal failure resulting from
interstitial nephritis and was maintained on hemodial-
ysis. His mitral valve was replaced with a prosthesis
and digoxin therapy was initiated postoperatively in
a dose of 0.25 mg/day. Two weeks later, he was
noted to be unusually restless in the evening. The
following day, he died shortly after he received his
morning digoxin dose. Blood was obtained during an
unsuccessful resuscitation attempt, and the measured
plasma digoxin concentration was 6.9 ng/mL.

CONCEPTS UNDERLYING CLINICAL
PHARMACOKINETICS

Pharmacokinetics provides the scientific basis of
dose selection, and the process of dose regimen design
can be used to illustrate with a single-compartment
model the basic concepts of apparent distribution volume
(Vy), elimination half-life (t;,,) and elimination clear-
ance (CLg). A schematic diagram of this model is
shown in Figure 2.4, along with the two primary phar-
macokinetic parameters of distribution volume and
elimination clearance that characterize it.

j Dose

Cle
\J
FIGURE 2.4 Diagram of a single-compartment model in which

the primary kinetic parameters are the apparent distribution volume
of the compartment (V) and the elimination clearance (CLg).
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Initiation of Drug Therapy (Concept of
Apparent Distribution Volume)

Sometimes drug treatment is begun with a loading
dose to produce a rapid therapeutic response. Thus, a
patient with atrial fibrillation might be given a 0.75-mg
intravenous loading dose of digoxin as initial ther-
apy to control ventricular rate. The expected plasma
concentrations of digoxin are shown in Figure 2.5.
Inspection of this figure indicates that the log plasma-
concentration-vs.-time curve eventually becomes a
straight line. This part of the curve is termed the elim-
ination phase. By extrapolating this elimination-phase
line back to time zero, we can estimate the plasma con-
centration (Cp) that would have occurred if the loading
dose were instantaneously distributed throughout the
body. Measured plasma digoxin concentrations lie
above the back-extrapolated line for several hours
because distribution equilibrium actually is reached
only slowly after a digoxin dose is administered. This
part of the plasma-level-vs.-time curve is termed the
distribution phase. This phase reflects the underlying
multicompartmental nature of digoxin distribution from
the intravascular space to peripheral tissues.

As shown in Figure 2.5, the back-extrapolated esti-
mate of Cp can be used to calculate the apparent vol-
ume (Vij(extrap)) of a hypothetical single compartment
into which digoxin distribution occurs:

Vi(extrap) = Loading dose /Cy .1

100 =
— 0.75 mg Digoxin IV

o 0
o o

»
o

2.0

1.0
0.8

0.6
0.4

DIGOXIN CONCENTRATION (ng/mL)

In this case, the apparent distribution volume of 536 L
is much larger than is anatomically possible. This
apparent anomaly occurs because digoxin has a much
higher binding affinity for tissues than for plasma,
and the apparent distribution volume is the volume of
plasma that would be required to provide the observed
dilution of the loading dose. Despite this apparent
anomaly, the concept of distribution volume is clini-
cally useful because it defines the relationship between
plasma concentration and the total amount of drug
in the body. Further complexity arises from the fact
that Vixtrap) is only one of three different distribution
volume estimates that we will encounter. Because the
distribution process is neglected in calculating this vol-
ume, it represents an overestimate of the sum of the
volumes of the individual compartments involved in
drug distribution.

The time course of the myocardial effects of digoxin
parallels its concentration profile in peripheral tissues
(Figure 2.5), so there is a delay between the attainment
of peak plasma digoxin concentrations and the obser-
vation of maximum inotropic and chronotropic effects.
The range of therapeutic and toxic digoxin concen-
trations has been estimated from observations made
during the elimination phase, so blood should not be
sampled for digoxin assay until distribution equilib-
rium is nearly complete. In clinical practice, this means
waiting for at least 6 hours after a digoxin dose has
been administered. In an audit of patients with mea-
sured digoxin levels of 3.0 ng/mL or more, it was

0.75mg _ 0.75ug
14ng/mL ~ 1.4ug/lL

Vp= =536L

Plasma Digoxin

ELIMINATION PHASE

0_21|||||||||

0 2 4 6 8 10 12 14 16 18 20 22 24
HOURS

FIGURE 2.5 Simulation of plasma (solid line) and tissue (heavy dashed line) digoxin con-
centrations after intravenous administration of a 0.75-mg loading dose to a 70-kg patient
with normal renal function. Cy is estimated by back extrapolation (dotted line) of elimination-
phase plasma concentrations. V; is calculated by dividing the administered drug dose by this
estimate of Cp, as shown. Tissue concentrations are referenced to the apparent distribution
volume of a peripheral compartment that represents tissue distribution. (Reproduced with
permission from Atkinson AJ Jr, Kushner W. Annu Rev Pharmacol Toxicol 1979;19:105-27.)
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found that nearly one-third of these levels were not
associated with toxicity but reflected procedural error,
in that blood was sampled less than 6 hours after
digoxin administration (12).

For other drugs, such as thiopental (13) or lido-
caine (14), the locus of pharmacologic action (termed
the biophase in classical pharmacology) is in rapid
kinetic equilibrium with the intravascular space.
The distribution phase of these drugs represents
their somewhat slower distribution from intravascular
space to pharmacologically inert tissues, such as skele-
tal muscle, and serves to shorten the duration of their
pharmacologic effects when single doses are adminis-
tered. Plasma levels of these drugs reflect therapeutic
and toxic effects throughout the dosing interval and
blood can be obtained for drug assay without waiting
for the elimination phase to be reached.

Continuation of Drug Therapy (Concepts of
Elimination Half-Life and Clearance)

After starting therapy with a loading dose, main-
tenance of a sustained therapeutic effect often neces-
sitates administering additional drug doses to replace
the amount of drug that has been excreted or metab-
olized. Fortunately, the elimination of most drugs is a
first-order process in that the rate of drug elimination
is directly proportional to the drug concentration in
plasma.

Elimination Half-Life

It is convenient to characterize the elimination of
drugs with first-order elimination rates by their elim-
ination half-life, the time required for half an adminis-
tered drug dose to be eliminated. If drug elimination
half-life can be estimated for a patient, it is often prac-
tical to continue therapy by administering half the
loading dose at an interval of one elimination half-life.
In this way, drug elimination can be balanced by drug

administration and a steady state maintained from the
onset of therapy. Because digoxin has an elimination
half-life of 1.6 days in patients with normal renal func-
tion, it is inconvenient to administer digoxin at this
interval. When renal function is normal, it is custom-
ary to initiate maintenance therapy by administering
daily digoxin doses equal to one-third of the required
loading dose.

Another consequence of first-order elimination
kinetics is that a constant fraction of total body drug
stores will be eliminated in a given time interval. Thus,
if there is no urgency in establishing a therapeutic
effect, the loading dose of digoxin can be omitted and
90% of the eventual steady-state drug concentration
will be reached after a period of time equal to 3.3
elimination half-lives. This is referred to as the Plateau
Principle. The classical derivation of this principle is
provided later in this chapter, but for now brute force
will suffice to illustrate this important concept. Sup-
pose that we elect to omit the 0.75-mg digoxin loading
dose shown in Figure 2.5 and simply begin therapy
with a 0.25-mg/day maintenance dose. If the patient
has normal renal function, we can anticipate that one-
third of the total amount of digoxin present in the body
will be eliminated each day and that two-thirds will
remain when the next daily dose is administered. As
shown in Scheme 2.1, the patient will have digoxin
body stores of 0.66 mg just after the fifth daily dose
(3.3 x 1.6 day half-life = 5.3 days), and this is 88% of
the total body stores that would have been provided
by a 0.75-mg loading dose.

The solid line in Figure 2.6 shows ideal match-
ing of digoxin loading and maintenance doses. When
the digoxin loading dose (called the digitalizing dose
in clinical practice) is omitted, or when the loading
dose and maintenance dose are not matched appropri-
ately, steady-state levels are reached only asymptoti-
cally. However, the most important concept that this
figure demonstrates is that the eventual steady-state level
is determined only by the maintenance dose, regardless
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FIGURE 2.6 Expected digoxin plasma concentrations after
administering perfectly matched loading and maintenance doses
(solid line), no initial loading dose (bottom dashed line), or a loading
dose that is large in relation to the subsequent maintenance dose
(upper dashed line).

of the size of the loading dose. Selection of an
inappropriately high digitalizing dose only subjects
patients to an interval of added risk without achiev-
ing a permanent increase in the extent of digitalization.
Conversely, when a high digitalizing dose is required
to control ventricular rate in patients with atrial fibril-
lation or flutter, a higher than usual maintenance dose
also will be required.

Elimination Clearance

Just as creatinine clearance is used to quantitate
the renal excretion of creatinine, the removal of drugs
eliminated by first-order kinetics can be defined by an
elimination clearance (CLg). In fact, elimination clear-
ance is the primary pharmacokinetic parameter that
characterizes the removal of drugs that are eliminated
by first-order kinetics. When drug administration is
by intravenous infusion, the eventual steady-state con-
centration of drug in the body (Css) can be calculated
from the following equation, where the drug infusion
rate is given by I:

Css =1/CLg (2.2)

When intermittent oral or parenteral doses are admin-
istered at a dosing interval, 7, the corresponding
equation is

Dose/t

Cos = ———— 2.
Css L 2.3)

where Cyis the mean concentration during the dos-
ing interval. Under conditions of intermittent admin-
istration, there is a continuing periodicity in maximum
(“peak”) and minimum (“trough”) drug levels so that
only a quasi-steady state is reached. However, unless
particular attention is directed to these peak and
trough levels, no distinction generally is made in clin-
ical pharmacokinetics between the true steady state
that is reached when an intravenous infusion is admin-
istered continuously and the quasi-steady state that
results from intermittent administration.

Since there is a directly proportionate relation-
ship between administered drug dose and steady-state
plasma level, Equations 2.2 and 2.3 provide a straight-
forward guide to dose adjustment for drugs that are
eliminated by first-order kinetics. Thus, to double the
plasma level, the dose simply should be doubled. Con-
versely, to halve the plasma level, the dose should
be halved. It is for this reason that Equations 2.2 and
2.3 are the most clinically important pharmacokinetic
equations. Note that, as is apparent from Figure 2.6,
these equations also stipulate that the steady-state
level is determined only by the maintenance dose
and elimination clearance. The loading dose does not
appear in the equations and does not influence the
eventual steady-state level.

In contrast to elimination clearance, elimination
half-life (t; /) is not a primary pharmacokinetic param-
eter because it is determined by distribution volume
as well as by elimination clearance.

0.693V4(aren)

t1)) = ——————= 2.4
1/2 L (2.4)

The value of V; in this equation is not Viextrp) but
instead it represents a second estimate of distribution
volume, referred to as Ve Or Vg that gener-
ally is estimated from measured elimination half-life
and clearance. The similarity of these two estimates
of distribution volume reflects the extent to which
drug distribution is accurately described by a single-
compartment model, and obviously varies from drug
to drug (15).

Figure 2.7 illustrates how differences in distribu-
tion volume affect elimination half-life and peak and
trough plasma concentrations when the same drug
dose is given to two patients with the same elimina-
tion clearance. If these two hypothetical patients were
given the same nightly dose of a sedative-hypnotic
drug for insomnia, Css would be the same for both.
However, the patient with the larger distribution vol-
ume might not obtain sufficiently high plasma levels
to fall asleep in the evening, and might have a plasma
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FIGURE 2.7 Plasma concentrations after repeated administra-
tion of the same drug dose to two hypothetical patients whose
elimination clearance is the same but whose distribution volumes
differ. The patients have the same Ces but the larger distribution
volume results in lower peak and higher trough plasma levels (solid
line) than when the distribution volume is smaller (dashed line).

level that was high enough to cause drowsiness in the
morning.

Drugs Not Eliminated by First-Order Kinetics

Unfortunately, the elimination of some drugs does
not follow first-order kinetics. For example, the
primary pathway of phenytoin elimination entails
initial metabolism to form 5-(parahydroxyphenyl)-5-
phenylhydantoin (p-HPPH), followed by glucuronide
conjugation (Figure 2.8). The metabolism of this
drug is not first order but follows Michaelis—Menten
kinetics because the microsomal enzyme system that
forms p-HPPH is partially saturated at phenytoin
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FIGURE 2.9 The lines show the relationship between dose and
steady-state plasma phenytoin concentrations predicted for two
patients who became toxic after initial treatment with 300 mg/day.
Measured steady-state plasma concentrations are shown by the
circles and triangles. The shaded area shows the usual range of
therapeutically effective phenytoin plasma concentrations. (Repro-
duced with permission from Atkinson AJ Jr. Med Clin North Am
1974;58:1037-49.)

concentrations of 10-20 pg/mL that are therapeuti-
cally effective. The result is that phenytoin plasma con-
centrations rise hyperbolically as dosage is increased
(Figure 2.9).

For drugs eliminated by first-order kinetics, the rela-
tionship between dosing rate and steady-state plasma
concentration is given by rearranging Equation 2.3 as
follows:

Dose/t = CLg - Css (2.5)

@ O—GLUCURONIDE

o

p-HPPH GLUCURONIDE

FIGURE 2.8 Metabolism of phenytoin to form p-HPPH and p-HPPH glucuronide. The first step in this
enzymatic reaction sequence is rate limiting and follows Michaelis-Menten kinetics, showing progressive
saturation as plasma concentrations rise within the range that is required for anticonvulsant therapy to be

effective.
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The corresponding equation for phenytoin is

Dose/t = Lﬂx_ - Cos (2.6)
Km + CSS

where Vx is the maximum rate of drug metabolism
and Ky, is the apparent Michaelis-Menten constant for
the enzymatic metabolism of phenytoin.

Although phenytoin plasma concentrations show
substantial interindividual variation when standard
doses are administered, they average 10 pg/mL when
adults are treated with a 300-mg total daily dose,
but rise to an average of 20 pg/mL when the dose
is increased to 400 mg (15). This nonproportional
relationship between phenytoin dose and plasma
concentration complicates patient management and
undoubtedly contributes to the many adverse reac-
tions that are seen in patients treated with this drug.
Although several pharmacokinetic approaches have
been developed for estimating dose adjustments, it is
safest to change phenytoin doses in small increments
and to rely on careful monitoring of clinical response
and phenytoin plasma levels. The pharmacokinetics
of phenytoin were studied in both patients shown in
Figure 2.9 after they became toxic when treated with
the 300-mg/day dose that is routinely prescribed as
initial therapy for adults (16). The figure demonstrates
that the entire therapeutic range is traversed in these
patients by a dose increment of less than 100 mg/day.

Even though many drugs in common clinical use
are eliminated by drug-metabolizing enzymes, rel-
atively few of them have Michaelis-Menten elimi-
nation kinetics (e.g., aspirin and ethyl alcohol). The
reason for this is that Kj; for most drugs is much
greater than Cs. Hence for most drugs, Css can be
ignored in the denominator of Equation 2.6, and this
equation reduces to

v _
e

Dose/t =

where the ratio Vi /Ky is equivalent to CLg in Equa-
tion 2.5. Thus, for most drugs, a change in dose will
change steady-state plasma concentrations propor-
tionately, a property that is termed dose proportionality.

MATHEMATICAL BASIS OF CLINICAL
PHARMACOKINETICS

In the following sections we will review the mathe-
matical basis of some of the important relationships
that are used when pharmacokinetic principles are
applied to the care of patients. The reader also is

referred to other literature sources that may be help-
ful (1, 15, 17).

First-Order Elimination Kinetics

For most drugs, the amount of drug eliminated from
the body during any time interval is proportional to
the total amount of drug present in the body. In phar-
macokinetic terms, this is called first-order elimination
and is described by the equation

dX/dt = —kX 2.7)

where X is the total amount of drug present in the
body at any time () and k is the elimination rate con-
stant for the drug. This equation can be solved by
separating variables and direct integration to calculate
the amount of drug remaining in the body at any time
after an initial dose.

Separating variables:

AX/X = —kdt

Integrating from zero time to time = ¢:

X t
dX/X = —k / dt
X 0
In X|§§0 = —kt|g
X

In = = —kt 2.8

n X 2.8)

X = Xge ¥ (2.9

Although these equations deal with total amounts of
drug in the body, the equation C = X/V; provides
a general relationship between X and drug concentra-
tion (C) at any time after the drug dose is administered.
Therefore, C can be substituted for X in Equations 2.7
and 2.8 as follows:

C
In — = —kt 2.10
n s (2.10)

C=Coe ™ @11
Equation 2.10 is particularly useful since it can be rear-
ranged in the form of the equation for a straight line

(y = mx + b) to give

InC = —kt +InCy 2.12)



Clinical Pharmacokinetics 19

Now when data are obtained after administration of a
single drug dose and C is plotted on base 10 semilog-
arithmic graph paper, a straight line is obtained with
0.434 times the slope equal to k (logx/Inx = 0.434)
and an intercept on the ordinate of Cy. In practice
Cp is never measured directly because some time is
needed for the injected drug to distribute throughout
body fluids. However, Cy can be estimated by back-
extrapolating the straight line given by Equation 2.12
(Figure 2.5).

Concept of Elimination Half-Life

If the rate of drug distribution is rapid compared
with rate of drug elimination, the terminal exponential
phase of a semilogarithmic plot of drug concentra-
tions vs time can be used to estimate the elimination
half-life of a drug, as shown in Figure 2.10. Because
Equation 2.10 can be used to estimate k from any two
concentrations that are separated by an interval ¢, it
can be seen from this equation that when C; = 1/2C;y,

In1/2=—kt1

In2= kt]/z
So,
0.693 0.693
tijp=—— and k= (2.13)
k t1/2
10.0 F
l®
Co - 0.434 x Slope =k
Cc 1.0 o
0.1 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

FIGURE 2.10 Plot of drug concentrations vs. time on semilog-
arithmic coordinates. Back extrapolation (dashed line) of the
elimination-phase slope (solid line) provides an estimate of Cp. The
elimination half-life (t /2) can be estimated from the time required
for concentrations to fall from some point on the elimination-phase
line (C7) to Cp = %Cl , as shown by the dotted lines. In the case of
digoxin, C would be in units of ng/mL and ¢ in hours.

For digoxin, t;/, is usually 1.6 days for patients
with normal renal function and k = 043 day~!
(0.693/1.6 = 0.43). As a practical point, it is easier to
estimate t, from a graph such as Figure 2.10 and to
then calculate k from Equation 2.13, than to estimate k
directly from the slope of the elimination-phase line.

Relationship of k to Elimination Clearance

In Chapter 1, we pointed out that the creatinine
clearance equation

CLcr =UV/P

could be rewritten in the form of the following first-
order differential equation:

dX/dt = —CLcR - P

If this equation is generalized by substituting CLg for
CLcR, it can be seen from Equation 2.7 that, since
P=X/Vy,

k = % (2.14)
Va

Equation 2.4 was derived by substituting CLg/V; for
k in Equation 2.13. Although V; and CLg are the
two primary parameters of the single-compartment
model, confusion arises because k is initially calculated
from experimental data. However, k is influenced by
changes in distribution volume as well as clearance
and does not reflect just changes in drug elimination.

Cumulation Factor

In the steady-state condition, the rate of drug
administration is exactly balanced by the rate of drug
elimination. Gaddum (18) first demonstrated that the
maximum and minimum drug levels that are expected
at steady state (quasi-steady state) can be calculated
for drugs that are eliminated by first-order kinet-
ics. Assume that just maintenance doses of a drug
are administered without a loading dose (Figure 2.6,
lowest curve). Starting with Equation 2.9,

X = Xge *
where X is the maintenance dose and X is the amount

of drug remaining in the body at time t. If 7 is the
dosing interval, let

p=e
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Therefore, just before the second dose,
Ximiny = Xop

Just after the second dose,

Xotmax) = Xo + Xop = Xo(1 +p)
Similarly, after the third dose,

X3max) = Xo + Xop + Xop* = Xo(L +p +p*)

and after the nth dose,

Xtmax) = Xo(L+p+---+p")

or,

1-p"
Xn(max) = XO a _;;)

Since p < 1, as n — oo, p"* — 0. Therefore,
XOO(max) = XO/(1 - P)

or, substituting for p,

Xo
Xoo(max) = m

The value of Xoo is the maximum total body content
of the drug that is reached during a dosing interval at
steady state. The maximum concentration is determined
by dividing this value by V. The minimum value is
given by multiplying either of these maximum values
by e~ *".

Note that the respective maximum and minimum
drug concentrations after the first dose are

Maximum: Co

Minimum: Coe ke

The expected steady-state counterparts of these initial
concentration values can be estimated by multiplying
them by the cumulation factor (CF):

1

Plateau Principle

Although the time required to reach steady state
cannot be calculated explicitly, the time required to
reach any specified fraction of the eventual steady state
can be estimated. For dosing regimens in which drugs
are administered at a constant interval, Gaddum (18)
showed that the number of drug doses (1) required to
reach a fraction (f) of the eventual steady-state amount
of drug in the body can be calculated as follows:

Xo _Xo(1=p") (1-p) "
=2t o : —1- 216
[ =%="0=p) % e 210

In clinical practice, f = 0.90 is usually a reasonable
approximation of eventual steady state. Substituting
this value into Equation 2.16 and solving for n,

0.90 =1 — ¢ "k*
e T — 0.1
. In 0.1
- kt
23
Tkt

From Equation 2.13,
k= 0.693/1‘1/2

Therefore, the time needed to reach 90% of steady
state is nt = 3.3t1/, and the corresponding number
of doses is

n =233t (2.17)

Not only are drug accumulation greater and steady-
state drug levels higher in patients with a pro-
longed elimination half-life, but also, an important
consequence of Equation 2.17 is that it takes these
patients longer to reach steady state. For example, the
elimination half-life of digoxin in patients with normal
renal function is 1.6 days, so that 90% of the expected
steady state is reached in 5 days when daily doses of
this drug are administered. However, the elimination
half-life of digoxin is approximately 4.3 days in func-
tionally anephric patients, such as the one described
in the previous case history, and 14 days would be
required to reach 90% of the expected steady state. This
explains why this patient’s adverse reaction occurred
2 weeks after starting digoxin therapy.
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Application of Laplace Transforms to
Pharmacokinetics

The Laplace transformation method of solving dif-
ferential equations falls into the area of operational
calculus that is finding increasing utility in pharma-
cokinetics. Operational calculus was invented by an
English engineer, Sir Oliver Heaviside (1850-1925),
who had an intuitive grasp of mathematics (19).
Although Laplace provided the theoretical basis for
the method, some of Sir Oliver’s intuitive contributions
remain (e.g., the Heaviside Expansion Theorem uti-
lized in Chapter 3). The idea of operational mathemat-
ics and Laplace transforms perhaps is best understood
by comparison with the use of logarithms to perform
arithmetic operations. This comparison is diagrammed
in the flowcharts shown in Scheme 2.2.

Just as there are tables of logarithms, there are tables
to aid the mathematical process of obtaining Laplace
transforms (£) and inverse Laplace transforms (£~1).
Laplace transforms can also be calculated directly from
the integral:

LIEW)] = f(s) = / F(he—tdt
0

We can illustrate the application of Laplace trans-
forms by using them to solve the simple differential
equation that we have used to describe the single-
compartment model (Equation 2.7). Starting with this
equation,

aX/dt = —kX
we can use a table of Laplace transform operations

(Appendix I) to take Laplace transforms of each side
of this equation to create the subsidiary equation:

For X on the right side of the equation:
LE(t) = f(s)
For dX/dt on the left side of the equation:
LF'(t) = sf (s) — F(0)
Since F(0) represents the initial condition, in this case
the amount of drug in the model compartment at time
zero, Xy, the subsidiary equation can be written
sf(s) — Xo = —kf (s)

This can be rearranged to give

(s +k)f(s) = Xo

ARITHMETIC LOGARITHMIC
DOMAIN DOMAIN
NUMBERS LOGARITHM LOGARITHMS

- OF
NUMBERS
MULTIPLICATION ADDITION
propucT | ANTILOGARITHM | sum oF
LOGARITHMS
TIME DOMAIN OF
DOMAIN SUBSIDIARY EQUATION
LAPLACE
DIFFERENTIAL | TRANSFORMATION TRANSEORM
EQUATION
INITIAL =
CONDITIONS
INTEGRATION ALGEBRA
INVERSE LAPLACE
SoLUTION | TRANSFORMATION | SUBSIDIARY
EQUATION

SCHEME 2.2

f(s)=Xo/(s+k)
A table of inverse Laplace transforms indicates

1
s—a

— eat

-1
Therefore, the solution to the differential equation is
X = Xge ™™

and this is the same result that we obtained as Equa-
tion 2.9.

In other words, the Laplace operation transforms
the differential equation from the time domain to
another functional domain represented by the sub-
sidiary equation. After algebraic simplification of this
subsidiary equation, the inverse transformation is used
to return the solved equation to the time domain.
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We have selected a simple example to illustrate the
use of Laplace transform methods. A more advanced
application is given in the next chapter, in which
equations are derived for a two-compartment model.
It will be shown subsequently that Laplace trans-
form methods also are helpful in pharmacokinetics
when convolution/deconvolution methods are used to
characterize drug absorption processes.

10.

11.

12.

13.

14.

15.

16.

17.

REFERENCES

. Atkinson AJ Jr, Kushner W. Clinical pharmacokinetics.

Annu Rev Pharmacol Toxicol 1979;19:105-27.

. Atkinson AJ Jr, Reidenberg MM, Thompson WL. Clin-

ical Pharmacology. In: Greenberger N, ed. MKSAP VI
Syllabus. Philadelphia: Am Col Phys; 1982. p. 85-96.

. Koch-Weser J. Serum drug concentrations as therapeu-

tic guides. N Engl ] Med 1972;287:227-31.

. Wuth O. Rational bromide treatment: New methods

for its control. JAMA 1927;88:2013-17.

. Atkinson AJ Jr, Ambre JJ. Kalman and Clark’s drug

assay: The strategy of therapeutic drug monitoring.
2nd ed. New York: Masson; 1984.

. Smith TW, Haber E. Digoxin intoxication: The rela-

tionship of clinical presentation to serum digoxin
concentration. J Clin Invest 1970;49:2377-86.

. Duhme DW, Greenblatt DJ, Koch-Weser J. Reduction

of digoxin toxicity associated with measurement of
serum levels. Ann Intern Med 1974;80:516-9

. Adams KF Jr, Gheorghiade M, Uretsky BF,

Patterson JH, Schwartz TA, Young JB. Clinical
benefits of low serum digoxin concentrations in heart
failure. ] Am Coll Cardiol 2002;39:946-53.

. The Digitalis Investigation Group. The effect of

digoxin on mortality and morbidity in patients with
heart failure. N Engl ] Med 1997;336:525-33.

Rathore SS, Curtis JP, Wang Y, Bristow MR,
Krumholz HM. Association of serum digoxin concen-
tration and outcomes in patients with heart failure.
JAMA 2003;289:871-8.

Rathore SS, Wang W, Krumholz HM. Sex-based dif-
ferences in the effect of digoxin for the treatment of
heart failure. N Engl ] Med 2002;347:1403-11.
Piergies AA, Worwag EW, Atkinson AJ Jr. A con-
current audit of high digoxin plasma levels. Clin
Pharmacol Ther 1994;55:353-8.

Goldstein A, Aronow L. The durations of action of
thiopental and pentobarbital. ] Pharmacol Exp Ther
1960,128:1-6.

Benowitz N, Forsyth RP, Melmon KL, Rowland M.
Lidocaine disposition kinetics in monkey and man. I.
Prediction by a perfusion model. Clin Pharmacol Ther
1974;16:87-98.

Gibaldi M, Perrier D. Pharmacokinetics. 2nd ed.
New York: Marcel Dekker; 1982. p. 199-219.
Atkinson A]J Jr. Individualization of anticonvulsant
therapy. Med Clin North Am 1974;58:1037—49.
Rowland M, Tozer TN. Clinical pharmacokinetics:
Concepts and applications. 3rd ed. Baltimore: Lea &
Febiger, 1994.

18. Gaddum JH. Repeated doses of drugs. Nature
1944;153:494.

19. Van Valkenberg ME. The Laplace transformation. In:
Network analysis. Englewood Cliffs (N]): Prentice-
Hall;1964. p. 159-81.

STUDY PROBLEMS

Select the one lettered answer or statement comple-
tion that is BEST. It may be helpful to carry out dimen-
sional analysis by including units in your calculations.
Answers are provided in Appendix II.

1. A 35-year-old woman is being treated with gen-
tamicin for a urinary tract infection. The gentamicin
plasma level is 4 ug/mL shortly after initial intra-
venous administration of an 80-mg dose of this
drug. The distribution volume of gentamicin is:

A 5L
B. 8L
C. 10L
D. 16 L
E. 20L

2. A 58-year-old man is hospitalized in cardiac inten-
sive care following an acute myocardial infarction.
He has had recurrent episodes of ventricular tachy-
cardia that have not responded to lidocaine, and
an intravenous infusion of procainamide will now
be administered. The patient weighs 80 kg and
expected values for his procainamide distribution
volume and elimination half-life are 2.0 L/kg and 3
hours, respectively.

What infusion rate will provide a steady-state
plasma procainamide level of 4.0 ug/mL?

A. 2.5 mg/min
B. 5.0 mg/min
C. 7.5 mg/min
D. 10.0 mg/min
E. 12.5 mg/min
A

patient with peritonitis is treated with genta-
micin, 80 mg every 8 hours. Plasma gentamicin
levels are measured during the first dosing inter-
val. The gentamicin plasma level is 10 pg/mL at its
peak after initial intravenous administration of this
drug, and is 5 pg/mL when measured 5 hours later.

The cumulation factor can be used to predict an
expected steady-state peak level of:

A. 10 pg/mL
12 pg/mL
15 pg/mL
18 ng/mL
20 pg/mL

mO 0w
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4. A 20-year-old man is hospitalized after an asth-

matic attack precipitated by an upper respira-
tory infection and fails to respond in the emer-
gency room to two subcutaneously injected doses
of epinephrine. The patient has not been taking
theophylline-containing medications for the past
6 weeks. He weighs 60 kg and you estimate that
his apparent volume of theophylline distribution
is 045 L/kg. Bronchodilator therapy includes a
5.6-mg/kg loading dose of aminophylline, infused
intravenously over 20 min, followed by a mainte-
nance infusion of 0.63 mg/kg per hour (0.50 mg/kg
per hour of theophylline). Forty-eight hours later,
the patient’s respiratory status has improved. How-
ever, he has nausea and tachycardia, and his plasma
theophylline level is 24 pg/mL.

For how long do you expect to suspend theo-
phylline administration in order to reach a level
of 12 ug/mL before restarting the aminophylline
infusion at a rate of 0.31 mg/kg per hour?

A. 5 hours

B. 10 hours
C. 15 hours
D. 20 hours
E. 25 hours

. Digitoxin has an elimination half-life of approx-
imately 7 days and its elimination is relatively
unaffected by decreased renal function. For this lat-
ter reason, the decision is made to use this drug
to control ventricular rate in a 60-year-old man
with atrial fibrillation and a creatinine clearance of
25 mL/min.

If no loading dose is administered and a main-
tenance dose of 0.1 mg/day is prescribed, how
many days would be required for digitoxin lev-
els to reach 90% of their expected steady-state
value?

A. 17 days
B. 19 days
C. 21 days
D. 23 days
E. 24 days

. A 75-year-old man comes to your office with
anorexia and nausea. Five years ago he was found
to have congestive heart failure that responded
to treatment with a thiazide diuretic and an
angiotensin-converting enzyme inhibitor. Three
years ago digoxin was added to the regimen
in a dose of 0.25 mg/day. This morning he
omitted his digoxin dose. On hospital admission,

electrocardiographic monitoring shows frequent
bigeminal extrasystoles and the patient’s plasma
digoxin level is 3.2 ng/mL. Twenty-four hours
later, the digoxin level is 2.7 ng/mL. At that time
you decide that it would be appropriate to let the
digoxin level fall to 1.6 ng/mL before restarting a
daily digoxin dose of 0.125 mg.

For how many more days do you anticipate hav-
ing to withhold digoxin before your target level of
1.6 ng/mL is reached?

A. 2 days
B. 3 days
C. 4 days
D. 5 days
E. 6 days
A

50-year-old man is being treated empirically
with gentamicin and a cephalosporin for pneu-
monia. The therapeutic goal is to provide a max-
imum gentamicin level of more than 8 pg/mL
1 hour after intravenous infusion, and a min-
imum concentration, just before dose adminis-
tration, of less than 1 pg/ml. His estimated
plasma gentamicin clearance and elimination half-
life are 100 mL/min and 2 hours, respectively.
Which of the following dosing regimens is
appropriate?

A. 35 mg every 2 hours
B. 70 mg every 4 hours
C. 90 mg every 5 hours
D. 110 mg every 6 hours
E. 140 mg every 8 hours

. You start a 19-year-old man on phenytoin in a

dose of 300 mg/day to control generalized (grand
mal) seizures. Ten days later, he is brought to an
emergency room following a seizure. His pheny-
toin level is found to be 5 pg/mL and the phenytoin
dose is increased to 600 mg/day. Two weeks later,
he returns to your office complaining of drowsi-
ness and ataxia. At that time his phenytoin level
is 30 pg/mL.

Assuming patient compliance with previous ther-
apy, which of the following dose regimens should
provide a phenytoin plasma level of 15 pg/mL
(therapeutic range: 10-20 ng/mL)?

A. 350 mg/day
B. 400 mg/day
C. 450 mg/day
D. 500 mg/day
E. 550 mg/day
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CHAPTER

3

Compartmental Analysis of Drug
Distribution

ARTHUR ]J. ATKINSON, JR.
Clinical Center, National Institutes of Health, Bethesda, Maryland

Drug distribution can be defined as the postabsorp-
tive transfer of drug from one location in the body
to another. Absorption after various routes of drug
administration is not considered part of the distri-
bution process and is dealt with separately. In most
cases, the process of drug distribution is symmetrically
reversible and requires no input of energy. However,
there is increasing awareness that receptor-mediated
endocytosis and carrier-mediated active transport also
play important roles in either increasing or limiting the
extent of drug distribution. The role of these processes
in drug distribution will be considered in Chapter 14.

PHYSIOLOGICAL SIGNIFICANCE OF
DRUG DISTRIBUTION VOLUMES

Digoxin is typical of most drugs in that its dis-
tribution volume, averaging 536 L in 70-kg subjects
with normal renal function, is not readily inter-
preted by reference to physiologically defined fluid
spaces. However, some drugs and other compounds
appear to have distribution volumes that are physio-
logically identifiable. Thus, the distribution volumes
of inulin, quaternary neuromuscular blocking drugs,
and, initially, aminoglycoside antibiotics approximate
expected values for extracellular fluid space (ECF). The
distribution volumes of urea, antipyrine, ethyl alcohol,
and caffeine also can be used to estimate total body
water (TBW) (1).
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Binding to plasma proteins affects drug distribu-
tion volume estimates. Initial attempts to explain
the effects of protein binding on drug distribution
were based on the assumption that the distribu-
tion of these proteins was confined to the intravas-
cular space. However, “plasma” proteins distribute
throughout ECF, so the distribution volume of even
highly protein-bound drugs exceeds plasma volume
and approximates ECF in many cases (1). For example,
thyroxine is 99.97% protein bound and its distribu-
tion volume of 0.15 L/kg (2) approximates recent ECF
estimates of 0.16 +0.01 L/kg made with inulin (3).
Distribution volumes are usually larger than ECF for
uncharged drugs that are less tightly protein bound
to plasma proteins. Theophylline is a methylxan-
thine, similar to caffeine, and its nonprotein-bound,
or free, fraction distributes in TBW. The fact that theo-
phylline is normally 40% bound to plasma proteins
accounts for the findng that its 0.5 L/kg appar-
ent volume of distribution is intermediate between
expected values for ECF and TBW (Figure 3.1). The
impact on distribution volume (V) of changes in the
extent of theophylline binding to plasma proteins can
be estimated from the following equation:

V4 = ECF + £,(TBW — ECF) (3.1
where f; is the fraction of unbound theophylline that
can be measured in plasma samples (4). An addi-
tional correction has been proposed to account for the
fact that interstitial fluid protein concentrations are
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FIGURE 3.1 Analysis of theophylline V; in terms of protein
binding, ECF, and intracellular fluid (ICF) components of TBW in a
hypothetical 70-kg subject. Theophylline is normally 40% bound, so
its V; approximates 35 L or 0.5 L/kg. (Reproduced with permission
from Atkinson AJ Jr, Ruo TI, Frederiksen MC. Trends Pharmacol Sci
1991;12:96-101.)

less than those in plasma (5). However, this correc-
tion does not account for the heterogeneous nature
of interstitial fluid composition and entails additional
complexity that may not be warranted (1).

Many drugs have distribution volumes that exceed
expected values for TBW, or are considerably larger
than ECF despite extensive binding to plasma proteins.
The extensive tissue binding of these drugs increases
the apparent distribution volume that is calculated by
reference to drug concentrations measured in plasma
water. By modifying Equation 3.1 as follows,

Va4 = ECF + &f,(TBW — ECF) (3.2)

published kinetic data can be used to estimate the
tissue-binding affinity (@) of these drugs.

For many drugs, the extent of tissue bind-
ing is related to their lipophilicity. Although the
octanol/water partition coefficient (P,.;) measured at
pH 7.4 is the in vitro parameter traditionally used to
characterize lipophilicity and is appropriate for neutral
compounds, this coefficient fails to take into account
the fact that many acidic and basic drugs are ion-
ized at physiological pH. Because only an unionized
drug generally partitions into tissues, a distribution
coefficient (D) is thought to provide a better corre-
lation with the extent to which a drug distributes into

tissues (6). Thus, for drugs that are monoprotic bases,
log Dyct = log Poct + [1/(1 + 10PKe _pH)]

where pK, is the dissociation constant of the drug.
For monoprotic acids, the exponent in this equation
becomes pH—pK,. In Figure 3.2, published experimen-
tally determined values for log D, are compared with
estimates of log ®. Equation 3.2 was rearranged to cal-
culate @ from literature values for f, and distribution
volume (7, 8), and from estimates of ECF (0.16 L/kg)
and TBW (0.65 L/kg) that were obtained from a study
of inulin and urea distribution kinetics (3).

Since the parameters f, and Doy can be obtained
by in vitro measurements, Lombardo et al. (8) have
used the reverse of this type of approach to pre-
dict drug distribution volume in humans in order
to evaluate its utility in compound optimization and
selection during the early stages of drug development.
Although this approach would not be expected to pro-
vide an accurate prediction of the distribution volume
of drugs that bind to specific subcellular components,
this is not necessarily the case. For example, digoxin
incorporates a steroid molecule (aglycone) but is rel-
atively polar because three glycoside (sugar) groups
are attached to it. It is a neutral compound and has
an octanol/water partition coefficient of 18, but also
binds very tightly to the enzyme Na/K-ATPase that
is present in most body tissues. Since digoxin is only
25% bound to plasma proteins (f, = 0.75), Equation 3.2
can be used to estimate that a 536 L distribution vol-
ume of this drug corresponds to a ¢ value of 20.4,
consistent with the relationship between lipophilic-
ity and tissue partitioning shown in Figure 3.2.
However, an important consequence of the specificity
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FIGURE 3.2 Relationship between lipophilicity, estimated from
Dyct, and tissue/plasma partition ratio (@) for several commonly
used drugs.
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of this binding is that digoxin can be displaced from its
Na/K-ATPase binding sites by concurrent administra-
tion of quinidine, causing a decrease in digoxin distri-
bution volume (9). As discussed in Chapter 5, Sheiner
et al. (10) also have shown that elevations in serum cre-
atinine concentration, resulting from impaired renal
function, are associated with decreases in digoxin dis-
tribution volume. This presumably reflects the same
impairment in Na/K-ATPase activity that makes these
patients more susceptible to toxicity when digoxin
levels are >3.0 ng/mL (11).

PHYSIOLOGICAL BASIS OF
MULTICOMPARTMENTAL MODELS
OF DRUG DISTRIBUTION

Basis of Multicompartmental Structure

In 1937, Teorell (12) first used a multicompartmental
system to model the kinetics of drug distribution.
The two body distribution compartments of his model
consisted of a central compartment corresponding to
intravascular space and a peripheral compartment rep-
resenting nonmetabolizing body tissues. Drug elimi-
nation was modeled as proceeding from the central
compartment. Drug transfer between compartments
is characterized by intercompartmental clearance, a term
coined by Sapirstein et al. (13) to describe the volume-
independent parameter that quantifies the rate of
analyte transfer between the compartments of a kinetic
model. Thus, elimination clearance and intercompart-
mental clearance share the property of volume inde-
pendence in that they are not affected by changes in
compartment volume.

Although more can be learned about the process
of drug distribution when the physiological identity
of the model compartments can be established, most
models used in pharmacokinetics are simply math-
ematical models that are developed without regard
to underlying physiology (14). The number of model
compartments is defined by analysis of experimental
data and corresponds to the number of exponential
phases present in the plot of plasma levels vs. time. In
contrast to Teorell’s model, the central compartment of
most two-compartment models often exceeds expected
values for intravascular space, and three-compartment
models are required to model the kinetics of many
other drugs. The situation has been further compli-
cated by the fact that some drugs have been analyzed
with two-compartment models on some occasions and
with three-compartment models on others. To some
extent, these discrepancies reflect differences in exper-
imental design. Particularly for rapidly distributing

drugs, a tri-exponential plasma-level-vs.-time curve
is likely to be observed only when the drug is
administered by rapid intravenous injection and blood
samples are obtained frequently in the immediate
postinjection period.

The central compartment of a pharmacokinetic
model usually is the only one that is directly
accessible to sampling. When attempting to iden-
tify this compartment as intravascular space, the
erythrocyte/plasma partition ratio must be incorpo-
rated in comparisons of central compartment volume
with expected blood volume if plasma levels, rather
than whole blood levels, are used for pharmacokinetic
analysis. Models in which the central compartment
corresponds to intravascular space are of particular
interest because the process of distribution from the
central compartment then can be identified as trans-
capillary exchange (Figure 3.3). In three-compartment
models of this type, it might be tempting to conclude
that the two peripheral compartments were connected
in series (catenary model) and represented interstitial
fluid space and intracellular water. Urea is a marker
of TBW and the kinetics of its distribution could be
analyzed with a three-compartment catenary model
of this type. On the other hand, a three-compartment
model is also required to model distribution of inulin
from a central compartment that corresponds to
plasma volume. This implies that interstitial fluid
is kinetically heterogeneous and suggests that the

Capillaries  Cell Membranes
Intravenous :
S —_— Splanchnic
Injection / P Tissues
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Space — D S
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Fluid Space Fluid Space

FIGURE 3.3 Multicompartmental model of the kinetics of inulin
and urea distribution and elimination. After injection into a cen-
tral compartment corresponding to intravascular space (V¢), both
compounds distribute to rapidly (V) and slowly (V) equilibrat-
ing peripheral compartments (rectangles), at rates of transcapillary
exchange that are characterized by intercompartmental clearances
CLr and CLg. These peripheral compartments contain both intersti-
tial and intracellular fluid components but transfer of urea between
them is too rapid to be distinguished kinetically. Inulin is limited
in its distribution to the interstitial fluid components of the periph-
eral compartments. (Reproduced with permission from Odeh YK,
Wang Z, Ruo TI, Wang T, Frederiksen MC, Pospisil PA, Atkinson
AJ Jr. Clin Pharmacol Ther 1993;53:419-25.)
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mammillary system shown in Figure 3.3 represents the
proper configuration for modeling both inulin and
urea distribution kinetics (1, 3).

The proposed physiological basis for this model is
that transfer of relatively small polar compounds, such
as urea and inulin, occurs rapidly across fenestrated
and discontinuous capillaries that are located primar-
ily in the splanchnic vascular bed, but proceeds more
slowly through the interendothelial cell junctions of
less porous capillaries that have a continuous base-
ment membrane and are located primarily in skeletal
muscle and other somatic tissues. Direct evidence to
support this proposal has been provided by kinetic
studies in which the volume of the rapidly equili-
brating compartment was found to be reduced in
animals whose spleen and lower intestine had been
removed (15). Indirect evidence also has been pro-
vided by a study of the distribution and pharmacologic
effects of insulin, a compound with molecular weight
and extracellular distribution characteristics similar to
those of inulin. As shown in Figure 3.4, insulin distri-
bution kinetics were analyzed together with the rate of
glucose utilization needed to stabilize plasma glucose
concentrations (glucose clamp) (16). Since changes in
the rate of glucose infusion paralleled the rise and
fall of insulin concentrations in the slowly equilibrat-
ing peripheral compartment, it was inferred that this
compartment is largely composed of skeletal muscle.
This pharmacokinetic—pharmacodynamic (PK-PD) study
is also of interest because it illustrates one of the few
examples in which a distribution compartment can
be plausibly identified as the site of drug action or
biophase.

Mechanisms of Transcapillary Exchange

At this time, the physiological basis for the transfer
of drugs and other compounds between compartments
can only be inferred for mammillary systems in
which the central compartment represents intravas-
cular space and intercompartmental clearance can
be equated with transcapillary exchange. In the
case of inulin and urea, intercompartmental clear-
ance (CL;) can be analyzed in terms of the rate of
blood flow (Q) through exchanging capillary beds
and the permeability coefficient-surface area prod-
uct (P - S) characterizing diffusion through capillary
fenestrae (primarily in splanchnic capillary beds) or
small pores (primarily in somatic capillary beds).
The following permeability-flow equation,' used by

! There is a long history behind attempts to analyze
transcapillary exchange in terms of its blood flow and dif-
fusional permeability components. Eugene Renkin appears
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FIGURE 3.4 Measured plasma concentrations of insulin in
compartment 1 (intravascular space) after intravenous injection of
a 25-mU/kg dose, and computer-derived estimates of insulin con-
centration in presumed splanchnic (compartment 2) and somatic
(compartment 3) components of interstitial fluid space. The bar
graph indicates the glucose infusion rate needed to maintain blood
glucose concentrations at the basal level. (Reproduced with permis-
sion from Sherwin RS, Kramer K], Tobin JD, Insel PA, Liljenquist
JE, Berman M, Andres R. ] Clin Invest 1974;53:1481-92.)

Renkin (17) for analyzing transcapillary exchange in
an isolated perfused hind limb preparation,

CLi=Q (1 e Q) (3.3)

to be the first to have applied this equation to the tran-
scapillary exchange of nongaseous solutes. He was guided
in this effort by Christian Bohr’s derivation of the equa-
tion in the context of pulmonary gas exchange (Skand Arch
Physiol 1909;22:221-80). Seymour Kety based his derivation
of the equation on Bohr’s prior work and also applied it
to pulmonary gas exchange (Pharmacol Rev 1951;3:1-41).
Renkin’s derivation was not published along with his origi-
nal paper (17) but was archived by the American Documen-
tation Institute (document 4648) and serves as the basis for
the derivation published in reference 18. A final independent
derivation was published by Christian Crone (Acta Physiol
Scand 1963;54:292-305). Renkin concludes that the equation
could be eponymously termed the Bohr/Kety/Renkin/Crone
Equation but prefers to simply refer to it as the flow-
diffusion equation (Renkin EM. Personal communication.
December 10, 1999).



Analysis of Drug Distribution 29

subsequently was adapted to multicompartmental
pharmacokinetic models (18). Because CL; is replaced
by two terms, Q and P - S, it is necessary to study both
inulin and urea distribution kinetics simultaneously.
In order to estimate all the parameters characterizing
the transcapillary exchange of these compounds, it is
also necessary to assume that the ratio of their P - S
values is the same as the ratio of their free water diffu-
sion coefficients. However, when this is done, there is
good agreement between the sum of blood flows to the
peripheral compartments and independent measures
of cardiac output (1, 3).

Although this approach seems valid for small,
uncharged molecules, molecular charge appears to
slow transcapillary exchange. Large molecular size
also retards transcapillary exchange (19). Molecules
considerably larger than inulin are probably trans-
ported through small-pore capillaries by convection
rather than by diffusion (Figure 3.5). Conversely,
very lipid-soluble compounds appear to pass directly
though capillary walls at rates limited only by blood
flow (P - S >» Q). Even though theophylline is a
relatively polar compound, its transcapillary exchange
is also blood-flow limited and presumably occurs by
carrier-mediated facilitated diffusion (20). This leads
to the classification shown in Table 3.1.

Although there have been few studies designed to
interpret actual drug distribution results in physiologi-
cal terms, a possible approach is to administer the drug

TABLE 3.1 Classification of Transcapillary Exchange
Mechanisms

1. Diffusive transfer of small molecules (<6000 Da)
® Transferred at rates proportional to their free water diffusion
coefficients
— Polar, uncharged compounds (e.g., urea, inulin)
® Transferred more slowly than predicted from free water
diffusion coefficients
- Highly charged compounds (e.g., quaternary skeletal
muscle relaxants)
— Compounds with intermediate polarity that interact
with capillary walls (e.g., procainamide)
® Transferred more rapidly than predicted from free water
diffusion coefficients
— Highly lipid-soluble compounds that freely penetrate
endothelial cells (e.g., anesthetic gases)
— Compounds transferred by carrier-mediated facilitated
diffusion (e.g., theophylline)
2. Convective transfer of large molecules (>50,000 Da)

under investigation along with reference compounds
such as inulin and urea. This experimental design
was used to show that theophylline distributed from
intravascular space to two peripheral compartments
that had intercompartmental clearances correspond-
ing to the blood flow components of urea and inulin
transcapillary exchange (20). It also should be empha-
sized that conventional kinetic studies do not have
the resolving power to identify distribution to smaller
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FIGURE 3.5 Plot of capillary permeability vs. molecular weight. (Repro-
duced with permission from Dedrick RL, Flessner MF. Prog Clin Biol Res

1989;288:429-38.)
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but pharmacologically important regions such as the
brain, in which transcapillary exchange is limited by
tight junctions or by carrier-mediated active transport
(e.g., P-glycoprotein).

CLINICAL CONSEQUENCES OF DIFFERENT
DRUG DISTRIBUTION PATTERNS

As pointed out in Chapter 2, the process of drug
distribution can account for both the slow onset of
pharmacologic effect of some drugs (e.g., digoxin) and
the termination of pharmacologic effect after bolus
intravenous injection of others (e.g., lidocaine and
thiopental). When theophylline was introduced in
the 1930s, it was often administered by rapid intra-
venous injection to asthmatic patients. It was only
after several fatalities were reported that the cur-
rent practice was adopted of initiating therapy with
a slow intravenous infusion. Nonetheless, excessively
rapid intravenous administration of theophylline still
contributes to the frequency of serious adverse reac-
tions to this drug (21). The rapidity of carrier-mediated
theophylline distribution to the brain and heart prob-
ably contributes to the infusion-rate dependency of
these serious adverse reactions.

The impact of physiological changes on drug dis-
tribution kinetics has not been studied extensively.
For example, it is known that pregnancy alters the
elimination kinetics of many drugs. But physiological
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changes in body fluid compartment volumes and pro-
tein binding also affect drug distribution in pregnant
subjects. As discussed in Chapter 22, Equation 3.1 has
been used to correlate pregnancy-associated changes
in theophylline distribution with this altered phys-
iology (4). As described in Chapter 6, changes in
intercompartmental clearance occur during hemodial-
ysis and have important effects on the extent of drug
removal during this procedure.

For most drugs whose plasma-level-vs.-time curve
demonstrates more than one exponential phase, the
terminal phase primarily, but not entirely, reflects
the process of drug elimination, and the initial phase
or phases primarily reflect the process of drug dis-
tribution. However, the sequence of distribution and
elimination phases is reversed for some drugs, and
these drugs are said to exhibit “flip-flop” kinetics. For
example, Schentag and colleagues (22) have shown
that the elimination phase precedes the distribution
phase of gentamicin, an aminoglycoside antibiotic, and
accounts for the long terminal half-life that is seen
after a course of therapy (Figure 3.6). In this case,
the central compartment of drug distribution proba-
bly corresponds to ECF. In one of the few studies in
which drug concentrations were actually measured in
human tissues, Schentag et al. (23) demonstrated that
the kidneys account for the largest fraction of drug
in the peripheral compartment. Although aminoglyco-
sides are highly charged and do not passively diffuse
across mammalian cell membranes, they are taken up
by proximal renal tubular cells by a receptor-mediated
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FIGURE 3.6 Serum gentamicin concentrations measured in a patient during and
after a 10.5-day course of therapy (80 mg every 36 hrs). Data were analyzed with the
two-compartment model shown in the figure. The half-life of serum levels during
therapy is primarily reflective of renal elimination. The terminal half-life seen after
therapy was stopped is the actual distribution phase. (Reproduced with permission
from Schentag JJ, Jusko W], Plaut ME, Cumbo TJ, Vance JW, Abrutyn E. JAMA

1977,238:327-9.)
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endocytic mechanism in which megalin serves as
the endocytic receptor (24). The observation that the
nephrotoxicity of aminoglycosides is less with inter-
mittent than with continuous administration of the
same total antibiotic dose (25) reflects the fact that
their uptake by proximal renal tubule cells becomes
saturated at the higher glomerular ultrafiltrate concen-
trations achieved with intermittent dosing (26). This
also supports the rationale for once-daily rather than
thrice-daily aminoglycoside dosing. Even when simi-
lar dose regimens are employed, the extent of tissue
distribution is much greater in patients who have
nephrotoxic reactions to gentamicin than it is in those
whose renal function remains intact (Figure 3.7) (27).

In technical terms, we can say that the approx-
imation of a single-compartment model represents
misspecification of what is really a two-compartment
system for gentamicin. However, the distribution
phase for this drug is not even apparent until ther-
apy is stopped. Nonetheless, the extent to which peak
and/or trough levels rise during repetitive dosing can
be used to provide an important clue to extensive
gentamicin accumulation in the “tissue” compartment.
Most clinical pharmacokinetic calculations are made
with the initial assumption that gentamicin distributes
in a single compartment that roughly corresponds
to ECF. If the dose and dose interval are kept con-
stant, steady-state peak and trough levels can be pre-
dicted simply by multiplying initial peak and trough
levels by the cumulation factor (CF). As derived in
Chapter 2,

CF=1/1—-¢"%) (3.4)

where k is In 2/t and t is the dosing interval.
If peak and trough levels initially rise more rapidly
than predicted from Equation 3.4, this reflects fact that
substantial drug is accumulating in the “tissue” com-
partment. Of course, deterioration in renal function
can also cause gentamicin peak and trough levels to
increase, but usually this occurs after five or more days
of therapy.

An important point about drugs that exhibit flip-
flop kinetics is that the terminal exponential phase
usually is reached only when plasma drug levels are
subtherapeutic. For this reason, the half-life corre-
sponding to this terminal exponential phase (greater
than 4 days in the example shown in Figure 3.7) can-
not be used in selecting an appropriate dosing interval.
If the actual extent of drug accumulation is known
from the ratio of steady-state/initial plasma levels, the
observed cumulation factor (CF,s) during repetitive
dosing can be used to estimate an effective elimination
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FIGURE 3.7 Decline in serum gentamicin concentrations after
therapy was stopped in a patient with nephrotoxicity (e) and a
patient who did not have this adverse reaction (o). Both patients had
been treated with gentamicin at an 8-hour dosing interval and had
nearly identical elimination-phase half-lives and peak and trough
levels. (Reproduced with permission from Colburn WA, Schentag JJ,
Jusko WJ, Gibaldi M. ] Pharmacokinet Biopharm 1978;6:179-86.)

rate constant (k.f) by rearranging Equation 3.4 to the
form
1 CFops
ket = —In| ———
= h <CFObS —1

and the effective half-life (#1/2) can be calculated as

5] /2eff = In Z/keff

The effective half-life can then be used to design dose
regimens for drugs that have a terminal exponential
phase representing the disposition of only a small
fraction of the total drug dose (28).

ANALYSIS OF EXPERIMENTAL DATA

Derivation of Equations for a
Two-Compartment Model

After rapid intravenous injection, sequentially mea-
sured plasma levels may follow a pattern similar to
that shown by the solid circles in Figure 3.8. For most
drugs, the elimination phase is reached when the data
points fall on the line marked “B.” The distribution
phase occurs prior to that time. In this case, the curve
contains two exponential phases and can be described
by the following sum-of-exponentials data equation:

C=Ae ™ 4+ Be# (3.5)



32 Principles of Clinical Pharmacology
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HOURS

FIGURE 3.8 “Curve-peeling” technique used to estimate the
coefficients and exponents of Equation 3.5. Data points (e) are plot-
ted on semilogarithmic coordinates and the points for the a-curve (o)
are obtained by subtracting back-extrapolated g-curve values from
the experimental data.

where A’, B, a, and B are the back-extrapolated inter-
cepts and slopes shown in the figure. The drug con-
centration in the central compartment at time zero
(Cp) equals the sum of A" + B'. For convenience in
the derivation that follows, we normalize the values
of these intercepts:

A=AV1/CoVi=A"/Cy

B=BV:/CyV1=B/Cy
Since A + B = 1, the administered dose also has a
normalized value of 1.

Because there are two exponential terms in the
data equation, the data are consistent with a two-
compartment model. The assumption usually is made
that both intravenous administration and subsequent
drug elimination proceed via the central compart-
ment. Accordingly, the model is drawn as shown in
Figure 3.9. We are interested in obtaining values for the
parameters of this model in terms of the parameters
of the data equation (Equation 3.5). Whereas the data
equation is written in the concentration units of the
data, the equations for the model shown in Figure 3.9
usually are developed in terms of the amounts of

| Dose =X,

Kop —CL A

ky; = CL, /v

Ko1 = CLg /V1

FIGURE 3.9 Schematic drawing of a two-compartment model
with central and peripheral (Periph.) compartments. The number of
primary model parameters (V, V, CLg, and CLy) that can be iden-
tified from the data cannot exceed the total number of coefficients
and exponents in the data equation.

drug in each compartment (X; and Xj5), the micro-rate
constants describing drug transfer between or out of
compartments (ks), and a single drug dose (Xj). The
model can be described in terms of two first-order
linear differential equations (model equations):

dXq1/dt = —kg1 X1 — ka1 X1 + k12 Xo

dXo/dt = k1 X1 —k12Xp
Combining terms,

dXy/dt = — (ko + ko) X1 + k12 Xo

dXp/dt = kp1 X1 — k12X

Laplace transforms can be used to transform this
system of linear differential equations in the time
domain into a system of linear equations in the
Laplace domain. From the table of Laplace operations
(Appendix I) we obtain

sX; — X1(0) = — (k(n + k21) X1+ k12 Xo

sXo — Xo(0) = k1 X1 — k12Xo

If a single drug dose is injected intravenously, the
entire administered dose is initially in compartment 1
and, because of normalization, X;(0) equals 1. The
amount of drug in compartment 2 at zero time [X>(0)]
is 0. We can now write the following nonhomogeneous
linear equations:

(S + ko1 + kzl) X1 —kppXo =1

—kp1 X1 + (s + ki2) Xo =0

The method of determinants (Cramer’s Rule) can be
used to solve the equations for each model compart-
ment. However, we will focus only on the solution
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for the central compartment, which is the one usually
sampled for concentration measurements.

0 +k
X = s+ k12
s+kot+ka  —ki2
—k21 s+ k12
k
X = 5+ X2 (3.6)

s2 4 (k01 + ko1 + klz) s + koik1o

This solution is in the form of a quotient of two poly-
nomials, P(s)/Q(s) - Q(s) can be expressed in terms of
its factors as follows:

. s+ ki
TG+
where the roots of the polynomial Q(s) are R; = —«
and Ry = —p. The Heaviside Expansion Theorem
states,
< _ Z P(R) g
LS Q®
Since
QE) =5+ (@ + p)s+ap 3.7)
Q@ =2s+a+p
Therefore,
O el S el R
—2a+a+p —28+a+p
k1o — k1o —
Xy = 2T et 2P (3.8)
B—a a—p

In order to estimate the model parameters from the
data equation, we also need to specify the rate of drug
elimination from the central compartment (V7). The
rate of elimination from this compartment, dE/dt, is
given by the equation

dE/dt = kp1 X1

So total elimination is

e
E:k()l/ Xy dt
0

Since E equals the administered dose, which has been
normalized to 1,

1

kol = —=——
o fooo Xy dt

3.9

If X; is written in the form of the data equation
(Equation 3.5),

Xy = Ae~* 4+ Be ¥ (3.10)
We obtain
o o)
|t =—aswe - @pet |
0
=A/a + B/B
Substituting this result into Equation 3.9,
ko1 = ! (3.11)
"= A/a+B/p '

By comparing Equations 3.6 and 3.7, it is apparent that,
Q(s) = 5% + (ko1 + ka1 + k12)s + kotk
So, from Equation 3.7,

a+ B =ko + ko1 + ki (3.12)
af = kork12 (3.13)

Rearranging Equation 3.13,

kip = 22
12 kOl

Substituting for ko1 as defined by Equation 3.11,

a1

Equation 3.12 can be rearranged to give

kot = a4+ B —ko1 — k2

=a+p— % —ki2
R, —(a+ Pk +ap
T k12

(k12 — a)(k12 — B)
T k12
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by comparing Equations 3.8 and 3.10,

A kip —
B—«
SO,
k]2 — o= —A(Ol - ,3)
and
k-8
=~z 3
SO,
ki — B =Bla—p)
Therefore,
_ a2
k12

These techniques also can be applied to develop
equations for three-compartment and other commonly
used pharmacokinetic models.

Calculation of Rate Constants and
Compartment Volumes from Data

Values for the data equation parameters can be
obtained by the technique of “curve peeling” that
was illustrated in Figure 3.8. After plotting the data,
the first step is to identify the terminal exponential
phase of the curve, in this case termed the p-phase,
and then back-extrapolate this line to obtain the ordi-
nate intercept (B'). It is easiest to calculate the value
of B by first calculating the half-life of this phase. The
value for B then can be estimated from the relation-
ship B = In2/t1/24. The next step is to subtract the
corresponding value on the back-extrapolated g-phase
line from each of the data point values obtained dur-
ing the previous exponential phase. This generates the
a-line from which the a-slope and A’ intercept can be
estimated.

After calculating the normalized intercept values A
and B, the rate constants for the model can be obtained
from Equations 3.11, 3.14, and 3.15. The volume of the
central compartment is calculated from the ratio of the
administered dose to the back-extrapolated value for
Co (which equals A’ + B’) as follows:

Dose
Co

V=

Since ky; = CL;/V71, and k1p = CL;/ V>,
ko1Vi = ki2V>
and
Vo = Vi(ka1 /k12)

The sum of V7 and V; is termed the apparent volume
of distribution at steady state (V) and is the third
distribution volume that we have described. Note also
that CL; = ky1 V1 = k1o V).

Even though computer programs now are used
routinely for pharmacokinetic analysis, most require
initial estimates of the model parameters. As a result
of the least-squares fitting procedures employed, these
computer programs generally yield the most satisfac-
tory results when the technique of curve peeling is
used to make reasonably accurate initial estimates of
parameter values.

Different Estimates of Apparent Volume
of Distribution

The three estimates of distribution volume that
we have encountered have slightly different proper-
ties (24). Of the three, V) has the strongest physio-
logic rationale for multicompartment systems of drug
distribution. It is independent of the rate of both drug
distribution and elimination, and is the volume that is
referred to in Equations 3.1 and 3.2. On the other hand,
estimates of V j(;,;) are most useful in clinical pharma-
cokinetics, since it is this volume that links elimination
clearance to elimination half-life in the equation

0.693V a(aren)
t1 = Tl

Because the single-compartment model implied by this
equation makes no provision for the contribution of
intercompartmental clearance to elimination half-life,
estimates of V j(,rey) are larger than V().

Estimates of Vij(extrap) are also based on a single-
compartment model in which drug distribution is
assumed to be infinitely fast. However, slowing of
intercompartmental clearance reduces estimates of B/,
the back-extrapolated g-curve intercept in Figure 3.8,
to a greater extent than it prolongs elimination half-
life. As a result, Vj(xtrap) calculated from the equation

Viextrap) = Initial dose/ B

is even larger than Vj(ye;. Thus, when the plasma-
level-vs.-time curve includes more than a single
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exponential component, the relationship of the three
distribution volume estimates to each other is

10.

11.

12.

13.

14.

15.

Vd(extmp) > Viarea) > Vi(ss)
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STUDY PROBLEMS

1. Single-dose and steady-state multiple-dose plasma-
level-vs.-time profiles of tolrestat, an aldose reduc-
tase inhibitor, were compared. The terminal
exponential-phase half-life was 31.6 hours at the
conclusion of multiple-dose therapy administered
ata 12-hour dosing interval. However, there was lit-
tle apparent increase in plasma concentrations with
repetitive dosing, and the cumulation factor, based
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on the area under the plasma concentration-vs.-
time curve measurements, was only 1.29. Calculate
the effective half-life for this drug. (Reference:
Boxenbaum H, Battle M. Effective half-life in clinical
pharmacology. ] Clin Pharmacol 1995;35:763-6.)

. The following data were obtained in a Phase I dose-

escalation tolerance study after administering a
100-mg bolus of a new drug to a healthy volunteer:
Plasma Concentration Data

Time (hr) [Plasma] (jLg/mL)

0.10 6.3
0.25 54
0.50 43
0.75 3.5
1.0 29
15 2.1
2.0 1.7
2.5 1.4
3.0 1.3
4.0 1.1
5.0 0.9
6.0 0.8

7.0 0.7

a. Use two-cycle, semilogarithmic graph paper to

estimate «, B, A, and B by the technique of curve
peeling.

. Draw a two-compartment model with elimina-

tion proceeding from the central compartment
(V7). Use Equations 3.11, 3.14, and 3.15 to calcu-
late the rate constants for this model.

. Calculate the central compartment volume and

the elimination and intercompartmental clear-
ances for this model.

. Calculate the volume for the peripheral com-

partment for the model. Sum the central and
peripheral compartment volumes to obtain V)
and compare your result with the volume esti-
mates, Vi(extrap) and Vij(areq), that are based on the
assumption that the g-slope represents elimina-
tion from a one-compartment model. Comment
on your comparison.
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Drug Absorption and Bioavailability
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DRUG ABSORPTION

The study of drug absorption is of critical impor-
tance in developing new drugs and in establishing
the therapeutic equivalence of new formulations or
generic versions of existing drugs. A large number of
factors can affect the rate and extent of absorption of an
oral drug dose. These are summarized in Figure 4.1.

Biopharmaceutic factors include drug solubility and
formulation characteristics that impact the rate of drug
disintegration and dissolution. From the physiologic
standpoint, passive nonionic diffusion is the mecha-
nism by which most drugs are absorbed once they are
in solution. However, attention also has been focused
on the role that specialized small-intestine transport
systems play in the absorption of some drugs (1). Thus,
levodopa, a-methyldopa, and baclofen are amino acid
analogs that are absorbed from the small intestine
by the large neutral amino acid (LNAA) transporter.
Similarly, some amino-g-lactam antibiotics, captopril,
and other angiotensin-converting enzyme inhibitors
are absorbed via an oligopeptide transporter (PEPT-1),
and salicylic acid and pravastatin via a monocar-
boxylic acid transporter.

Absorption by passive diffusion is largely governed
by the molecular size and shape, degree of ionization,
and lipid solubility of a drug. Classical explanations
of the rate and extent of drug absorption have been
based on the pH-partition hypothesis. According to
this hypothesis, weakly acidic drugs are largely union-
ized and lipid soluble in acid medium, and hence
should be absorbed best by the stomach. Conversely,
weakly basic drugs should be absorbed primarily
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from the more alkaline contents of the small intestine.
Absorption would not be predicted for drugs that are
permanently ionized, such as quaternary ammonium
compounds. In reality, the stomach does not appear to
be a major site for the absorption of even acidic drugs.
The surface area of the intestinal mucosa is so much
greater than that of the stomach that this more than
compensates for the decreased absorption rate per unit
area. Table 4.1 shows results that were obtained when
the stomach and small bowel of rats were perfused
with solutions of aspirin at two different pH values (2).
Even at a pH of 3.5, gastric absorption of aspirin makes
only a small contribution to the observed serum level,
and the rate of gastric absorption of aspirin is less
than the rate of intestinal absorption even when nor-
malized to organ protein content. Furthermore, it is a
common misconception that the pH of resting gastric
contents is always 1 to 2 (3). Values exceeding pH 7
may occur after meals, and achlorhydria is common in
the elderly.

Since absorption from the stomach is poor, the rate
of gastric emptying becomes a prime determinant of
the rate of drug absorption. Two patterns of gastric
motor activity have been identified that reflect whether
the subject is fed or fasting (4, 5). Fasting motor activity
has a cyclical pattern. Each cycle lasts 90 to 120 minutes
and consists of the following four phases:

Phase 1: A period of quiescence lasting approximately
60 minutes.

Phase 2: A 40-minute period of persistent but irregular
contractions that increase in intensity as the phase
progresses.
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FIGURE 4.1 Summary of biopharmaceutic and physiologic processes that affect the rate and extent of absorption of an

orally administered drug dose. Further explanation is provided in the text.

Phase 3: A short burst of intense contractions that are
propagated distally from the stomach to the termi-
nal ileum. These have been termed migrating motor
complexes (MMCs), or “housekeeper waves.”

Phase 4: A short period of transition with diminished
contractile activity.

After feeding, the MMCs are inhibited and there is
uncoupling of proximal and distal gastric motility
such that the resting tone of the antrum is decreased.
However, solid food stimulates intense and sustained

TABLE 4.1 Aspirin (ASA) Absorption from
Simultaneously Perfused Stomach and Small Intestine?

ASA absorption ASA

(1mol/100 mg protein/hr) serum level

pH Stomach Small bowel (mg/100 mL)
3.5 346 469 20.6
6.5 0 424 19.7

“Data from Hollander D, Dadugalza VD, Fairchild PA. ] Lab Clin
Med 1981;98:591-8.

antral contractions that reduce the particle size of
gastric contents. The pylorus is partially constricted
and, although liquids and particles less than 1 mm in
diameter can pass through to the small bowel, larger
particles are retained in the stomach. Studies employ-
ing y-scintigraphy have confirmed that, as a result of
these patterns of motor activity, a tablet taken in the
fasting state will generally leave the stomach in less
than two hours but may be retained in the stomach
for more than ten hours if taken following a heavy
meal (6).

Slow gastric emptying may not only retard drug
absorption but, in some cases, may lead to less
complete drug absorption as well. Thus, penicillin
is degraded under acid conditions and levodopa is
decarboxylated by enzymes in the gastric mucosa.
Accordingly, patients should be advised to take these
medications before meals. On the other hand, the pro-
longed gastric residence time that follows feeding may
be needed to optimize the bioavailability of saquinavir
and other drugs that are either poorly soluble or
prepared in formulations that have a slow rate of
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disintegration (7). Concurrent administration of drugs
that modify gastric motility may also affect drug
absorption. Hence, metaclopramide stimulates gastric
emptying and has been shown to increase the rate
of acetaminophen absorption, whereas propantheline
delays gastric emptying and retards acetaminophen
absorption (8).

Transit through the small intestine is more rapid
than generally has been appreciated. Small-intestinal
transit time averages 3+1 hours (£SE), is simi-
lar for large and small particles, and is not appre-
ciably affected by fasting or fed state (6). Rapid
transit through the small intestine may reduce the
bioavailability of compounds that either are relatively
insoluble or are administered as extended release
formulations that have an absorption window with
little reserve length. Reserve length is defined as the
anatomical length over which absorption of a particu-
lar drug can occur, less the length at which absorption
is complete (Figure 4.1) (9). Digoxin is an important
example of a compound that has marginal reserve
length. Consequently, the extent of absorption of one
formulation of this drug is influenced by small bowel
motility, being decreased when coadministered with
metoclopramide and increased when an atropinic was
given shortly before the digoxin dose (10).

Administered drug also may be lost in transit
through the intestine. Thus, digoxin is metabolized to
inactive dihydro compounds by Eubacterium lentum,
a constituent of normal bacterial flora in some individ-
uals (11). In addition to their effects on gastrointesti-
nal motility, drug-drug and food-drug interactions
can have a direct effect on drug absorption (12).

These interactions are discussed in Chapter 15.
Mucosal integrity of the small intestine also may affect
the bioavailability of drugs that have little reserve
length. Thus, the extent of digoxin absorption was
found to be less than one-third of normal in patients
with Dp-xylose malabsorption due to sprue, surgical
resection of the small intestine, or intestinal hyper-
motility (13). Splanchnic blood flow is another factor
that can affect the rate and extent of drug absorp-
tion (14), but only a few clinical studies have been
designed to demonstrate its significance (15).

Once absorbed, drugs can be metabolized before
reaching the systemic circulation, either in their first
pass through the intestinal mucosa or after deliv-
ery by the portal circulation to the liver. Hepatic
first-pass metabolism of a number of drugs has been
well studied and in many cases reflects the activ-
ity of cytochrome P450 enzymes (16). Cytochrome
P450 (CYP) 3A4 plays the major role in the intestinal
metabolism of drugs and other xenobiotics, and is
strategically placed at the apex of intestinal villi (17).
Studies in anhepatic patients have demonstrated that
intestinal CYP3A4 may account for as much as half of
the first-pass metabolism of cyclosporine that normally
is observed (18).

P-Glycoprotein, an efflux transporter that shares
considerable substrate specificity with CYP3A4, is
also localized on the luminal membrane of intestinal
epithelial cells, and may act in concert with intesti-
nal CYP3A4 to reduce the net absorption of a variety
of lipophilic drugs (19). Marzolini et al. (20) recently
compiled a list of drugs that are P-glycoprotein sub-
strates, and some of these are listed in Table 4.2 along

TABLE 4.2 Extent of Absorption (F) of Some P-Glycoprotein Substrates #

>70% Absorption

30-70% Absorption

<30% Absorption

Drug F (%) Drug F (%) Drug F (%)
Phenobarbital 100 Digoxin 70 Cyclosporine 28
Levofloxacin 99 Indinavir 65 Tacrolimus 25
Methadone 92 Ondanseton 62 Morphine 24
Phenytoin 90 Cimetidine 60 Verapamil 22
Methylprednisolone 82 Clarithromycin 55 Nicardipine 18
Tetracycline 77 Itraconazole 55 Sirolimus 15
Etoposide 52 Saquinavir 13
Amitriptyline 48 Atorvastatin 12
Amiodarone 46 Paclitaxel 10
Diltiazem 38 Doxorubicin 5
Losartan 36
Erythromycin 35
Chlorpromazine 32

“Underlined drugs are also substrates for CYP3A4.
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with the extent to which they are absorbed after oral
administration (21). The underlined names indicate
drugs that also are known to be CYP3A4 substrates.
As expected, many of these drugs are poorly absorbed.
However, what is surprising is that the absorption
of some P-glycoprotein substrate drugs exceeds 70%.
In part, this can be explained by the fact that some
drugs reach millimolar concentrations in the intestinal
lumen that exceed the Michaelis-Menten constant of
P-glycoprotein, thus saturating this transport mech-
anism (19). This is particularly likely to occur with
drugs (such as indinavir) that are administered in
greater than 100-mg doses. In addition, P-glycoprotein
transport is nondestructive, so, provided there is ade-
quate reserve length, some of the drug that is extruded
by P-glycoprotein in the proximal small intestine may
be reabsorbed distally, as shown in Figure 4.2. On the
other hand, repeated exposure to metabolism in the
intestinal mucosa would further reduce the absorption
of drugs that also are CYP3A4 substrates (19).
Morphine, organic nitrates, propranolol, lidocaine,
and cyclosporine are some commonly used drugs
that have extensive first-pass metabolism or intestinal
P-glycoprotein transport. As a result, effective oral
doses of these drugs are substantially higher than are
intravenously administered doses. Despite the ther-
apeutic challenge posed by presystemic elimination
of orally administered drugs, first-pass metabolism
provides important protection from some potentially
noxious dietary xenobiotics. Thus, hepatocytes contain
monamine oxidase that inactivates tyramine present in
Chianti wine and in cheddar and other aged cheeses.
Patients treated with monamine oxidase inhibitors
lack this protective barrier, and tyramine in foods and
beverages can reach the systemic circulation, causing
norepinephrine release from sympathetic ganglia and
potentially fatal hypertensive crises (22). On the other
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FIGURE 4.2 Possible explanation for >70% absorption of some
P-glycoprotein (P-gp) substrates that have a reserve length that
permits repeated absorption opportunities.

hand, first-pass sulfation of swallowed isoproterenol
minimizes the systemic side effects experienced by
patients using isoproterenol nebulizers.

BIOAVAILABILITY

Bioavailability is the term most often used to char-
acterize drug absorption. This term has been defined
as the relative amount of a drug administered in a
pharmaceutical product that enters the systemic cir-
culation in an unchanged form, and the rate at which
this occurs (23). Implicit in this definition is the concept
that a comparison is being made. If the comparison is
made between an oral and an intravenous formulation
of a drug, which by definition has 100% bioavailability,
the absolute bioavailability of the drug is measured.
If the comparison is made between two different oral
formulations, then the relative bioavailability of these
formulations is determined. As shown in Figure 4.3,
three indices of drug bioavailability usually are esti-
mated: the maximum drug concentration in plasma
(Cyuax), the time needed to reach this maximum (t;5x),
and the area under the plasma or serum-concentration-
vs.-time curve (AUC). Generally there is also an initial
lag period (f},¢) that occurs before drug concentrations
are measurable in plasma.

The AUC measured after administration of a
drug dose is related to the extent of drug absorp-
tion in the following way. Generalizing from the
analysis of creatinine clearance that we presented
in Chapter 1, the first-order differential equation

[DRUG]

HOURS AFTER DRUG ADMINISTRATION

FIGURE 4.3 Hypothetical plasma concentration-vs.-time curve
after a single oral drug dose. Calculation of the area under the
plasma level-vs.-time curve (AUC) requires extrapolation of the
elimination-phase curve beyond the last measurable plasma con-
centration, as shown by the dotted line.
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describing rate of drug elimination from a single-
compartment model is

dE/dt =CL-C

where dE/dt is the rate of drug elimination, CL is the
elimination clearance, and C is the concentration of
drug in the compartment. Separating variables and
integrating yields the result

o
E= CL/ Cdt 4.1)
0

where E is the total amount of drug eliminated in infi-
nite time. By mass balance, E must equal the amount of
the drug dose that is absorbed. The integral is simply
the AUC. Thus, for an oral drug dose (D),

Dyyat - E = CL - AUC, 1101 4.2)

where F is the fraction of the dose that is absorbed and
AUC,, is the AUC resulting from the administered
oral dose.

Absolute Bioavailability

In practice, absolute bioavailability most often is
measured by sequentially administering single intra-
venous and oral doses (Dyy and D,y,) of a drug and
comparing their respective AUCs. Extent of absorp-
tion of the oral dose can be calculated by modifying

Patient 1

» 000
o ooo

[NAPA] (ug/mL)
N

Equation 4.2 as follows:
CL - Dy - AUC,z
CL - Dy - AUCy

_ Dyy - AUComl
Dy - AUCLy

x 100

% Absorption =

x 100

A two-formulation, two-period, two-sequence cross-
over design is usually used to control for administra-
tion sequence effects. AUCs frequently are estimated
using the linear trapezoidal method, the log trape-
zoidal method, or a combination of the two (24).
Alternatively, bioavailability can be assessed by com-
paring the amounts of unmetabolized drug recovered
in the urine after giving the drug by the intravenous
and oral routes. This follows directly from Equa-
tion 4.1, since urinary excretion accounts for a constant
fraction of total drug elimination when drugs are
eliminated by first-order kinetics.

In either case, the assumption usually is made that
the elimination clearance of a drug remains the same in
the interval between drug doses. This problem can be
circumvented by administering an intravenous dose
of the stable-isotope-labeled drug intravenously at the
same time that the test formulation of unlabeled drug
is given orally. Although the feasibility of this tech-
nique was first demonstrated in normal subjects (25),
the method entails only a single study and set of blood
samples and is ideally suited for the evaluation of drug
absorption in patients, as shown in Figure 4.4 (15).

In this case, a computer program employing a least-
squares fitting algorithm was used to analyze that
data in terms of the pharmacokinetic model shown
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FIGURE 4.4 Kinetic analysis of plasma concentrations resulting from the intra-
venous injection of NAPA-13C (e) and the simultaneous oral administration of a
NAPA tablet (). The solid lines are a least-squares fit of the measured concen-
trations shown by the data points. The calculated percentage of the oral dose
remaining in the gastrointestinal (GI) tract is plotted in the insert. (Reproduced
with permission from Atkinson AJ, Jr. et al. Clin Pharmacol Ther 1989;46:182-9.)
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FIGURE 4.5 Multicompartment system used to model the kinet-
ics of NAPA absorption, distribution, and elimination. NAPA
labeled with 13C was injected intravenously (IV) to define the kinet-
ics of NAPA disposition. NAPA distribution from intravascular
space (V) to fast (V) and slow (Vg) equilibrating peripheral com-
partments is characterized by the intercompartmental clearances
CLr and CLg. NAPA is cleared from the body by both renal (CLg)
and nonrenal (CLyg) mechanisms. A NAPA tablet was adminis-
tered orally with the intravenous dose to analyze the kinetics of
NAPA absorption from the gastrointestinal (GI) tract. After an ini-
tial delay that consisted of a time lag (not shown) and presumed
delivery of NAPA to the small bowel (ks), the rate and extent of
NAPA absorption were determined by k; and ko, as described in
the text. (Reproduced with permission from Atkinson A], Jr. et al.
Clin Pharmacol Ther 1989;46:182-9.)

l IV NAPA-13C
S

in Figure 4.5. The extent of N-acetylprocainamide
(NAPA) absorption was calculated from model param-
eters representing the absorption rate (k;) and non-
absorptive loss (k,) from the gastrointestinal tract, as
follows:

% Absorption = x 100

a
ks +k,

The extent of absorption also was assessed by com-
paring the 12-hour urine recovery of NAPA and
NAPA-13C. A correction was made to the NAPA
recovery to compensate for the lag in NAPA absorp-
tion that was observed after the oral dose was admin-
istered. The results of these two methods of assessing
extent of absorption are compared in Table 4.3. The
discrepancy was less than 2% for all but one of the
subjects.

Slow and incomplete absorption of procainamide
has been reported in patients with acute myocardial
infarction, and has been attributed to decreased
splanchnic blood flow (26). Decreased splanchnic
blood flow also may reduce the bioavailability of
NAPA, the acetylated metabolite of procainamide.
Although an explicit relationship between CLr and

TABLE 4.3 Comparison of Bioavailability Estimates

Patient Kinetic analysis NAPA recovery
number (%) in urine®(%)

1 66.1 65.9

2 92.1 92.1

3 68.1 69.9

4 88.2 73.1

5 75.7 75.6

?Corrected for absorption lag time.

k, is not shown in Figure 4.5, splanchnic blood flow
is proposed as a major determinant of CLf, and it
is noteworthy that the extent of NAPA absorption
in patients was well correlated with CLfp estimates
(r = 0.89, p = 0.045). This illustrates how a model-
based approach can provide important insights into
patient factors affecting drug absorption.

Relative Bioavailability

If the bioavailability comparison is made between
two oral formulations of a drug, then their relative
bioavailability is measured. Two formulations gen-
erally are regarded as being bioequivalent if the 90%
confidence interval of the ratios of the population
average estimates of AUC and Cu for the test and
reference formulations lie within a preestablished bio-
equivalence limit, usually 80-125% (27). Bioequiva-
lence studies are needed during clinical investigation
of a new drug product in order to ensure that different
clinical trial batches and formulations have similar per-
formance characteristics. They also are required when
significant manufacturing changes occur after drug
approval. Following termination of marketing exclu-
sivity, generic drugs that are introduced are expected
to be bioequivalent to the innovator’s product. Popu-
lation average metrics of the test and reference formu-
lations have traditionally been compared to calculate
an average bioequivalence. However, more sophisticated
statistical approaches have been advocated to compare
full population distributions or estimate intraindivid-
ual differences in bioequivalence (27).

Although therapeutic equivalence is assured if two
formulations are bioequivalent, the therapeutic equiv-
alence of two bioinequivalent formulations can be
judged only within a specific clinical context (23).
Thus, if we ordinarily treat streptococcal throat infec-
tions with a 10-fold excess of penicillin, a formulation
having half the bioavailability of the usual formu-
lation would be therapeutically equivalent, since it
still would provide a 5-fold excess of antibiotic.
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On the other hand, bioinequivalence of cyclosporine
formulations, and of other drugs that have a nar-
row therapeutic index, could have serious therapeutic
consequences.

In Vitro Prediction of Bioavailability

The introduction of combinatorial chemistry and
high throughput biological screens has placed increas-
ing stress on the technology that traditionally has been
used to assess bioavailability. Insufficient time and
resources are available to conduct formal in vivo kinetic
studies for each candidate compound that is screened.
Consequently, there is a clear need to develop in vitro
methods that can be integrated into biological screen-
ing processes as reliable predictors of bioavailability.
For reformulation of some immediate-release com-
pounds it even is possible that in vitro data will suffice
and that the requirement for repeated in vivo studies
can be waived (28).

An important part of this development effort has
been the establishment of a theoretical basis for drug
classification that focuses on three critical biopharma-
ceutical properties: drug solubility relative to drug
dose, dissolution rate of the drug formulation, and the
intestinal permeability of the drug (29). Drug solubil-
ity can be measured in vitro and related to the volume
of fluid required to dissolve the drug dose completely.
In vitro dissolution tests have been standardized and
are widely used for manufacturing quality control and
in the evaluation of new formulations and generic
products. However, proper selection of the apparatus
and dissolution medium for these tests needs to be
based on the physical chemistry of the drug and on
the dosage form being evaluated (30). For immediate
release products, a dissolution specification of 85%
dissolved in less than 15 minutes has been proposed
as sufficient to exclude decreases in bioavailability
due to dissolution-rate limitations. Based on these
considerations, the following biopharmaceutic drug
classification has been established (29).

Class I — High solubility-high permeability drugs:
Drugs in this class are well absorbed but their
bioavailability may be limited either by first-
pass metabolism or by P-glycoprotein-mediated
efflux from the intestinal mucosa. In vitro—in vivo
correlations of dissolution rate with the rate of
drug absorption are expected if dissociation is
slower than gastric emptying rate. If dissociation
is sufficiently rapid, gastric emptying will limit
absorption rate.

Class II — Low solubility-high permeability drugs:
Poor solubility may limit the extent of absorption

of high drug doses. The rate of absorption is lim-
ited by dissolution rate and generally is slower than
for drugs in Class 1. In vitro—in vivo correlations are
tenuous in view of the many formulation and phys-
iological variables that can affect the dissolution
profile.

Class III — High solubility-low permeability drugs:
Intestinal permeability limits both the rate and
extent of absorption for this class of drugs and
intestinal reserve length is marginal. Bioavaila-
bility is expected to be variable but, if dissolution
is 85% complete in less than 15 minutes, this vari-
ability will reflect differences in physiological vari-
ables such as intestinal permeability and intestinal
transit time.

Class IV — Low solubility-low permeability drugs:
Effective oral delivery of this class of drugs presents
the most difficulties, and reliable in vitro—in vivo
correlations are not expected.

The rapid evaluation of the intestinal membrane
permeability of drugs represents a continuing chal-
lenge. Human intubation studies have been used to
measure jejeunal effective permeability of a number of
drugs, and these measurements have been compared
with the extent of drug absorption. It can be seen from
Figure 4.6 that the expected fraction absorbed exceeds
95% for drugs with a jejeunal permeability of more
than 2-4 x 10~% cm/sec (29).
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FIGURE 4.6 Relationship between jejeunal permeability mea-
sured by intestinal intubation and extent of absorption of a series
of compounds. (Reproduced with permission from Amidon GL,
Lenneras H, Shah VP, Crison JR. Pharm Res 1995;12:413-20.)
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Although human intubation studies are even more
laborious than formal assessment of absolute bioavail-
ability, they have played an important role in val-
idating in vitro methods that have been developed.
The most commonly used in vitro method is based
on measurement of drug transfer across a mono-
layer of cultured Caco-2 cells derived from a human
colorectal carcinoma. Artursson and Karlsson (31)
found that the apparent permeability of 20 drugs mea-
sured with the Caco-2 cell model was well correlated
with the extent of drug absorption in human sub-
jects, and that drugs with permeability coefficients
exceeding 1 x 107 cm/sec were completely absorbed
(Figure 4.7).

However, Caco-2 cells, being derived from colonic
epithelium, have less paracellular permeability than
does jejeunal mucosa, and the activity of drug-
metabolizing enzymes, transporters, and efflux mech-
anisms in these cells does not always reflect what
is encountered in vivo. In addition, the Caco-2 cell
model provides no assessment of the extent of hepatic
first-pass metabolism. Despite these shortcomings, this
in vitro model has been useful in accelerating biolog-
ical screening programs and further methodological
improvements can be expected (32).

The ability of combinatorial chemistry to synthesize
large numbers of compounds has stimulated inter-
est in developing in silico methods that can predict
bioavailability as part of the drug discovery process.
Current computational methods can provide separate
estimates of the solubility and intestinal permeability
of candidate drug molecules even before they are syn-
thesized (33). However, this approach has not yet been
perfected, and the computational requirement of the
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FIGURE 4.7 Relationship for a series of 20 compounds between
apparent permeability coefficients in a Caco-2 cell model and the
extent of absorption after oral administration to humans. (Repro-
duced with permission from Artursson P, Karlsson ]. Biochem
Biophys Res Commun 1991;175:880-5.)

most sophisticated models makes them suitable only
for lead compound optimization. In addition, phys-
iologically based models of the absorption milieu of
different intestinal tract segments may be required to
provide a more accurate estimate of the absorption
of some drugs. The utility of this pharmacokinetic
approach has been demonstrated in a study of the
dose-dependent absorption of ganciclovir (34).

KINETICS OF DRUG ABSORPTION AFTER
ORAL ADMINISTRATION

After drug administration by the oral route, some
time passes before any drug appears in the systemic
circulation. This lag time (t,) reflects the time
required for disintegration and dissolution of the drug
product, and the time for the drug to reach the
absorbing surface of the small intestine. After this
delay, the plasma-drug-concentration-vs.-time curve
shown in Figure 4.3 reflects the combined oper-
ation of the processes of drug absorption and of
drug distribution and elimination. The peak concen-
tration, Cmayx, is reached when drug entry into the
systemic circulation no longer exceeds drug removal
by distribution to tissues, metabolism, and excretion.
Thus, drug absorption is not completed when Cj;sx is
reached.

In Chapters 2 and 3 we analyzed the kinetic
response to a bolus injection of a drug, an input that
can be represented by a single impulse. Similarly,
the input resulting from administration of an oral or
intramuscular drug dose, or a constant intravenous
infusion, can be regarded as a series of individual
impulses, G(8) 40, where G(8) describes the rate of
absorption over a time increment between 6 and
0+d6. If the system is linear and the parameters
are time invariant (35), we can think of the plasma
response [X(t)] observed at time t as resulting from
the sum or integral over each absorption increment
occurring at prior time 6 [G(0) d0, where0 < 6 < t]
reduced by the fractional drug disposition that occurs
between 0 and t[H(t — 0)], that is:

t
X(t):/ G(0) - H(t — 0)d6
0

The function H(t) describes drug disposition after
intravenous bolus administration of a unit dose at
time ¢. The interplay of these functions and associated
physiological processes is represented schematically
in Figure 4.8. This expression for X(t) is termed the
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FIGURE 4.8 The processes of drug absorption and disposition (distribution and elim-
ination) interact to generate the observed time course of drug in the body. Similarly, the
output function can be represented as an interaction between absorption and disposition

functions.

convolution of G(t) and H(t) and can be represented as
X(t) = G(t) = H(t)

where the operation of convolution is denoted by the
symbol . The operation of convolution in the time
domain corresponds to multiplication in the domain
of the subsidiary algebraic equation given by Laplace
transformation. Thus, in Laplace transform notation,

x(s) = g(s) - h(s)

In the disposition model shown in Figure 4.9, the
kinetics of drug distribution and elimination are rep-
resented by a single compartment with first-order
elimination as described by the equation

dH/dt = —kH
Since
F(t) =f(s)
Ho=1

k l
FIGURE 4.9 Disposition model representing the elimination of a
unit impulse drug dose (Hy = 1) from a single body compartment.

Drug in this compartment (H) is removed as specified by the first-
order elimination rate constant k.

and

LF'(t) = sf(s) — Fp
then

sh(s) — Hy = —k h(s)

Hy is a unit impulse function, so k(s) is given by

1

Although the absorption process is quite com-
plex, it often follows simple first-order kinetics.
To obtain the appropriate absorption function, con-
sider absorption under circumstances where there
is no elimination (36). This can be diagrammed as
shown in Figure 4.10. In this absorption model,
drug disappearance from the gut is described by the
equation

dM /dt = —aM
So,
M = 1\/106‘_m'L
Mo
a
B ———
Gut Plasma

FIGURE 4.10 Model representing the absorption of a drug dose
(Mp) from a gut compartment to a plasma compartment. The first-
order absorption constant a determines the rate at which drug
remaining in the gut (M) is transferred to plasma (X).



46 Principles of Clinical Pharmacology

But the rate of drug appearance in plasma is
dX/dt = aM

The absorption function is defined as this rate,
so G(t) is

G(t) = aMpe™™

By definition,

g(s) = / G(t)e st dt
0

So,
o
<(s) = aMy f e oSt 4t
0
g(s) - _ aMy e—(s—i-/z)t o0
sS+a 0
Therefore,
aMy
= 4.4
g(s) P (4.4)

Multiplication of Equations 4.3 and 4.4 gives

_ _aMo'
x(s)_g(s)-h(s)_s+u s+k
and
M
X(4) = -1__ 4V
h=£ (s+a)(s+k)

The table of inverse Laplace transforms shows that
there are two solutions for this equation. Usually,
a # k and

-
X(t)_m(e —e ) 4.5)

In the special case, where a =k,

X(t) = aMyt e (4.6)

Time to Peak Level

The time needed to reach the peak level (t4x) can
be determined by differentiating X(¢). For a # k,

X'(t) = [;A_/I(;} (—ae_”t +ke‘kt)

At the peak level, X'(t) = 0. Therefore,

ke—ktmax — ae—ﬂtmax (47)

ﬂ/k — e(u—k)tmax

and
1
tmax = m ln(a/k) (48)

The absorption half-life is another kinetic parameter
that can be calculated as In 2/a.

Value of Peak Level

The value of the peak level (C;x) can be estimated
by substituting the value for t,,,, back into the equation
for X(t) For a # k, we can use Equation 4.7 to obtain

e—atmux — Ife—kmax
a
Substituting this result into Equation 4.5

Mo [k
Xinax = Vo <E - 1) ¢~ Ktmax

Hence
Ximax = MOeiktmax

But from Equation 4.8,

k
—ktmax = m In (ll/k)

So,

e—ktmnx — (ﬂ/k)k/(k_ﬂ)

Therefore,
Xmax = Mo(a/ k)< k=) 4.9)

The maximum plasma concentration would then by
given by Cyux = Xinax/ V4, where V; is the distribu-
tion volume. It can be seen from Equations 4.8 and
4.9 that Cyay and ty,y are complex functions of both
the absorption rate, 4, and the elimination rate, k, of
a drug.
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Use of Convolution/Deconvolution to Assess
In Vitro—In Vivo Correlations

Particularly for extended-release formulations, the
simple characterization of drug absorption in terms of
AUC, Cyax, and tyay is inadequate and a more compre-
hensive comparison of in vitro test results with in vivo
drug absorption is needed (37). Both X(t), the output
function after oral absorption, and H(t), the disposi-
tion function, can be obtained from experimental data,
and the absorption function, G(t), can be estimated
by the process of deconvolution. This process is the
inverse of convolution and, in the Laplace domain, g(s)
can be obtained by dividing the transform of the out-
put function, x(s), by the transform of the disposition
function, h(s):

g(s) = x(s)/h(s)

Since this approach requires that X(t) and H(t) be
defined by explicit functions, deconvolution is usually
performed using numerical methods (38). Alterna-
tively, the absorption function can be obtained from
a pharmacokinetic model, as shown by the insert in
Figure 4.4 (15). Even when this approach is taken,
numerical deconvolution methods may be helpful in
developing the appropriate absorption model (25).
As a second step in the analysis, linear regression com-
monly is used to compare the time course of drug
absorption with dissolution test results at common
time points, as shown in Figure 4.11 (39). The linear
relationship in this figure, with a slope and a coeffi-
cient of determination (R?) of nearly one, would be
expected primarily for Class I drugs. The nonzero

100 —

80 |- y= -8.6 + 1.07x
R? =0.970

60 |~
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| | J
0 20 40 60 80 100
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FIGURE 4.11 Linear regression comparing the extent of drug
dissolution and oral absorption at common time points. (Repro-
duced with permission from Rackley R]. Examples of in wvitro—
in vivo relationships with a diverse range of quality. In: Young D,
Devane JG, Butler J, eds. In vitro—in vivo correlations. New York:
Plenum Press; 1997. p. 1-15.)

intercept presumably reflects the time lag in gastric
emptying.

Another approach is to convolute a function repre-
senting in vitro dissolution with the disposition func-
tion in order to predict the plasma-level-vs.-time curve
following oral drug administration. Obviously, corre-
lations will be poor if there is substantial first-pass
metabolism of the drug or if in vivo conditions, such
as rapid intestinal transit that results in inadequate
reserve length, are not reflected in the dissolution test
system.

REFERENCES

1. Tsuji A, Tamai I. Carrier-mediated intestinal transport
of drugs. Pharm Res 1996;13:963-77.

2. Hollander D, Dadugalza VD, Fairchild PA. Intesti-
nal absorption of aspirin: Influence of pH, tauro-
cholate, ascorbate, and ethanol. ] Lab Clin Med 1981;
98:591-8.

3. Meldrum SJ, Watson BW, Riddle HC, Sladen GE.
pH profile of gut as measured by radiotelemetry
capsule. Br Med ] 1972;2:104-6.

4. Wilding IR, Coupe AJ], Davis SS. The role of
y-scintigraphy in oral drug delivery. Adv Drug Del
Rev 1991,7:87-117.

5. Rees WDW, Brown CM. Physiology of the stom-
ach and duodenum. In: Haubrich WS, Schaffner F,
Berk JE, eds. Bockus gastroenterology. Philadelphia:
WB Saunders; 1995. p. 582-614.

6. Davis SS, Hardy ]G, Fara JW. Transit of pharmaceu-
tical dosage forms through the small intestine. Gut
1986;27:886-92.

7. Kenyon CJ, Brown F, McClelland, Wilding IR. The
use of pharmacoscintigraphy to elucidate food effects
observed with a novel protease inhibitor (saquinavir).
Pharm Res 1998;15:417-22.

8. Nimmo I, Heading RC, Tothill P, Prescott LF. Phar-
macological modification of gastric emptying: Effects
of propantheline and metclopromide on paracetamol
absorption. Br Med ] 1973;1:587-9.

9. Higuchi WI, Ho NFH, Park JY, Komiya I. Rate-
limiting steps in drug absorption. In: Prescott LF,
Nimmo WS, eds. Drug absorption. Sydney: ADIS
Press; 1981. p. 35-60.

10. Manninen V, Melin ], Apajalahti A, Karesoja M.
Altered absorption of digoxin in patients given
propantheline and metoclopramide. Lancet 1973;
1:398-9.

11. Dobkin JF, Saha JR, Butler VP Jr, Neu HC,
Lindenbaum J. Digoxin-inactivating bacteria: Identifi-
cation in human gut flora. Science 1983;220:325-7.

12. Welling PG. Interactions affecting drug absorption.
Clin Pharmacokinet 1984;9:404-34

13. Heizer WD, Smith TW, Goldfinger SE. Absorption of
digoxin in patients with malabsorption syndromes.
N Engl ] Med 1971;285:257-9.

14. Winne D. Influence of blood flow on intestinal
absorption of xenobiotics. Pharmacology 1980;
21:1-15.



48

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Principles of Clinical Pharmacology

Atkinson A] Jr, Ruo TI, Piergies AA, Breiter HC,
Connelly TJ, Sedek GS, Juan D, Hubler GL, Hsieh A-M.
Pharmacokinetics of N-acetylprocainamide in patients
profiled with a stable isotope method. Clin Pharmacol
Ther 1989;46:182-9.

Watkins PB. Drug metabolism by cytochromes P450
in the liver and small bowel. Gastroenterol Clin N Am
1992;21:511-26.

Doherty MM, Charman WN. The mucosa of the small
intestine. How clinically relevant as an organ of drug
metabolism? Clin Pharmacokinet 2002;41:235-53.

Kolars JC, Merion RM, Awni WM, Watkins PB. First-
pass metabolism of cyclosporine by the gut. Lancet
1991;338:1488-90.

Lin JH. Drug—drug interaction mediated by inhibition
and induction of P-glycoprotein. Adv Drug Deliv Rev
2003;55:53-81.

Marzolini C, Paus E, Buclin T, Kim R. Polymor-
phisms in human MDR1 (P-glycoprotein): Recent
advances and clinical relevance. Clin Pharmacol Ther
2004;75:13-33.

Thummel KE, Shen DD. Design and optimiza-
tion of dosage regimens: Pharmacokinetic data. In:
Hardman JG, Limbird LE, Gilman AG, eds. Goodman
& Gilman’s The pharmacological basis of therapeutics.
10th ed. New York: McGraw-Hill; 2001. p. 1924-2023.

Lippman SB, Nash K. Monamine oxidase inhibitor
update. Potential adverse food and drug interactions.
Drug Saf 1990;5:195-204.

Koch-Weser J. Bioavailability of drugs. N Engl ] Med
1974;291:233-7, 503-6.

Yeh KC, Kwan KC. A comparison of numerical inte-
grating algorithms by trapezoidal, Lagrange, and
spline approximation. ] Pharmacokinet Biopharm
1978;6:79-98.

Strong JM, Dutcher JS, Lee W-K, Atkinson AJ Jr. Abso-
lute bioavailability in man of N-acetylprocainamide
determined by a novel stable isotope method. Clin
Pharmacol Ther 1975;18:613-22.

Koch-Weser ]. Pharmacokinetics of procainamide in
man. Ann NY Acad Sci 1971;179:370-82.

Patnaik, RN, Lesko LJ, Chen ML, Williams RL.
The FDA Individual Bioequivalence Working Group.
Individual bioequivalence: New concepts in the
statistical assessment of bioequivalence metrics. Clin
Pharmacokinet 1997;33:1-6.

Biopharmaceutic Classification Working Group,
Biopharmaceutics Coordinating Committee, CDER.
Waiver of in vivo bioavailability and bioequivalence
studies for immediate-release solid oral dosage forms
based on a biopharmaceutics classification system.
Guidance for Industry, Rockville: FDA; 2000. (Internet
at http:/ /www.fda.gov/cder/guidance/index.htm.)
Amidon GL, Lenneras H, Shah VP, Crison JR. A theo-
retical basis for a biopharmaceutic drug classification:
The correlation of in vitro drug product dissolution and
in vivo bioavailability. Pharm Res 1995;12:413-20.
Rohrs BR, Skoug JW, Halstead GW. Dissolution assay
development for in vitro—in vivo correlations: Theory
and case studies. In: Young D, Devane ]G, Butler J,

eds. In vitro—in vivo correlations. New York: Plenum
Press; 1997. p. 17-30.

31. Artursson P, Karlsson J. Correlation between oral drug
absorption in humans and apparent drug permeabil-
ity coefficients in human intestinal epithelial (Caco-2)
cells. Biochem Biophys Res Commun 1991;175:880-5.

32. Artursson P, Borchardt RT. Intestinal drug absorption
and metabolism in cell cultures: Caco-2 and beyond.
Pharm Res 1997;14:1655-8.

33. Stenberg P, Bergstrom CAS, Luthman K, Artursson P.
Theoretical predictions of drug absorption in drug
discovery and development. Clin Pharmacokinet
2002;41:877-99.

34. Norris DA, Leesman GD, Sinko PJ, Grass GM.
Development of predictive pharmacokinetic simula-
tion models for drug discovery. ] Control Release
2000;65:55-62.

35. Sokolnikoff IS, Redheffer RM. Mathematics of physics
and modern engineering. 2nd ed. New York: McGraw-
Hill; 1966. p. 224.

36. Atkinson AJ Jr, Kushner W. Clinical pharmacokinetics.
Annu Rev Pharmacol Toxicol 1979;19:105-27.

37. Langenbucher F, Mysicka ]J. In vitro and in vivo decon-
volution assessment of drug release kinetics from
oxprenolol Oros preparations. Br J Clin Pharmacol
1985;19:1515-62S.

38. Vaughan DP, Dennis M. Mathematical basis of point-
area deconvolution method for determining in vivo
input functions. ] Pharm Sci 1978;67:663-5.

39. Rackley R]. Examples of in vitro—in vivo relation-
ships with a diverse range of quality. In: Young D,
Devane ]G, Butler J, eds. In vitro—in vivo correlations.
New York: Plenum Press; 1997. p. 1-15.

STUDY PROBLEMS

1. An approach that has been used during drug devel-

opment to measure the absolute bioavailability of a
drug is to administer an initial dose intravenously
in order to estimate the area under the plasma-level-
vs.-time curve from zero to infinite time (AUC).
Subjects then are begun on oral therapy. When
steady state is reached, the AUC during a dos-
ing interval (AUC(_,;) is measured. The extent of
absorption of the oral formulation is calculated from
the following equation:

DIV : AucO—)‘r(oml)
% Absorption = x 100
° P Doml ' AUCIV

This approach requires AUC to equal AUCy_,, if
the same doses are administered intravenously and
orally and the extent of absorption is 100%. Derive
the proof for this equality.

2. When a drug is administered by constant intra-

venous administration, this zero-order input can be
represented by a “step function.” Derive the appro-
priate absorption function and convolute it with the
disposition function to obtain the output function.
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(Clue: Remember that the absorption function is the
rate of drug administration.)

. A 70-kg patient is treated with an intravenous
infusion of lidocaine at a rate of 2 mg/min.
Assume a single-compartment distribution vol-
ume of 1.9 L/kg and an elimination half-life of
90 minutes.

a. Use the output function derived in Problem
2 to predict the expected steady-state plasma
lidocaine concentration.

b. Use this function to estimate the time required
to reach 90% of this steady-state level.

c. Express this 90% equilibration time in terms of
number of elimination half-lives.
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CHAPTER
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Effects of Renal Disease on Pharmacokinetics

ARTHUR J. ATKINSON, JR.! AND MARCUS M. REIDENBERG ?

LClinical Center, National Institutes of Health, Bethesda, Maryland
2 Weill Medical College of Cornell University, New York, New York

A 67-year-old man had been functionally anephric,
requiring outpatient hemodialysis for several years.
He was hospitalized for revision of his arteriovenous
shunt and postoperatively complained of symptoms
of gastroesophageal reflux. This complaint prompted
institution of cimetidine therapy. In view of the
patient’s impaired renal function, the usually pre-
scribed dose was reduced by half. Three days later,
the patient was noted to be confused. An initial diag-
nosis of dialysis dementia was made and the family
was informed that dialysis would be discontinued. On
teaching rounds, the suggestion was made that cime-
tidine be discontinued. Two days later the patient was
alert and was discharged from the hospital to resume
outpatient hemodialysis therapy.

Although drugs are developed to treat patients who
have diseases, relatively little attention has been given
to the fact that these diseases themselves exert impor-
tant effects that affect patient response to drug therapy.
Accordingly, the case presented here is an example
from the past that illustrates a therapeutic problem
that persists today. In the idealized scheme of contem-
porary drug development that was shown in Figure 1.1
(Chapter 1), the pertinent information would be gener-
ated in pharmacokinetic-pharmacodynamic (PK-PD)
studies in special populations that are carried out con-
currently with Phase II and Phase III clinical trials
(1). Additional useful information can be obtained by
using population pharmacokinetic methods to ana-
lyze data obtained in the large-scale Phase III trials
themselves (2). However, a review of labeling in the
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Physician’s Desk Reference indicates that there often is
scant information available to guide dose selection for
individual patients (3).

Illness, aging, sex, and other patient factors may
have important effects on pharmacodynamic aspects
of patient response to drugs. For example, patients
with advanced pulmonary insufficiency are particu-
larly sensitive to the respiratory depressant effects
of narcotic and sedative drugs. In addition, these
patient factors may affect the pharmacokinetic aspects
of drug elimination, distribution, and absorption. In
this regard, renal impairment has been estimated to
account for one-third of the prescribing errors result-
ing from inattention to patient pathophysiology (4).
Even when the necessary pharmacokinetic and phar-
macodynamic information is available, appropriate
dose adjustments often are not made for patients
with impaired renal function because assessment of
this function usually is based solely on serum creati-
nine measurements without concomitant estimation of
creatinine clearance (5).

Because there is a large population of functionally
anephric patients who are maintained in relatively
stable condition by hemodialysis, a substantial num-
ber of pharmacokinetic studies have been carried out
in these individuals. Patients with intermediate lev-
els of impaired renal function have not been studied
to the same extent, but studies in these patients are
recommended in current FDA guidelines (5).
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EFFECTS OF RENAL DISEASE ON DRUG
ELIMINATION

The effects of decreased renal function on drug
elimination have been examined most extensively.
This is appropriate, since only elimination clearance
(CLg) and drug dose determine the steady-state con-
centration of drug in the body (Css). This is true
whether the drug is given by constant intravenous
infusion (I), in which case:

Css =1/CLg 6.1

or by intermittent oral or parenteral doses, in which
case the corresponding equation is:

— Dose/t
Coe = —~ 5.2
s CLr (5.2)

where Ess is the mean concentration during the dosing
interval .

For many drugs, CLg consists of additive renal
(CLR) and nonrenal (CLyg) components, as indicated
by the following equation:

CLg = CLg + CLNRr (5.3)

Nonrenal clearance is usually equated with drug
metabolism, but also could include hemodialysis and
other methods of drug removal. In fact, even the
metabolic clearance of a drug frequently consists of
additive contributions from several parallel metabolic
pathways. The characterization of drug metabolism
by a clearance term usually is appropriate, since the
metabolism of most drugs can be described by first-
order kinetics within the range of therapeutic drug
concentrations.

Dettli (7) proposed that the additive property of
elimination rate constants representing parallel elim-
ination pathways provides a way of either using
Equation 5.3 or constructing nomograms to estimate
the dose reductions that are appropriate for patients
with impaired renal function. This approach also can
be used to estimate elimination clearance, as illustrated
for cimetidine in Figure 5.1. In implementing this
approach, creatinine clearance (CLcRr) usually is esti-
mated in adults from the Cockcroft and Gault equation
(Equation 1.2) (9), and in pediatric patients from other
simple equations, as discussed in Chapter 1. Although
a more accurate prediction method has been pro-
posed for estimating creatinine clearance in adults (10),
its increased complexity has deterred its widespread
adoption. Calculations or nomograms for many drugs
can be made after consulting tables in Appendix II of

Goodman and Gilman (11) or other reference sources
to obtain values of CLg and the fractional dose elimi-
nated by renal excretion (percentage urinary excretion)
in normal subjects.

Schentag et al. (12) obtained slightly lower esti-
mates of cimetidine percentage urinary excretion in
normal subjects and of CLg in patients with duode-
nal ulcer and in older normal subjects than is shown
in Figure 5.1, which is based on reports by previ-
ous investigators who studied only young subjects
(13). Nonetheless, there is apparent internal discrep-
ancy in the labeling for cimetidine. Under “Dosage
Adjustment for Patients with Impaired Renal Func-
tion,” the label states that, “Patients with creatinine
clearance less than 30 cc/min who are being treated for
prevention of upper gastrointestinal bleeding should
receive half the recommended dose.” However, under
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FIGURE 5.1 Nomogram for estimating cimetidine elimination
clearance (CLE) for a 70-kg patient with impaired renal function. The
right-hand ordinate indicates cimetidine CLg measured in young
adults with normal renal function, and the left-hand ordinate indi-
cates expected cimetidine CLg in a functionally anephric patient,
based on the fact that 23% of an administered dose is eliminated by
nonrenal routes in normal subjects. The heavy line connecting these
points can be used to estimate cimetidine CLg from creatinine clear-
ance (CLcR). For example, a 70-kg patient with CLcg of 50 mL/min
(e) would be expected to have a cimetidine CLg of 517 mL/min,
and to respond satisfactorily to doses that are 60% of those recom-
mended for patients with normal renal function. (Reproduced with
permission from Atkinson AJ Jr, Craig RM. Therapy of peptic ulcer
disease. In: Molinoff PB, ed. Peptic ulcer disease. Mechanisms and
management. Rutherford, NJ: Healthpress Publishing Group, Inc.;
1990. p. 83-112.)
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“Pharmacokinetics” the label indicates that “follow-
ing L.V. or LM. administration, approximately 75% of
the drug is recovered from the urine after 24 hours
as the parent compound” (14). Since only one-fourth
of the dose is eliminated by nonrenal mechanisms,
it can be expected that functionally anephric patients
who receive half the usual cimetidine dose, such as
the man in the case presented at the beginning of this
chapter, will have potentially toxic blood levels that
are twice those recommended for patients with normal
renal function.

When dose adjustments are needed for patients
with impaired renal function, they can be made by
reducing the drug dose or by lengthening the dosing
interval. Either approach, or a combination of both,
may be employed in practice. For example, once the
expected value for CLg has been estimated, the daily
drug dose can be reduced in proportion to the quo-
tient of the expected clearance divided by the normal
clearance. This will maintain the average drug con-
centration at the usual level, regardless of whether
the drug is administered by intermittent doses or by
continuous infusion. On the other hand, it is often con-
venient to administer doses of drugs that have a short
elimination half-life at some multiple of their elimina-
tion half-life. The multiple that is used is determined
by the therapeutic index of the drug. The expected
half-life can be calculated from the following equation:

0.693V j(aren)

t = 5.4
1/2 CL 5.4

and the usual dose can be administered at an interval
equal to the same multiple of the increased half-life.
Dose-interval adjustment is usually necessary when
safety and efficacy concerns specify a target range for
both peak and trough plasma levels or when selection
of drug doses is limited.

The reliability of the Dettli method of predicting
drug clearance depends on two critical assumptions:

1. The nonrenal clearance of the drug remains
constant when renal function is impaired.
2. CLf declines in a linear fashion with CLcR.

There are several important exceptions to the first
assumption that will be considered when we dis-
cuss the effects of impaired renal function on drug
metabolism. Nonetheless, this approach is widely used
for individualizing drug dosage for patients with
impaired renal function. In addition, Equations 5.3 and
5.4 provide a useful tool for hypothesis generation dur-
ing drug development when pharmacokinetic studies
are planned for subjects with impaired renal function.

TABLE 5.1 Important Mechanisms of Renal Elimination
of Drugs

I. Glomerular filtration

® Affects all drugs and metabolites of appropriate molecular
size

® Influenced by protein binding (f, = free fraction)
Drug filtration rate = GFR x f, x [drug]

II. Renal tubular secretion

® Not influenced by protein binding
® May be affected by competition with other drugs, etc.
Examples:
Active drugs:  Acids — penicillin
Bases — procaine amide
Metabolites: Glucuronides, hippurates, etc.

III. Reabsorption by nonionic diffusion

® Affects weak acids and weak bases
® Only important if excretion of free drug is major
elimination path

Examples:
Weak acids:  Phenobarbital
Weak bases:  Quinidine

IV. Active reabsorption

® Affects ions, not proved for other drugs
Examples:
Halides:
Alkaline metals:

Fluoride, bromide
Lithium

Mechanisms of Renal Handling of Drugs

Important mechanisms involved in the renal excre-
tion and reabsorption of drugs have been reviewed by
Reidenberg (15) and are shown in Table 5.1.

Excretion Mechanisms

Glomerular filtration affects all drugs of small
molecular size and is restrictive in the sense that it
is limited by drug binding to plasma proteins. On
the other hand, renal tubular secretion is nonrestrictive
since both protein-bound and free drug concentrations
in plasma are available for elimination. In fact, the
proximal renal tubular secretion of p-aminohippurate
is rapid enough that its elimination clearance is used
to estimate renal blood flow. There are many pro-
teins in renal tubular cells that actively transport
compounds against a concentration gradient. In addi-
tion to P-glycoprotein and six multiple drug resistance
proteins, five known cation and nine organic anion
transporters have been identified (16). Transporters
involved in drug secretion are located both at the baso-
lateral membrane of renal tubule cells, where they
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transport drugs from blood into these cells, and at the
brush border membrane, where they transport drugs
into proximal tubular urine. Despite the progress that
has been made in cloning these transporters and in
establishing their binding affinities for various drugs,
more work needs to be done before it will be possible
to identify which transporters are actually responsible
for the renal secretion of a given drug.

Competition by drugs for renal tubular secretion
is an important cause of drug-drug interactions.
Inhibitors of P-glycoprotein slow this renal tubular
pathway. Anionic drugs compete with other anionic
drugs for these active transport pathways, as do
cationic drugs for their pathways. When two drugs
secreted by the same pathway are given together,
the renal clearance of each will be less than when
either drug is given alone. Methotrexate is a clinically
important example of an anionic drug that is actively
secreted by renal tubular cells. Its renal clearance is
halved when salicylate is coadministered with it (17).

Reabsorption Mechanisms

Net drug elimination also may be affected by drug
reabsorption in the distal nephron, primarily by non-
ionic passive diffusion. Because only the nonionized
form of a drug can diffuse across renal tubule cells,
the degree of reabsorption of a given drug depends on
its degree of ionization at a given urinary pH. For this
reason, sodium bicarbonate is administered to patients
with salicylate or phenobarbital overdose in order to
raise urine pH, thereby increasing the ionization and
minimizing the reabsorption of these acidic drugs.
This therapeutic intervention also reduces reabsorp-
tion by increasing urine flow. Lithium and bromide
are perhaps the only two drugs that are reabsorbed
by active transport mechanisms. Present evidence sug-
gests that lithium is reabsorbed at the level of the
proximal tubule by a Nat/H*' exchanger (NHE-3)
at the brush border and extruded into the blood by
Na/K-ATPase and sodium bicarbonate cotransporter
located at the basolateral membrane (18).

Renal Metabolism

The kidney plays a major role in the clearance
of insulin from the systemic circulation, removing
approximately 50% of endogenous insulin and a
greater proportion of insulin administered to dia-
betic patients (19). Insulin is filtered at the glomerulus
and reabsorbed by proximal tubule cells, where it
is degraded by proteolytic enzymes. Insulin require-
ments are markedly reduced in diabetic patients with
impaired renal function. Imipenem and perhaps other

peptides, peptidomimetics, and small proteins are also
filtered at the glomerulus and subsequently metab-
olized by proximal renal tubule cell proteases (20).
Cilastatin, an inhibitor of proximal tubular dipepti-
dases, is coadministered with imipenem to maintain
the clinical effectiveness of this antibiotic.

Analysis and Interpretation of Renal Excretion Data

Renal tubular mechanisms of excretion and reab-
sorption can be analyzed by stop-flow and other stan-
dard methods used in renal physiology, but detailed
studies are seldom performed. For most drugs, all that
has been done has been to correlate renal drug clear-
ance with the reciprocal of serum creatinine or with
creatinine clearance. Even though creatinine clearance
primarily reflects glomerular filtration rate, it serves
as a rough guide to the renal clearance of drugs that
have extensive renal tubular secretion or reabsorption.
This is a consequence of the glomerulo-tubular balance
that is maintained in damaged nephrons by intrin-
sic tubule and peritubular capillary adaptations that
parallel reductions in single nephron glomerular fil-
tration rate (21). For this reason, CLg usually declines
fairly linearly with reductions in CLcr. However,
some discrepancies can be expected. For example,
Reidenberg ef al. (22) have shown that renal secretion
of some basic drugs declines with aging more rapidly
than does glomerular filtration rate. Also, studies
with N-1-methylnicotinamide, an endogenous marker
of renal tubular secretion, have demonstrated some
degree of glomerulo-tubular imbalance in patients
with impaired renal function (23).

Despite the paucity of detailed studies, it is possible
to draw some general mechanistic conclusions from
renal clearance values:

e If renal clearance exceeds drug filtration rate
(Table 5.1), there is net renal tubular secretion of
the drug.

o If renal clearance is less than drug filtration rate,
there is net renal tubular reabsorption of the drug.

Effects of Impaired Renal Function on
Nonrenal Metabolism

Most drugs are not excreted unchanged by the kid-
neys but first are biotransformed to metabolites that
then are excreted. Renal failure not only may retard
the excretion of these metabolites, which in some cases
have important pharmacologic activity, but, in some
cases, alters the nonrenal as well as the renal metabolic
clearance of drugs (15, 24). The impact of impaired
renal function on drug metabolism is dependent on the
metabolic pathway, as indicated in Table 5.2. In most
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TABLE 5.2 Effect of Renal Disease on Drug Metabolism

Type of metabolism Effect
I. Oxidations Normal or increased

Example: Phenytoin

II. Reductions Slowed
Example: Hydrocortisone
III. Hydrolyses
® Plasma esterase Slowed
Example: Procaine
® Plasma peptidase Normal
Example: Angiotensin
® Tissue peptidase Slowed
Example: Insulin
IV. Syntheses
® Glucuronide formation Normal
Example: Hydrocortisone
® Acetylation Slowed
Example: Procainamide
® (Glycine conjugation Slowed
Example: ~p-Aminosalicylic acid
® O-Methylation Normal
Example: Methyldopa
® Sulfate conjugation Normal

Example: ~Acetaminophen

cases, it is unclear how much impairment in renal
function needs to be present before drug metabolism
is affected. However, clinical experience suggests, for
example, that creatinine clearance must fall below
25 mL/min before the acetylation rate of procainamide
is impaired.

EFFECTS OF RENAL DISEASE ON DRUG
DISTRIBUTION

Impaired renal function is associated with impor-
tant changes in the binding of some drugs to plasma
proteins. In some cases the tissue binding of drugs is
also affected.

Plasma Protein Binding of Acidic Drugs

Reidenberg and Drayer (25) have stated that protein
binding in serum from uremic patients is decreased for
every acidic drug that has been studied. Most acidic
drugs bind to the bilirubin binding site on albumin, but
there are also different binding sites that play a role.
The reduced binding that occurs when renal function
is impaired has been variously attributed to reductions
in serum albumin concentration, structural changes
in the binding sites, or displacement of drugs from

albumin binding sites by organic molecules that accu-
mulate in uremia. As described in Chapter 3, reduc-
tions in the protein binding of acidic drugs result in
increases in their distribution volume. In addition, the
elimination clearance of restrictively eliminated drugs is
increased. However, protein binding changes do not
affect distribution volume or clearance estimates when
they are referenced to unbound drug concentrations.
For restrictively eliminated drugs, the term intrinsic
clearance is used to describe the clearance that would
be observed in the absence of any protein binding
restrictions. As discussed in Chapter?7, the clearance
of restrictively eliminated drugs, when referenced to
total drug concentrations, simply equals the product
of the unbound fraction of drug (f,) and this intrinsic
clearance (CL;,;t):

CL =f, - CLiy (5.5)

Phenytoin is an acidic, restrictively eliminated drug
that can be used to illustrate some of the changes
in drug distribution and elimination that occur in
patients with impaired renal function. In patients with
normal renal function, 92% of the phenytoin in plasma
is protein bound. However, the percentage that is
unbound or “free” rises from 8% in these individuals
to 16%, or more, in hemodialysis-dependent patients.
In a study comparing phenytoin pharmacokinetics in
normal subjects and uremic patients, Odar-Cederlof
and Borgd (26) administered a single low dose of
this drug so that first-order kinetics were approxi-
mated. The results shown in Table 5.3 can be inferred
from their study. The uremic patients had an increase
in distribution volume that was consistent with the
observed decrease in phenytoin binding to plasma
proteins. The threefold increase in hepatic clearance
that was observed in these patients also was primar-
ily the result of decreased phenytoin protein binding.
Although intrinsic hepatic clearance also appeared to
be increased in the uremic patients, the difference did
not reach statistical significance at the P = 0.05 level.

TABLE 5.3 Effect of Impaired Renal Function on
Phenytoin Kinetics

Normal subjects Uremic patients

Parameter (n=4) (n=4)
Percentage unbound (f;) 12% 26%
Distribution volume (Vij(zep)) 0.64 L/kg 1.40 L/kg
Hepatic clearance (CLpy) 246 L/hr 7.63 L/hr
Intrinsic clearance (CL;,;t) 20.3 L/hr 299 L/hr
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FIGURE 5.2 Comparison of free and total plasma phenytoin lev-
els in a patient with normal renal function and in a functionally
anephric patient; both are treated with a 300-mg daily phenytoin
dose and have identical CL;;;;. Although free phenytoin levels are
0.8 pg/mL in both patients, phenytoin is only 84% bound (16%
free) in the functionally anephric patient, compared to 92% bound
(8% free) in the patient with normal renal function. For that reason,
total phenytoin levels in the functionally anephric patient are only
5 pg/mL, whereas they are 10 pg/mL in the patient with normal
renal function.

A major problem arises in clinical practice when
only total (protein bound + free) phenytoin concen-
trations are measured and used to guide therapy of
patients with severely impaired renal function. The
decreases in phenytoin binding that occur in these
patients result in commensurate decreases in total
plasma levels (Figure 5.2). Even though therapeutic
and toxic pharmacologic effects are correlated with
unbound rather than total phenytoin concentrations in
plasma, the decrease in total concentrations can mis-
lead physicians to increase phenytoin doses inappro-
priately. Fortunately, rapid ultrafiltration procedures
are available that make it possible to measure free
phenytoin concentrations in these patients on a routine
basis.

Plasma Protein Binding of Basic and
Neutral Drugs

The protein binding of basic drugs tends to be nor-
mal or only slightly reduced (25). In some cases, this
may reflect the facts that these drugs bind to aj—acid
glycoprotein and that concentrations of this glycopro-
tein are higher in hemodialysis-dependent patients
than in patients with normal renal function.

Tissue Binding of Drugs

The distribution volume of some drugs also
can be altered when renal function is impaired.
As described in Chapter 3, Sheiner et al. (27) have
shown that impaired renal function is associated with
a decrease in digoxin distribution volume that is
described by the following equation:

V4(@in L) = 3.84 - weight (in kg)
+ 3.12 CL¢Rg (in mL/min)

This presumably reflects a reduction in tissue levels
of Na/K-ATPase, an enzyme that represents a major
tissue-binding site for digoxin (28). In other cases in
which distribution volume is decreased in patients
with impaired renal function, the relationship between
the degree of renal insufficiency and reduction in dis-
tribution volume has not been characterized nor have
plausible mechanisms been proposed.

EFFECTS OF RENAL DISEASE ON
DRUG ABSORPTION

The bioavailability of most drugs that have been
studied has not been found to be altered in patients
with impaired renal function. However, the absorp-
tion of p-xylose, a marker compound used to evalu-
ate small intestinal absorptive function, was slowed
(absorption rate constant: 0.555 hr~! vs. 1.03 hr~!)
and less complete (percentage dose absorbed: 48.6%
vs. 69.4%) in patients with chronic renal failure
than in normal subjects (29). Although these results
were statistically significant, there was considerable
interindividual variation in both patients and normal
subjects. This primary absorptive defect may explain
the fact that patients with impaired renal function have
reduced bioavailability of furosemide (30) and pin-
dolol (31). However, it also is possible that impaired
renal function will result in increased bioavailability
of drugs exhibiting first-pass metabolism when the
function of drug-metabolizing enzymes is compro-
mised. Studies with orally administered propranolol
have suggested this, but absolute bioavailability was
not measured (32).

The paucity of reliable bioavailability data in
patients with impaired renal function underscores the
cumbersome nature of most absolute bioavailability
studies in which oral and intravenous drug doses are
administered on two separate occasions. The valid-
ity of this approach rests on the assumption that the
kinetics of drug distribution and elimination remain
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unchanged in the interval between the two stud-
ies, an assumption that obviously is more tenuous
for patients than for normal subjects. As discussed
in Chapter 4, these shortcomings can be overcome
by conducting a single study in which an intra-
venous formulation of the stable isotope-labeled drug
is administered simultaneously with the oral drug
dose (33).

The simultaneous administration technique was
used to study a 64-year-old man with a creatinine
clearance of 79 mL/min who was started on N-acetyl-
procainamide (NAPA) therapy for ventricular arrhyth-
mias (see Figure 4.4). The oral NAPA dose was 66%
absorbed in this patient, compared to 91.6 + 9.2%
when this method was used to assess NAPA absorp-
tion in normal subjects. Although this approach is
ideally suited for studies of drug absorption in various
patient populations, the required additional chemical
synthesis of stable isotope-labeled drug and mass spec-
trometric analysis of patient samples have precluded
its widespread adoption.
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STUDY PROBLEM

cainamide (NAPA) were obtained in a Phase I study1
in which procainamide and NAPA kinetics were

! Dutcher JS, Strong JM, Lucas SV, Lee W-K,
Atkinson AJ Jr. Procainamide and N-acetylprocainamide
kinetics investigated simultaneously with stable isotope
methodology. Clin Pharmacol Ther 1977;22:447-57.

compared in volunteers with normal renal function:

Elimination half-life: 6.2 hr
Elimination clearance: 233 mL/min
% Renal excretion: 85.5%

. Use these results to predict the elimination half-life

of NAPA in functionally anephric patients, assum-
ing that nonrenal clearance is unchanged in these
individuals.

. Create a nomogram similar to that shown in

Figure 5.1 to estimate the elimination clearance of
NAPA that would be expected for a patient with a
creatinine clearance of 50 mL/min. Assume that a
creatinine clearance of 100 mL/min is the value for
individuals with normal renal function.

. If the usual starting dose of NAPA is 1 g every

8 hours in patients with normal renal function,
what would be the equivalent dosing regimen for
a patient with an estimated creatinine clearance of
50 mL/min if the dose is decreased but the 8-hour
dosing interval is maintained?

. If the usual starting dose of NAPA is 1 g every

8 hours in patients with normal renal function,
what would be the equivalent dosing regimen for
a patient with an estimated creatinine clearance of
50 mL/min if the 1-g dose is maintained but the
dosing interval is increased?
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Although measurements of drug recovery in the
urine enable reasonable characterization of the renal
clearance of most drugs, analysis of drug elimination
by the liver is hampered by the types of measure-
ments that can be made in routine clinical studies.
Hemodialysis and hemofiltration are considered at this
point in the text because they provide an unparalleled
opportunity to measure blood flow to the eliminating
organ, drug concentrations in blood entering and leav-
ing the eliminating organ, and recovery of eliminated
drug in the dialysate or ultrafiltrate. The measure-
ments that can be made in analyzing drug elimination
by different routes are compared in Table 6.1.

Hemodialysis is an area of long-standing interest to
pharmacologists. The pioneer American pharmacolo-
gist, John Jacob Abel, can be credited with designing
the first artificial kidney (1). He conducted exten-
sive studies in dogs to demonstrate the efficacy
of hemodialysis in removing poisons and drugs.
European scientists were the first to apply this tech-
nique to humans, and Kolff sent a rotating-drum
artificial kidney to the United States when the Second
World War ended (2, 3). Repetitive use of hemodial-
ysis for treating patients with chronic renal fail-
ure finally was made possible by the development
of techniques for establishing long-lasting vascular
access in the 1960s. By the late 1970s, continuous
peritoneal dialysis had become a therapeutic alterna-
tive for these patients and offered the advantages of
simpler, non-machine-dependent home therapy and
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less hemodynamic stress (4). In 1977, continuous
arteriovenous hemofiltration (CAVH) was introduced
as a method for removing fluid from diuretic-resistant
patients, whose hemodynamic instability made them
unable to tolerate conventional intermittent hemodial-
ysis (5). Since then, this and related techniques have
become the preferred treatment modality for critically
ill patients with acute renal failure. Several variations
of these techniques have been developed that use
hemodialysis and/or hemofiltration to remove both
solutes and fluid, and some of these are listed in
Table 6.2 (6). All of these methods can affect pharma-
cokinetics, but we will focus on conventional intermit-
tent hemodialysis and selected aspects of continuous
renal replacement therapy in this chapter.

KINETICS OF INTERMITTENT
HEMODIALYSIS

Solute Transfer across Dialyzing Membranes

In Abel’s artificial kidney, blood flowed through
a hollow cylinder of dialyzing membrane that was
immersed in a bath of dialysis fluid. However,
in modern hollow-fiber dialysis cartridges, there is a
continuous countercurrent flow of dialysate along the
outside of the dialyzing membrane that maximizes the
concentration gradient between blood and dialysate.
Mass transfer across the dialyzing membrane occurs

Copyright © 2007 by Academic Press.
All rights of reproduction in any form reserved.
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TABLE 6.1 Measurements Made in Assessing Drug
Elimination by Different Routes

Renal Hepatic
Measurements elimination elimination = Hemodialysis
Blood flow +4 4 +
Afferent blood + + +
concentration
Efferent blood 0 0 +
concentration
Recovery of + 0 +

eliminated drug

? Not actually measured in routine pharmacokinetic studies.

by diffusion and ultrafiltration. The rate of transfer
has been analyzed with varying sophistication by a
number of investigators (7). A simple approach is that
taken by Eugene Renkin, who neglected ultrafiltration
and nonmembrane diffusive resistance and likened
this transfer process to mass transfer across capillary
walls (see Chapter 3) (8). Renkin expressed dialysis
clearance (CLp) as

CLp = Q1 — e P%/Q) (6.1)
where Q is blood flow through the dialyzer and P-S
is the permeability coefficient—surface area product of
the dialyzing membrane, defined by Fick’s First Law
of Diffusion as

P.-S=DA/x

In this equation, A is the surface area, A is the thickness
of the dialyzing membrane, and D is the diffusivity of
a given solute in the dialyzing membrane. Solute dif-
fusivity is primarily determined by molecular weight.
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FIGURE 6.1 Plot of dialysis clearance (CLp) vs. dialyzer blood
flow (Q). The theoretical curves were fit to experimental data points
to obtain estimates of the permeability coefficient-surface area prod-
uct (P-S) for each solute. Flow-limited clearance is indicated by
the dashed line. The data were generated with a Kolff-Brigham
type hemodialysis apparatus. (Reproduced with permission from
Renkin EM. Tr Am Soc Artific Organs 1956,2:102-5.)

Nonspherical molecular shape also may affect the
diffusivity of larger molecules.

Renkin used Equation 6.1 to estimate permeability
coefficients for several solutes from flow and clearance
measurements made on the Kolff-Brigham artificial
kidney (Figure 6.1). This theoretical analysis seems rea-
sonably consistent with the experimental results. In the
Figure, the dashed line indicates a flow limitation to
transport because clearance can never exceed dialyzer
blood flow, a result that is obvious from inspection of
Equation 6.1 (i.e., e~P'5/Q is never less than 0).

An analysis of relative dialysis clearance and dia-
lyzer permeability coefficient-surface area products
that was made for the closely related compounds pro-
cainamide (PA) and N-acetylprocainamide (NAPA)
is summarized in Table 6.3. Dialyzer clearance
measurements of PA (CLps) and NAPA (CLnapa)

TABLE 6.2 Summary of Selected Renal Replacement Therapies

Vascular Replacement

Procedure Abbreviation Diffusion Convection access fluid
Intermittent hemodialysis HD ++++ + Fistula or vein—vein No

Intermittent high-flux dialysis HFD +++ ++ Fistula or vein—vein No

Continuous ambulatory peritoneal dialysis CAPD ++++ + None No

Continuous arteriovenous hemofiltration CAVH 0 ++++ Artery-vein Yes
Continuous venovenous hemofiltration CVVH 0 ++++ Vein-vein Yes
Continuous arteriovenous hemodialysis CAVHD ++++ + Artery—vein Yes
Continuous venovenous hemodialysis CVVHD ++++ + Vein-vein Yes
Continuous arteriovenous hemodiafiltration CAVHDF +++ +++ Artery—vein Yes
Continuous venovenous hemodiafiltration CVVHDF +++ +++ Vein-vein Yes
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TABLE 6.3 Dialyzer Permeability Coefficient-Surface
Area Products for PA and NAPA“

Ratio
CLpy CLnapa P-Spa P-Snapa P-Spa/

Column (mL/min) (mL/min) (mL/min) (mL/min) P-Syapa
Dow 4 79.9 55.3 102.0 64.7 1.58
Dow 5 114.6 89.9 170.2 119.4 1.43
Gambro 17 50.8 33.3 58.6 36.4 1.61
Ultra-flow II 785 63.8 99.7 76.8 1.30
Ultra-flow 145  63.4 50.4 76.3 58.1 1.31
Vivacell 37.1 27.8 41.0 29.9 1.37
Ex 23 50.4 50.4 58.1 58.1 1.00
Ex 25 71.6 62.6 88.6 75.1 1.18
Ex 29 814 78.0 104.5 98.9 1.06
Ex 55 51.8 53.9 60.0 62.8 0.93

Mean + SD: 1.28 +0.23

7 Clearance data obtained by Gibson TP et al. (9), with dialyzer
blood flow set at 200 (mL/min) and single-pass dialysate flow at
400 mL/min.

made by Gibson et al. (9) were used together with
Equation 6.1 to calculate P - S values for PA (P-Spa)
and NAPA (P-Snyapa). The ratio of these P-S values
is also shown, since this ratio indicates the relative
diffusivity of PA and NAPA. The utility of Renkin’s
approach is confirmed by the fact that the mean P-S
ratio of 1.28 & 0.23 (£ SD) is in close agreement with
the diffusion coefficient ratio of 1.23 that was obtained
for PA and NAPA by the porous-plate method of
McBain and Liu (10).

Calculation of Dialysis Clearance

Currently, the efficiency of hemodialysis is
expressed in terms of dialysis clearance. Dialysis clear-
ance (CLp) is usually estimated from the Fick equation
as follows:

CLp=Q [ ) 6.2)
where A is the solute concentration entering (arterial)
and V is the solute concentration leaving (venous) the
dialyzer. The terms in brackets collectively describe
what is termed the extraction ratio (E). As a general
principle, clearance from an eliminating organ can be
thought of as the product of organ blood flow and
extraction ratio.

Single-pass dialyzers are now standard for patient
care and clearance calculations suffice for character-
izing their performance. However, recirculating dia-
lyzers were used in the early days of hemodialysis.

Dialysis bath solute concentration (Bath) had to be
considered in describing the performance of recircu-
lating dialyzers and was included in the equation for
calculating dialysance (D), as shown in the following
equation (7):

D:Q[ A-V }

A —Bath

Considerable confusion surrounds the proper use
of Equation 6.2 to calculate dialysis clearance. There
is general agreement that blood clearance is calculated
when Q is set equal to blood flow and A and V are
expressed as blood concentrations. In conventional
practice, plasma clearance is obtained by setting Q equal
to plasma flow and expressing A and V' as plasma con-
centrations. In fact, this estimate of plasma clearance is
only the same as plasma clearance calculated by stan-
dard pharmacokinetic techniques when the solute is
totally excluded from red blood cells.

This dilemma is best avoided by calculating dialysis
clearance using an equation that is analogous to the
equation used to determine renal clearance:

CLp = — 6.3)

where the amount of drug recovered by dialysis is cal-
culated as the product of the drug concentration in
dialysate (Cp) and total volume of dialysate (Volp)
collected during the dialysis time (f), and P is the
average concentration of drug in plasma entering the
dialyzer. The term recovery clearance has been coined
for this clearance estimate, and it is regarded as the
“gold standard” of dialysis clearance estimates (11).

Equation 6.3 provides an estimate of dialysis plasma
clearance (CLp) that is pharmacokinetically consistent
with estimates of elimination and intercompartmen-
tal clearance that are based on plasma concentration
measurements. On the other hand, if the average drug
concentration in blood entering the dialyzer (B) is sub-
stituted for P, a valid estimate of blood clearance (CLp)
is obtained:

CLg = — (6.4)

We can use these recovery clearances to examine
the effective flow of plasma (Qgrr) that is needed if
Equation 6.2 is to yield an estimate of dialysis clear-
ance that is consistent with the corresponding recovery
clearance value. Since CLg = QgE, it follows from
Equation 6.4 that:
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Rearranging,
C D" Vol D
= QB
Er %
But from Equation 6.3,
Cp - Vol
DfoD = CLpP
Therefore,
CLp/E=Qp-B/P
However,
CLp = Qgrr - E
Therefore,

Qerr =Qp - B/P

For drugs like NAPA that partition preferentially
into red blood cells and are fully accessible to the
dialyzer from both plasma and erythrocytes, the effec-
tive plasma flow will not be less than but will exceed
measured blood flow (12).

Some authorities argue that it is improper to com-
bine organ blood flow and plasma concentrations in
Equation 6.2 (7, 11). However, in many cases the ratio
of red cell/plasma drug concentrations remains con-
stant over a wide concentration range so the same
estimate of extraction ratio is obtained regardless of
whether plasma concentrations or blood concentra-
tions are measured.

As shown in Figure 6.2, pharmacokinetic models
can be constructed that incorporate all the mea-
surements made during hemodialysis (12). For this
purpose it is convenient to rearrange Equation 6.2 to
the form

V =[(Qpk —CLp)/Qpx]- A (6.5)

where Qpx is the pharmacokinetically calculated flow
of blood or plasma through the dialysis machine. Since
CLp is calculated from the recovery of drug in dialysis
bath fluid, an estimate of Qpg can be obtained from the
observed ratio of V/A (Equation 6.5 and Figure 6.2).
In a study of NAPA hemodialysis kinetics,
blood flow measured through the dialyzer averaged
195 mL/min (12). When evaluated by paired ¢ test
this was significantly less than Qpg, which averaged
223 mL/min. However, Qpx was similar to estimates
of Qgerr, which averaged 217 mL/min. In this case

3-Compartment Model Dialysis Machine

Post

Qpi—Clp h
Dialyzer

Dialysate
ClLg Clyr

FIGURE 6.2 Multicompartmental system for modeling pharma-
cokinetics during hemodialysis. Drug is delivered to the dialysis
machine from the central compartment (V) and represents A in the
Fick equation. The dialysis machine is modeled by a compartment
representing drug recovery in dialysis bath fluid and a proportional-
ity (triangle) representing the drug concentration in blood returning
to the patient.

NAPA concentrations in erythrocytes were 1.5 times
as high as in plasma, and this preferential distribution
of drug into red blood cells enhanced drug removal by
hemodialysis. Unfortunately, most hemodialysis stud-
ies have not incorporated the full range of readily
available measurements in an integrated pharmacoki-
netic analysis.

Patient Factors Affecting
Hemodialysis of Drugs

Because elimination clearances are additive, total
solute clearance during hemodialysis (CLT) can be
expressed as the sum of dialysis clearance (CLp),
and the patient’s renal clearance (CLg) and nonrenal
clearance (CLyR):

CLt = CLp + CLg + CLNR 6.6)

When CLp is small relative to the sum of CLg and
CLnr, hemodialysis can be expected to have little
impact on the overall rate of drug removal. The extent
of drug binding to plasma proteins is the most impor-
tant patient factor affecting dialysis clearance, and
in that sense dialysis clearance is restrictive. How-
ever, partitioning into erythrocytes has been shown
to enhance rather than retard the clearance of at least
some drugs. A large distribution volume also reduces
the fraction of total body stores of a drug that can
be removed by hemodialysis, and limits the effect of
hemodialysis on shortening drug elimination half-life,



Pharmacokinetics in Renal Replacement Therapy 63

since:

0.693V,

t /9 =
V2T T CLy
Finally, there are significant hemodynamic changes
during hemodialysis that not only may affect the
extent of drug removal by this procedure but also may
have an important impact on patient response.

Hemodynamic Changes during Dialysis

Few studies of pharmacokinetics during hemodial-
ysis have utilized the recovery method of calculating
dialysis clearance that is necessary to evaluate the
impact of hemodynamic changes that may affect the
efficiency of this procedure. The decrease in both
A and V drug concentrations that occurs during
hemodialysis is generally followed by a postdialysis
rebound, as shown for NAPA in Figure 6.3. However,
if no change in drug distribution is assumed, two
discrepancies are likely to be encountered when the
recovery method is incorporated in an integrated

analysis of hemodialysis kinetics:

1. The total amount of drug recovered from the
dialysis fluid is less than would be expected from
the drop in plasma concentrations during
hemodialysis.

2. The extent of the rebound in plasma levels is less
than would be anticipated.

The only single parameter change that can resolve
these discrepancies is a reduction in the intercompart-
mental clearance for the slowly equilibrating compart-
ment (CLg). This is illustrated in the bottom panel of
Figure 6.3, and in this study the extent of reduction
in CLs was found to average 77% during hemodial-
ysis (12). This figure also shows that a reduction in
CLs persisted for some time after hemodialysis was
completed.

The hemodynamic basis for these changes in CLg
was investigated subsequently in a dog model (13).
Urea and inulin were used as probes and were injected
simultaneously 2 hours before dialysis. The pharma-
cokinetic model shown in Figure 6.2 was used for
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FIGURE 6.3 Computer-fitted curves from pharmacokinetic analysis of NAPA plasma con-
centrations (e) measured before, during, and after hemodialysis. NAPA plasma concentrations
entering (A) and leaving (V) the artificial kidney are shown during dialysis. The bottom panel
shows changes occurring in slow compartment intercompartmental clearance (CLg) during
and after dialysis. (Reproduced with permission from Stec GP, Atkinson AJ Jr, Nevin MJ,
Thenot J-P, Gibson TP, Ivanovich P, del Greco F. Clin Pharmacol Ther 1979;26:618-28.)
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FIGURE 6.4 Kinetic analysis of urea 4C (o) and inulin 3H () plasma
concentrations (upper panel) and renal excretion rates (middle panel) before,
during, and after dialysis of a dog with intact kidneys. Inulin was not dia-
lyzable but urea concentrations entering and leaving the dialyzer are both
shown. The bottom panel shows CLg estimates for urea (—) and inulin
(---), and measured plasma renin activity (l). (Reproduced with permis-
sion from Bowsher DJ, Krejcie TC, Avram M], Chow M], del Greco F,
Atkinson AJ Jr. ] Lab Clin Med 1985;105:489-97.)

data analysis and representative results are shown
in Figure 6.4. During hemodialysis, CLs for urea
and inulin fell on average to 19 and 63% of their
respective predialysis values and it was estimated that
the efficiency of urea removal was reduced by 10%.
In the 2 hours after dialysis, urea CLs averaged
only 37% of predialysis values but returned to its
predialysis level for inulin. Compartmental blood
flow and permeability coefficient-surface area prod-
ucts of the calculated intercompartmental clearances
were calculated as described in Chapter 3 from the
permeability-flow equation derived by Renkin (14).
During and after dialysis, blood flow to the slow

equilibrating compartment (Qs) on average was
reduced to 10 and 20%, respectively, of predialysis
values. The permeability coefficient-surface area prod-
uct did not change significantly. There were no
changes in either fast compartment blood flow
or permeability coefficient-surface area product.
Measurements of plasma renin activity in these dogs
with intact kidneys (lower panel of Figure 6.4) sug-
gest that these hemodynamic changes, both during
and after hemodialysis, were mediated at least in part
by the renin-angiotensin system.

Since the slow equilibrating compartment is largely
composed of skeletal muscle, it is not surprising that
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the hemodynamic changes associated with hemodialy-
sis result in the skeletal muscle cramps that have been
estimated to complicate more than 20% of hemodial-
ysis sessions. Plasma volume contraction appears to
be the initiating event that triggers blood pressure
homeostatic responses. Those patients who are partic-
ularly prone to cramps appear to have a sympathetic
nervous system response to this volume stress that
is not modulated by activation of a normal renin—
angiotensin system (15).

KINETICS OF CONTINUOUS RENAL
REPLACEMENT THERAPY

Hemofiltration is a prominent feature of many con-
tinuous renal replacement therapies (Table 6.2). How-
ever, continuous hemodialysis can also be employed
to accelerate solute removal (16). The contribution of
both processes to extracorporeal drug clearance will
be considered separately in the context of continuous
renal replacement therapy.

Clearance by Continuous Hemofiltration

Hemofiltration removes solutes by convective
mass transfer down a hydrostatic pressure gradi-
ent (17, 18). As plasma water passes through the
hemofilter membrane, solute is carried along by sol-
vent drag. Convective mass transfer thus mimics
the process of glomerular filtration. The pores of
hemofilter membranes are larger than those of dial-
ysis membranes and permit passage of solutes having
a molecular weight of up to 50 kDa. Accordingly,
a wider range of compounds will be removed by
hemofiltration than by hemodialysis. Since large
volumes of fluid are removed, fluid replacement solu-
tions need to be administered at rates exceeding
10 L/day (19). This fluid can be administered either
before (predilution mode) or after (postdilution mode)
the hemofilter. In contemporary practice, roller pumps
are used to generate the hydrostatic driving force for
ultrafiltration, and the need for arterial catheterization
has been obviated by the placement of double-lumen
catheters into a large vein (18).

Albumin and other drug-binding proteins do
not pass through the filtration membrane, so only
unbound drug in plasma water is removed by ultra-
filtration. In addition, albumin and other negatively
charged plasma proteins exert a Gibbs-Donnan effect
that retards the transmembrane convection of some
polycationic drugs, such as gentamicin (20, 21). The
situation with regard to erythrocyte drug binding is
less clear. Although predilution reduces the efficiency

of solute removal because solute concentrations in
the hemofilter are less than in plasma water (22), it
has been reported that net urea removal is enhanced
when replacement fluid is administered in the predi-
lution mode, because it can diffuse down its concen-
tration gradient from red blood cells into the diluted
plasma water before reaching the hemofilter (19).

The extent to which a solute is carried in the
ultrafiltrate across a membrane is characterized by its
sieving coefficient (SC). An approximate equation for
calculating sieving coefficients is

SC=UF/A 6.7)

where UF is the solute concentration in the ultrafil-
trate and A is the solute concentration in plasma water
entering the hemofilter (23). The convective clearance
of solute across an ultrafilter (CLyr) is given by the
product of SC and the rate at which fluid crosses the
ultrafilter (UFR):

CLyr = SC - UFR (6.8)

Since UFR cannot exceed blood flow through the
hemofilter, that establishes the theoretical upper limit
for CLyr. The major determinants of SC are molecu-
lar size and the unbound fraction of a compound in
plasma water. Values of SC may range from 0, for
macromolecules that do not pass through the pores
of the hemofilter membrane, to 1, for small-molecule
drugs that are not protein bound. Although less infor-
mation has been accumulated about the ultrafiltration
clearance of drugs than about their dialysis clearance,
in many cases the unbound fraction of drug in plasma
water can be used to approximate SC.

Measured values of SC and fraction of unbound
drug in plasma (f,) are compared for several drugs in
Figure 6.5. Values of f, and SC were taken from data
published by Golper and Marx (21) with the following
exceptions. For both theophylline and phenytoin, mea-
surements of f, are much higher in serum from uremic
patients than in serum from normal subjects and agree
more closely with experimental values of SC. Accord-
ingly, uremic patient f, values for theophylline (24)
and phenytoin (25) were chosen for the figure, as well
as values of SC that were obtained in clinical studies
of ceftazidime (26), ceftriaxone (27), ciprofloxacin (28),
cyclosporine (29), and phenytoin (25). The fact that
SC values for gentamicin and vancomycin are less
than expected on the basis of their protein binding
reflects the retarding Gibbs—Donnan effect referred to
previously (20, 21). On the other hand, SC values for
cyclosporine and ceftazidime are considerably greater
than expected from f, measurements. Hence, factors
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FIGURE 6.5 Relationship between free fraction (f,) and hemofiltration sieving
coefficient (SC) for selected drugs. The line of identity (dashed line) indicates what
would be expected if SC were equal to f;. (See text for further details.)

other than plasma protein binding may affect the
sieving of some drugs during hemofiltration (30).

Clearance by Continuous Hemodialysis

Some of the renal replacement therapies listed
in Table 6.2 incorporate continuous hemodialysis,
or a combination of continuous hemofiltration and
hemodialysis. Continuous hemodialysis differs impor-
tantly from conventional intermittent hemodialysis in
that the flow rate of dialysate is much lower than
is countercurrent blood flow through the dialyzer.
As a result, concentrations of many solutes in dialysate
leaving the dialyzer (Cp) will have nearly equilibrated
with their plasma concentrations in blood entering the
dialyzer (Cp) (16, 31). The extent to which this equili-
bration is complete is referred to as the dialysate
saturation (Sp) and is calculated as the following ratio:

Sp=Cp/Cp

In contrast with intermittent hemodialysis in which
dialyzer blood flow is rate limiting, diffusive drug
clearance during continuous renal replacement ther-
apy is limited by dialysate flow (Qp), which typi-
cally is only 25 mL/min. Accordingly, diffusive drug
clearance (CLp) is calculated from the equation:

CLp=0p-Sp (6.9)

Equation 6.9 is a nonmechanistic description of clear-
ance that does not incorporate the factors of molecular

size or protein binding that account for incomplete
equilibration of plasma and dialysate solute concentra-
tions. Dialysate saturation also becomes progressively
less complete as dialysate flow approaches blood
flow (16).

Extracorporeal Clearance during
Continuous Renal Replacement Therapy

Extracorporeal clearance during continuous renal
replacement therapy (CLgc) can be regarded as the
sum of convective and hemodialytic clearance (16, 31):

CLgc =SC-UFR+Qp - Sp (6.10)

Because solute diffusivity decreases with increasing
molecular weight, diffusion becomes relatively ineffi-
cient even with large-pore hemofilter membranes and
convection becomes the primary mechanism involved
in the extracorporeal clearance of vancomycin (MW:
1448Da) and other high molecular weight drugs (22).
Unfortunately, ultrafiltration rate (UFR) tends to
decrease with time, falling rather rapidly during the
first 6 hours of therapy and reaching about half of
its original value in approximately 20 hours (16).
Conversely, drug adsorption to the dialyzer mem-
brane may decrease during therapy, resulting in an
increase in the sieving coefficient (SC) (32). For these
reasons, estimates of extracorporeal drug clearance
during continuous renal replacement therapy are most
reliable when made from measurements of drug
recovery in dialysate, as discussed for conventional
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hemodialysis. Where the total volume of dialysate
recovered during the treatment time () is Vyr, extra-
corporeal clearance of drug from plasma can be calcu-
lated as follows:

Cp-Vur
ClLre = ———— 6.11
EC Cp ot (6.11)

By analogy with Equation 6.6, the contribution of
CLgc to total solute clearance during continuous renal
replacement therapy is given by

CLT = CLgc + CLg 4+ CLNR (6.12)

CLINICAL CONSIDERATIONS

From the clinical standpoint, the two main phar-
macokinetic considerations regarding renal replace-
ment therapy deal with the use of these therapeutic
modalities to treat drug toxicity and, more frequently,
the need to administer supplemental drug doses to
patients whose impaired renal function necessitates
intervention. The factors that determine the extent
of drug removal by renal replacement therapy are
summarized in Table 6.4. As yet, there has been no
attempt to analyze the interaction of all these factors
with sufficient rigor to provide precise guidelines for
clinical practice. However, extensive protein binding
and large distribution volume are the most important
factors limiting the extent to which most drugs are
removed by hemodialysis or hemofiltration. Accord-
ingly, neither conventional intermittent hemodialysis
nor continuous renal replacement therapy will signif-
icantly enhance the removal of drugs such as pheny-
toin, which is extensively bound to plasma proteins,
or digoxin, which has a large distribution volume.

TABLE 6.4 Factors Affecting the Extent of Drug
Removal by Renal Replacement Therapy

Characteristics of hemodialysis or hemofiltration
® Extracorporeal clearance (CLgc = CLp + CLyr)

® Duration of hemodialysis or hemofiltration

Patient characteristics

® Distribution volume of drug

® Drug binding to plasma proteins

® Drug partitioning into erythrocytes

® Reduction in intercompartmental clearance

Reduction in intercompartmental clearance during
hemodialysis may result in a greater than expected
decrease in drug concentrations in plasma and rapidly
equilibrating tissues, since hemodynamic changes
during hemodialysis may effectively sequester a
substantial amount of drug in skeletal muscle. This
tourniquet-like effect, and its persistence in the post-
dialysis period, may be useful in treating patients
with central nervous system or cardiovascular toxic
reactions to drugs (33). Although intercompartmen-
tal clearance has not been studied during contin-
uous renal replacement therapy, these modalities
produce less hemodynamic instability and would be
expected to provoke a smaller cardiovascular homeo-
static response.

Drug Dosing Guidelines for Patients
Requiring Renal Replacement Therapy

Drug doses need to be increased or supplemented
for patients requiring renal replacement therapy only
if CLpc, representing extracorporeal clearance from
either intermittent hemodialysis or continuous renal
replacement therapy, is substantial when compared to
CLr + CLnr (Equation 6.12). Levy (34) has proposed
that supplementation is needed only when CLgc is
greater than 30% of CLg + CLnr. Several approaches
will be considered that can be used to make appropri-
ate drug dose adjustments for patients requiring renal
replacement therapy.

Perhaps the simplest approach is to guide dosage
using standard reference tables, such as those pub-
lished by Aronoff and colleagues (35). These tables
are based on published literature and suggest drug
dose reductions for patients with various levels of
renal impairment, as well as for patients requir-
ing conventional hemodialysis, chronic ambulatory
peritoneal dialysis, and continuous renal replace-
ment therapy. Although fewer data are available
for patients treated with continuous renal replace-
ment therapy than for those treated with conventional
intermittent hemodialysis, UFR generally ranges from
10 to 16 mL/min during hemofiltration without extra-
corporeal blood pumping and from 20 to 30 mL/min
when blood pumps are used (21). Accordingly, for
many drugs, the dose recommendation for patients
treated with continuous renal replacement therapy
is considered simply to be that which is appropri-
ate for patients with a glomerular filtration rate of
10-50 mL/min.

A second approach is to calculate supplemental
doses to replace drug lost during hemodialysis or con-
tinuous renal replacement therapy by directly mea-
suring drug loss by extracorporeal removal or by
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estimating this loss from drug levels measured in
plasma (21, 23). It is relatively easy to make repeated
plasma level measurements of some drugs, and to use
these to refine supplemental dose estimates. In this
case, the supplemental dose (Ds,;) can be estimated
from a plasma level measured at the conclusion of
dialysis, or at a convenient interval during continuous
renal replacement therapy (Cyeasured):

DS”P = (Ctarget - Cmeusured) Vy (6.13)

When used in the setting of intermittent hemodialysis,
this method is likely to overestimate the supple-
mental dose that is needed, because drug redistri-
bution to the intravascular space from the periphery
is slowed by the marked hemodynamic changes
that occur during hemodialysis and persist for some
time afterwards (12). For example, Pollard et al. (36)
reported that the postdialysis rebound in serum van-
comycin concentrations following high-flux hemodial-
ysis ranged from 19 to 60% of the intradialytic
concentration drop and did not peak for an aver-
age of 6 hours (range: 1-12hr). Although the most
reliable estimate of extracorporeal drug loss is based
on actual measurement of the drug that is removed
in dialysate, it is often inconvenient to measure large
volumes of dialysate, and many routine drug assay
laboratories are not prepared to assay drug concentra-
tions in this fluid. On the other hand, Equation 6.13
provides a reasonably reliable guide to drug dosing
during continuous renal replacement therapy because
hemodynamic changes are minimized and the rate of

drug removal by these modalities is usually less than
the rate of drug redistribution from the periphery.

A third approach is to use the principles discussed
previously to calculate a maintenance dose multipli-
cation factor (MDMF) that can be used to augment
the dose that would be appropriate in the absence of
renal replacement therapy (32). For continuous renal
replacement therapy, MDMF is given simply by the
following ratio of clearances:

CLgc + CLg + CLNR

MDMF =
CLg + CLNR

(6.14)

The relative time on (ton) and off (torr) extracor-
poreal therapy during a dosing interval also must be
taken into account for conventional hemodialysis and
other intermittent interventions. In this situation:

CLgc +CLg + CLNR) ton + (CLR + CLNR) tOFF
(CLg + CLNR) (ton + torF)

CL t
MDMF=< EC )( ON )+1
CLgr + CLNR toN + torF

Estimates of MDMF for several drugs are listed in
Table 6.5. With the exception of vancomycin, base-
line drug clearance values for functionally anephric
patients (CLgpepp,) are taken from either the intermit-
tent hemodialysis or the continuous renal replacement
references that are cited. In the first 2 weeks after
the onset of acute renal failure, vancomycin CLaneph
falls from approximately 40 mL/min to the value of
6.0 mL/min that is found in patients with chronic renal
failure (37). This latter value is included in Table 6.5

MDMF = (

(6.15)

TABLE 6.5 Estimated Drug Dosing Requirements for Patients Requiring Renal Replacement Therapy*

Intermittent hemodialysis

Continuous renal replacement therapy

CL(uneph) CLp

UFR CLyr CLyp CLgc

Drug (mL/min) Mode (mL/min) MDMF Ref. Mode SC  (mL/min) (mL/min) (mL/min) (mL/min) MDMF Ref.
Ceftazidime 11.2 HD 43.6 1.6 38 CAVHD 0386 7.5 6.5 6.6 13.1 22 26
Ceftriazone 7.0 HD 11.8 1.0 39 CVVH 0.69 24.1 16.6 — 16.6 3.4 27
Ciprofloxacin 188° HD 40.0 1.0 40 CAVHD/ 076 72 4.8 73 12.1 2.4 28
CVVHD
Cyclosporine 463 HD 0.31 1.0 41 CAVH 0.58 44 2.6 — 2.6 1.0 29
Gentamicin 15.3 HFD 116 2.0 4 CAVHD — — — — 5.2 13 47
Phenytoin 83°¢ HD 12.0 1.0 43 CAVH 0.36 2.8 1.0 — 1.0 1.0 25
Theophylline 57.4 HD 77.9 1.1 4 CAVHD — — 23.3 — 23.3 14 46
Vancomycin 6 HFD 106 3.9 45 CVVH 0.89 26.2 23.3 — 23.3 4.9 48

7 See Table 6.2 for mode abbreviations; MDMF, maintenance dose multiplication factor.
b Calculated from CL/ F, with F assumed to be 60% as in normals.
¢ Elimination of this drug follows Michaelis-Menten kinetics. Apparent clearance will be lower when plasma levels are higher than those
obtained in this study.
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(the abbreviations used for treatment modality were
defined in Table 6.2). In the studies of intermittent
hemodialysis, CLgc was calculated by the recovery
method except for the studies of ceftazidime (38), cef-
triaxone (39), and ciprofloxacin (40), in which this
clearance was estimated from the reduction in elimina-
tion half-life during dialysis. Equation 6.15 was used
to estimate MDMF for a dialysis time of 4 hours during
a single 24-hour period. In the studies of continuous
renal replacement therapy, CLgc was calculated from
drug recovery in ultrafiltrate/dialysate in all but
the case report of theophylline removal by con-
tinuous arteriovenous hemodialysis (CAVHD) (46).
In this study, CLgc was estimated from the change
in theophylline clearance before and during extracor-
poreal therapy. Dialysate flow also was not specified
in this report. However, the CLgc values for cef-
tazidime (26), ciprofloxacin (28), and gentamicin (47)
all were obtained with a dialysate flow rate of 1L/hr.
Estimates of MDMF were made from Equation 6.14.
It is apparent from Table 6.5 that drug dose adjust-
ments generally are required more frequently for
patients receiving continuous renal replacement ther-
apy than for those requiring intermittent hemodialysis.
In addition, it is evident that drug dosing need not be
altered with any modality for phenytoin, cyclosporine,
and other drugs that are extensively bound to plasma
proteins. As in treating other patients with impaired
renal function, maintenance drug doses for patients
receiving renal replacement therapy can be adjusted
by increasing the dosing interval as well as by reduc-
ing the drug dose. An estimate of the increased dosing
interval (') can be made by dividing the maintenance
dosing interval (r) by MDMF (32). Finally, it should be
noted that plasma level measurements of gentamicin,
theophylline, and vancomycin are routinely available
and can be used to provide a more accurate assessment
of dosing requirements when these drugs are used to
treat patients requiring renal replacement therapy.

Extracorporeal Therapy of Patients
with Drug Toxicity

Intensive supportive therapy is all that is required
for most patients suffering from dose-related drug
toxicity, and drug removal by extracorporeal meth-
ods generally is indicated only for those patients
whose condition deteriorates despite institution of
these more conservative measures (49). However, a
decision to intervene with extracorporeal therapy may
be prompted by other clinical and pharmacologic con-
siderations that are listed in Table 6.6. For example,
most intoxications with phenobarbital can be managed
by a combination of supportive care and minimization

TABLE 6.6 Considerations for Extracorporeal Treatment
of Drug Intoxications

General clinical considerations
® C(linical deterioration despite intensive supportive therapy

® Severe intoxication indicated by depression of midbrain
function or measured plasma or serum level

® Condition complicated by pneumonia, sepsis, or other
coexisting illness
Pharmacologic considerations
® Extracorporeal intervention can increase drug elimination
significantly
® Drug clearance is slow due to pharmacologic properties of
intoxicant or patient’s impaired renal or hepatic function

® Intoxicant has a toxic metabolite or has toxic effects that are
delayed

of renal tubular reabsorption of this drug by forced
diuresis and urine alkalinization. However, extracor-
poreal therapy is indicated if the serum phenobarbital
level exceeds 100 pg/mL (49).

A number of low molecular weight alcohols are
converted to toxic metabolites. For example, methanol
is converted by hepatic alcohol dehydrogenase to
formaldehyde and formic acid, which cause metabolic
acidosis and retinal injury (50, 51). Clinical evidence
of this toxicity is delayed for 12 to 18 hours, pro-
viding a therapeutic window for inhibiting methanol
metabolism. Ethyl alcohol has traditionally been used
to competitively inhibit alcohol dehydrogenase. How-
ever, ethyl alcohol must be infused continuously
in large fluid volumes that may be deleterious,
exhibits Michaelis-Menten elimination kinetics that
make appropriate drug dosing difficult, and depresses
the central nervous system, thus complicating patient
evaluation. Fomepizole (4-methylpyrazole) is a more
effective inhibitor of alcohol dehydrogenase that can
be administered at a convenient interval and does
not depress the central nervous system (51). Accord-
ingly, it has replaced ethyl alcohol as the standard of
care in managing patients who have ingested either
methanol or ethylene glycol. Despite this therapeu-
tic advance, hemodialysis, which effectively removes
both methanol and its toxic metabolites, continues to
be indicated when plasma or serum methanol levels
exceed 50 mg/dL (49, 51). Because clinical risk is more
specifically related to the presence of serum formate,
formate levels in excess of 20 mg/dL also may be
helpful in indicating the need for hemodialysis (52).

Although hemodialysis is effective in remov-
ing phenobarbital, methanol, and other low molec-
ular weight compounds that have a relatively
small distribution volume and are not extensively
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protein bound, the technique of hemoperfusion has
greater efficiency in treating patients with a wide range
of intoxications (49, 50). Hemoperfusion entails pas-
sage of blood in an extracorporeal circuit through
a sorbent column of activated charcoal or resin.
Because hemoperfusion relies on the physical process
of adsorption and the blood comes in direct contact
with sorbent particles, it is not limited in its efficiency
by protein binding, and compounds with molecular
masses as high as 40 kDa can be adsorbed. Several
common intoxicants are listed in Table 6.7 along with
the relative efficiency with which they can be removed
by hemodialysis and hemoperfusion. Additional prac-
tical considerations are that only hemodialysis may be
available in certain clinical settings and that hemodial-
ysis also provides an opportunity to correct acidosis
and electrolyte imbalances that may occur with some
intoxications.

Complications of hemoperfusion include platelet
and leukocyte depletion, hypocalcemia, and a mild
reduction in body temperature (50). In many
cases, these complications are outweighed by the
fact that intoxicants are removed more rapidly
by hemoperfusion than by hemodialysis. However,
an additional consideration is that hemoperfusion
clearance tends to decline during therapy as column
efficiency declines, presumably reflecting saturation
of adsorbent sites (53). In addition, intercompartmen-
tal clearance from skeletal muscle and other slowly
equilibrating tissues can limit the extent of drug
removal by hemoperfusion and result in a rebound
of blood levels and possible toxicity at the con-
clusion of this procedure (54). In some instances,
alternative therapies have been developed that are
even more efficient than hemoperfusion. For example,

TABLE 6.7 Comparison of Hemodialysis and
Hemoperfusion Efficiency”

Charcoal Resin

Intoxicant Hemodialysis hemoperfusion hemoperfusion
Acetaminophen 44t ++ 4t
Acetylsalicylic ++ ++ —

acid
Amobarbital ++ ++ a4
Phenobarbital ++ ++ a4
Theophylline ++ + 4+ a4
Tricyclic ++ ++ +++

antidepressants

% Calculated for blood flow of 200 mL/min [based on data from
Winchester JF (50)].
b4 +; Extraction ratio 0.2-0.5; + + +, extraction ratio >0.5.

digoxin-specific antibody fragments (Fab) now are
available for treating severe intoxication with either
digoxin or digitoxin (55). In most patients, initial
improvement is observed within 1 hour of Fab admin-
istration and toxicity is resolved completely within
4 hours.
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Effect of Liver Disease on Pharmacokinetics
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HEPATIC ELIMINATION OF DRUGS

Hepatic clearance (CLy) may be defined as the vol-
ume of blood perfusing the liver that is cleared of drug
per unit time. Usually, hepatic clearance is equated
with nonrenal clearance and is calculated as total body
clearance (CLg) minus renal clearance (CLg):

CLy = CLg — CLg (7.1)

Accordingly, these estimates may include a compo-
nent of extrahepatic nonrenal clearance.

The factors that affect hepatic clearance include
blood flow to the liver (Q), the fraction of drug not
bound to plasma proteins (f,), and intrinsic clearance
(CLjnp) (1, 2). Intrinsic clearance is simply the hepatic
clearance that would be observed in the absence of
blood flow and protein binding restrictions. As dis-
cussed in Chapter 2, hepatic clearance usually can be
considered to be a first-order process. In those cases,
intrinsic clearance represents the ratio of Vy;ax /Ky, and
this relationship has been used as the basis for cor-
relating in vitro studies of drug metabolism with in
vivo results (3). However, for phenytoin and several
other drugs, the Michaelis-Menten equation is needed
to characterize intrinsic clearance.

The well-stirred model, shown in Figure 7.1, is the
model of hepatic clearance that is used most com-
monly in pharmacokinetics. If we apply the Fick equa-
tion (see Chapter 6) to this model, hepatic clearance
can be defined as follows (2):

Cv}
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Cy—
Ca

CLy=Q |: (7.2)
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The ratio of concentrations defined by the terms within
the brackets is termed the extraction ratio (ER). An
expression for the extraction ratio also can be obtained
by applying the following mass balance equation to the
model shown in Figure 7.1:

V(dC,/dt) = QC, — QC, _fuCLintCZJ

At steady state,

Q (Cu - Cv) = fuCLinth (7.3)
Also,
QG = (Q + fuCLint) Co (7.4)
since
Cu - Cy
ER =
Ca

Equation 7.3 can be divided by Equation 7.4 to define
extraction ratio in terms of Q, f,, and CLj;:

g — _JuClin
Q + fuCLint

By substituting this expression for extraction ratio into
Equation 7.2, hepatic clearance can be expressed as

fuClLint }
Q + fu CLint

Two limiting cases arise when f,CL;; << Q and
when f,CLi;y >> Q (2). In the former instance

(7.5)

CLy=Q |: (7.6)

Copyright © 2007 by Academic Press.
All rights of reproduction in any form reserved.
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FIGURE 7.1 The well-stirred model of hepatic clearance, in
which the liver is viewed as a single compartment having a vol-
ume (V) and blood flow (Q). Drug concentrations reaching the liver
via the hepatic artery and portal vein are designated by C,, and
those in emergent hepatic venous blood by Cy. Drug concentrations
within the liver are considered to be in equilibrium with those in
emergent venous blood. Intrinsic clearance (CL;,;) acts to eliminate
the fraction of drug not bound to plasma proteins (f;).

Equation 7.5 can be simplified to
CLy = fuCLjn (7.7)

Hepatic clearance is termed restrictive in this case,
since it is limited by protein binding. This situation is
analogous to the elimination of drugs by glomerular
filtration. Drugs that are restrictively eliminated have
extraction ratios < 0.3.

When f,CL;,;; >> Q, Equation 7.5 can be reduced to

CLy =Q (7.8)

In this case, hepatic clearance is flow limited, similar
to the renal tubular excretion of p-aminohippurate.
Because protein binding does not affect their clearance,
drugs whose hepatic clearance is flow limited are said
to be nonrestrictively eliminated and have extraction
ratios > 0.7.

In addition to the well-stirred model that is the
basis for Equation 7.6, several other kinetic models of
hepatic clearance have been developed (4). However,
the following discussion will be based on the relation-
ships defined by Equation 7.6, and the limiting cases
represented by Equations 7.7 and 7.8.

Restrictively Metabolized Drugs (ER < 0.3)

The product of f, and CL;,; is small relative to liver
blood flow (usually about 1500 mL/min) for drugs that
are restrictively metabolized. Although the extraction
ratio of these drugs is less than 0.3, hepatic metabolism
often constitutes their principal pathway of elimina-
tion and they frequently have long elimination-phase
half-lives (e.g., diazepam: t;,, = 43 hr). The hepatic
clearance of these drugs is affected by changes in their
binding to plasma proteins, by induction or inhibition

of hepatic drug-metabolizing enzymes, and by age,
nutrition, and pathological factors. However, as indi-
cated by Equation 7.7, their hepatic clearance is not
affected significantly by changes in hepatic blood flow.

Effect of Changes in Protein Binding
on Hepatic Clearance

It usually is assumed that the free drug con-
centration in blood is equal to the drug concentra-
tion to which hepatic drug-metabolizing enzymes are
exposed. Although protein binding would not be
anticipated to change hepatic clearance significantly
for restrictively metabolized drugs that have f, > 80%,
displacement of highly bound (f, < 20%) drugs from
their plasma protein binding sites will result in a sig-
nificant increase in their hepatic clearance. However,
steady-state concentrations of unbound drug will be
unchanged as long as there is no change in CL;y;.
This occurs in some drug interactions, as diagrammed
in Figure 7.2. This situation also is encountered in
pathological conditions in which plasma proteins or
plasma protein binding is decreased, as described
in Chapter 5 for phenytoin kinetics in patients with
impaired renal function. Since pharmacological effects

Q
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58 %
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FIGURE 7.2 Time course of an interaction in which warfarin, a
restrictively metabolized drug, is displaced from its plasma protein
binding sites. Although free warfarin concentrations rise initially
as a result of the interaction, they subsequently return to prein-
teraction levels. As a result, the increase in prothrombin time is
only transient. Because f; is increased, total (bound plus free)
warfarin levels remain depressed as long as treatment with the
displacing drug is continued. (Reproduced with permission from
Atkinson AJ Jr, Reidenberg MM, Thompson WL. Clinical pharma-
cology. In: Greenberger N, ed. MKSAP VI Syllabus. Philadelphia:
American College of Physicians; 1982. p. 85-96.)
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are related to concentrations of unbound drug, pure
displacement-type drug interactions put patients at
risk for only a brief period of time. Similarly, dose
adjustments are not needed for patients whose pro-
tein binding is impaired. In fact, as pointed out in
Chapter 5, measurement of total rather than unbound
drug levels in these patients actually may lead to
inappropriate dose increases.

Effect of Changes in Intrinsic Clearance
on Hepatic Drug Clearance

Both hepatic disease and drug interactions can alter
the intrinsic clearance of restrictively eliminated drugs.
Drug interactions will be considered in more detail
in Chapter 15. The effects of liver disease on drug
elimination will be discussed in the following sec-
tions. Although a number of probe drugs have been
used to characterize hepatic clearance, analysis of the
factors influencing the intrinsic clearance of drugs is
hampered by the fact that, in contrast to the use of
creatinine clearance to assess renal function, there are
no simple measures that can be applied on a routine
clinical basis to assess hepatic clearance.

Drugs with an Intermediate Extraction Ratio
(0.3 <ER < 0.7)

Few drugs exhibit an intermediate extraction
ratio. Evaluation of the hepatic clearance of these
drugs requires consideration of all of the parameters
included in Equation 7.6. Disease-associated or drug-
induced alterations in protein binding, hepatic blood
flow, or intrinsic clearance may alter hepatic clearance
significantly.

Nonrestrictively Metabolized Drugs (ER > 0.70)

The product of f, and CLj; is large relative
to liver blood flow for drugs that are nonrestric-
tively metabolized. These drugs characteristically have
short elimination-phase half-lives (e.g., propranolol:
t1y2 = 3.9 hr), and changes in hepatic blood flow
have a major effect on their hepatic clearance (Equa-
tion 7.8). Accordingly, hemodynamic changes, such
as congestive heart failure, that reduce liver blood
flow will reduce the hepatic clearance of these drugs
and may necessitate appropriate adjustments in intra-
venous dosage. Changes in hepatic blood flow will
also affect the first-pass metabolism of oral doses of
nonrestrictively metabolized drugs, but the effects of
this on patient exposure are not intuitively obvious.

First-Pass Metabolism

Because nonrestrictively metabolized drugs have
an extraction ratio that exceeds 0.7, they undergo
extensive first-pass metabolism, which reduces their
bioavailability after oral administration (Chapter 4).
If there is no loss of drug due to degradation or
metabolism within the gastrointestinal tract or to
incomplete absorption, the relationship between bio-
availability (F) and extraction ratio is given by the
following equation:

F=1-ER (7.9

Because Equation 7.8 implies that ER = 1 for non-
restrictively metabolized drugs, yet the oral route of
administration can be used for many drugs in this cat-
egory (e.g., F > 0 for morphine and propranolol), it is
apparent that Equation 7.9 represents only a rough
approximation. By using Equation 7.5 to substitute
for ER in Equation 7.9, we obtain a more precise
estimate of the impact of first-pass metabolism on
bioavailability:

Q

F=—"—
Q+fuCLint

(7.10)

Considering the case in which a drug is elimi-
nated only by hepatic metabolism, Equation 4.2 from
Chapter 4 can be rewritten as follows:

Doml -F=CLg - Aucoml

Using Equations 7.6 and 7.10 to substitute, respec-
tively, for CLy and F yields the result that

Doml = fuCLint . Aucoml (7.11)

It can be seen from Equation 7.11 that oral doses of
nonrestrictively metabolized drugs should not need
to be adjusted in response to changes in hepatic
blood flow. Equation 7.11 also forms the basis for
using AUC,,; measurements to calculate so-called
“oral clearance’’ as an estimate of f,CL;,;. However,
if renal excretion contributes to drug elimination, it
will reduce AUC,,,; and lead to overestimation of
fuCLiy: unless the contribution of renal clearance is
accounted for (2).

Biliary Excretion of Drugs

Relatively few drugs are taken up by the liver and
without further metabolism excreted into bile, which,
as an aqueous solution, generally favors excretion of
more water-soluble compounds (5). On the other hand,
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many polar drug metabolites, such as glucuronide
conjugates, undergo biliary excretion. In order for
compounds to be excreted in bile they must first
pass the fenestrated endothelium that lines the hepatic
sinusoids, then cross both the luminal and canalicu-
lar membrane surfaces of hepatocytes. Passage across
these two hepatocyte membrane surfaces often is facil-
itated by active transport systems, which will be
discussed in Chapter 14. Consequently, chemical struc-
ture, polarity, and molecular weight are important
determinants of the extent to which compounds are
excreted in bile. In general, polar compounds with a
molecular weight range of 500 to 600 Da are excreted
in bile, whereas those with a lower molecular weight
tend to be eliminated preferentially by renal excretion.
However, 5-fluorouracil has a molecular weight of
only 130 Da, yet is excreted in bile with a bile/plasma
concentration ratio of 2.0 (6). Nonetheless, biliary
excretion of parent drug and metabolites accounts
for only 2-3% of the elimination of an adminis-
tered 5-fluorouracil dose in patients with normal renal
function (7).

Compounds that enhance bile production stimu-
late biliary excretion of drugs normally eliminated by
this route, whereas biliary excretion of drugs will be
decreased by compounds that decrease bile flow or by
pathophysiologic conditions that cause cholestasis (8).
Route of administration may also influence the extent
of drug excretion into bile. Oral administration may
cause a drug to be extracted by the liver and excreted
into bile to a greater degree than if the intravenous
route were used.

Enterohepatic Circulation

Drugs excreted into bile traverse the biliary tract
to reach the small intestine, where they may be reab-
sorbed (5). Drug metabolites that reach the intes-
tine also may be converted back to the parent
drug and be reabsorbed. This is particularly true
for some glucuronide conjugates that are hydrolyzed
by B-glucuronidase present in intestinal bacteria. The
term enterohepatic circulation refers to this cycle in
which a drug or metabolite is excreted in bile and
then reabsorbed from the intestine either as the
metabolite or after conversion back to the parent drug.
Thus, enterohepatic cycling of a drug increases its
bioavailability, as assessed from the area under
the plasma-level-vs.-time curve, and prolongs its
elimination-phase half-life.

Studies in animals have demonstrated that biliary
clearance actually may exceed plasma clearance for
some drugs and in species with extensive entero-
hepatic circulation (9). Interruption of enterohepatic

circulation reduces both the area under the plasma-
level-vs.-time curve and the elimination-phase half-
life. Enterohepatic circulation also increases the total
exposure of the intestinal mucosa to potentially toxic
drugs. Thus, the intestinal toxicity of indomethacin is
most marked in those species that have a high ratio of
biliary to renal drug excretion (9).

Enterohepatic circulation may result in a second
peak in the plasma-level-vs.-time curve as shown
in Figure 7.3A. The occurrence of this large peak
of drug concentration in intestinal fluid appears to
reflect intermittent gallbladder contraction and pul-
satile delivery of drug-containing bile to the intestine,
because this double-peak phenomenon is not encoun-
tered in animal species that lack a gallbladder (10).
Realistic pharmacokinetic modeling of this process
entails incorporation of a variable lag-time interval
that can reflect intermittent gallbladder emptying, as
in Figure 7.3B. Cimetidine is typical of many drugs
that undergo enterohepatic circulation, in that sec-
ondary plasma concentration peaks occur after oral,
but not intravenous, administration (11). These sec-
ondary peaks were seen after meals in individuals who
were given cimetidine while fasting but were allowed
subsequent food intake that presumably triggered
gallbladder contraction and the discharge of drug-
containing bile into the small intestine. Secondary
peaks were not seen when cimetidine was admin-
istered intravenously or coadministered orally with
food. On the other hand, ranitidine differs from cime-
tidine and is unusual in that secondary peaks occur
after both intravenous and oral administration to fast-
ing patients who subsequently were fed, as shown
in Figure 7.3A (12). This difference reflects the fact
that cimetidine reaches the bile from the liver primar-
ily during first-pass transit via the portal circulation
(k7 in Figure 7.3B), whereas there is substantial hepatic
uptake of ranitidine from the systemic circulation
(ky, in Figure 7.3B).

EFFECTS OF LIVER DISEASE
ON PHARMACOKINETICS

Liver disease in humans encompasses a wide
range of pathological disturbances that can lead
to a reduction in liver blood flow, extrahepatic or
intrahepatic shunting of blood, hepatocyte dysfunc-
tion, quantitative and qualitative changes in serum
proteins, and changes in bile flow. Different forms
of hepatic disease may produce different alterations
in drug absorption, disposition, and pharmacologic
effect. The pharmacokinetic or pharmacodynamic con-
sequences of a specific hepatic disease may differ
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FIGURE 7.3 (A) Pharmacokinetic analysis of secondary plasma
concentration peaks following the oral and intravenous admin-
istration of 20-mg doses of ranitidine to a healthy subject. The
lines are based on the pharmacokinetic model (B) and represent
a least-squares fit of the plasma concentrations measured after the
intravenous (dashed line) and oral (solid line) doses. (B) Pharmacoki-
netic model used for the analysis of the enterohepatic cycling of
cimetidine and ranitidine. Drug enters the gallbladder via the liver,
for which a separate compartment is not required, either during first-
pass transit from the gut via the portal circulation (k7) or directly
from the systemic circulation (ky). The irregular discharge of drug-
containing bile from the gallbladder is indicated by the arrow (-6>)
going from gallbladder (GB) to gut. Drug distribution within the
body is modeled as a two-compartment system. (Reproduced with
permission from Miller R. ] Pharm Sci 1984;73:1376-9.)

among individuals or even within a single individual
over time. Each of the major determinants of hepatic
clearance, CL;y;, fu, Q, and vascular architecture may
be independently altered.

Although there are numerous causes of hepatic
injury, it appears that the hepatic response to injury
is a limited one and that the functional consequences
are determined more by the extent of the injury

than by the cause. At this time there is no generally
available test that can be used to correlate changes in
drug absorption and disposition with the degree of
hepatic impairment.

Acute Hepatitis

Acute hepatitis is an inflammatory condition of
the liver that is caused by viruses or hepatotoxins.
In acute viral hepatitis, inflammatory changes in the
hepatocyte are generally mild and transient, although
they can be chronic (chronic active hepatitis) and
severe, resulting in cirrhosis or death. Blaschke and
Williams and their colleagues (12-15) have con-
ducted informative studies of the effects of acute
viral hepatitis on drug disposition. These investiga-
tors used a longitudinal study design in which each
of a small number of patients was studied initially
during the time that they had acute viral hepati-
tis and subsequently after recovery (Table 7.1). The
drugs that were administered included phenytoin (12),
tolbutamide (13), warfarin (14), and lidocaine (15).
The most consistent significant finding was that the
plasma protein binding of both phenytoin and tolbu-
tamide was reduced during acute hepatitis. For both
drugs, this was partly attributed to drug displace-
ment from protein binding sites by elevated bilirubin
levels. As a result of these changes, the distribution
volume of phenytoin increased slightly during hepati-
tis (see Chapter 3). Although no significant change was
noted in the average values of either phenytoin CLy or
CLjyt, CLjys was reduced by approximately 50% in the
two patients with the greatest evidence of hepatocellu-
lar damage. On the other hand, the reduction in tolbu-
tamide binding to plasma proteins had no observable
effect on distribution volume or CL;,;; but did result
in an increase in CLy. No consistent changes were
observed in warfarin kinetics during acute viral hep-
atitis. However, prothrombin time was prolonged to a
greater extent than expected in two of the five patients,
reflecting impaired synthesis of Factor VII. Lidocaine
kinetics also were not altered consistently during acute
viral hepatitis, although clearance decreased in four of
the six patients who were studied.

In general, drug elimination during acute viral hep-
atitis is either normal or only moderately impaired.
Observed changes tend to be variable and related
to the extent of hepatocellular damage incurred.
If the acute hepatitis resolves, drug disposition returns
to normal. Drug elimination is likely to be impaired
most significantly in patients who develop chronic
hepatitis B virus-related liver disease, but even then
only late in the evolution of this disease (16).
This stands in marked contrast to the severity of
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TABLE 7.1 Pharmacokinetics of Some Drugs during and after Acute Viral Hepatitis

Su Va CLy CLint
During After During After During After
Drug During After L/kg (L/kg) (mL/hr/kg) (mL/hr/kg) (mL/hr/kg) (mL/hr/kg) Ref.
Phenytoin”? 0.126° 0.099 0.68? 0.63 0.0430 0.0373 0.352 0.385 12
Tolbutamide 0.087? 0.068 0.15 0.15 26" 18 300 260 13
Warfarin 0.012 0.012 0.09 0.21 6.1 6.1 519 514 14
Lidocaine 0.56 0.49 3.1 2.0 13.0 20.0 23.2¢ 40.8¢ 15

® A low dose of phenytoin was administered so that first-order kinetics would be approximated.

b Difference in studies during and after recovery from acute viral hepatitis was significant at P < 0.05 by paired t-test.
¢ Protein binding results for individual patients were not given, so CL;,; was estimated from average values.

acute hepatitis that can be caused by hepatotoxins.
For example, Prescott and Wright (17) found that liver
damage can occur within 2 to 3 hours after ingestion
of an acetaminophen overdose. The elimination-phase
half-life of acetaminophen averaged only 2.7 hours
in patients without liver damage, but ranged from
4.3 to 7.7 hours (mean = 5.8 hr) in four patients with
liver damage and from 4.3 to 13.9 hours (mean
7.7 hr) in three patients with both liver and kidney
damage resulting from acetaminophen toxicity. These
authors observed that a fatal outcome was likely in
patients whose acetaminophen elimination half-life
exceeded 10 to 12 hours.

Chronic Liver Disease and Cirrhosis

Chronic liver disease is usually secondary to chronic
alcohol abuse or chronic viral hepatitis. Alcoholic liver
disease is most common and begins with the accumu-
lation of fat vacuoles within hepatocytes and hepatic
enlargement. There is a decrease in cytochrome 450
content per weight of tissue, but this is compensated
for by the increase in liver size so that drug metabolism
is not impaired (18). Alcoholic fatty liver may be
accompanied or followed by alcoholic hepatitis, in
which hepatocyte degeneration and necrosis become
evident. In neither of these conditions is there signifi-
cant diversion of blood flow past functioning hepato-
cytes by functional or anatomic shunts.

Cirrhosis occurs most frequently in the setting of
alcoholic liver disease and represents the final com-
mon pathway of a number of chronic liver diseases.
The development of cirrhosis is characterized by the
appearance of fibroblasts and collagen deposition.
This is accompanied by a reduction in liver size and
the formation of nodules of regenerated hepatocytes.
As a result, total liver content of cytochrome P450 is
reduced in these patients. Initially, fibroblasts deposit
collagen fibrils in the sinusoidal space, including the

space of Disse (18). Collagen deposition not only
produces characteristic bands of connective scar tis-
sue but also forms a basement membrane devoid of
microvilli along the sinusoidal surface of the hepato-
cyte. The collagen barrier between the hepatocyte and
sinusoid, in conjunction with alterations in the sinu-
soidal membrane of the hepatocyte, results in func-
tional shunting of blood past the remaining hepatocyte
mass. This can interfere significantly with the hepatic
uptake of oxygen, nutrients, and plasma constituents,
including drugs and metabolites.

The deposition of fibrous bands also disrupts the
normal hepatic vascular architecture and increases
vascular resistance and portal venous pressure. This
reduces portal venous flow that normally accounts
for 70% of total liver blood flow (19). However, the
decrease in portal venous flow is compensated for by
an increase in hepatic artery flow, so that total blood
flow reaching the liver is maintained at the normal
value of 18 mL/min - kg in patients with either chronic
viral hepatitis or cirrhosis (20). The increase in portal
venous pressure also leads to the formation of extra-
hepatic and intrahepatic shunts. Extrahepatic shunting
occurs through the extensive collateral network that
connects the portal and systemic circulations (19).
Important examples include collaterals at the gastro-
esophageal junction, which can dilate to form varices,
and the umbilical vein. In a study of cirrhotic patients
with bleeding esophageal varices, an average of 70% of
mesenteric and 95% of splenic blood flow was found to
be diverted through extrahepatic shunts (21). Intrahep-
atic shunting results both from intrahepatic vascular
anastamoses that bypass hepatic sinusoids and from
the functional sinusoidal barrier caused by collagen
deposition. Iwasa et al. (20) found that the combination
of anatomic and functional intrahepatic shunting aver-
aged 25% of total liver blood flow in normal subjects,
but was increased to 33% in patients with chronic viral
hepatitis and to 52% in cirrhotic patients.
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Pharmacokinetic Consequences
of Liver Cirrhosis

The net result of chronic hepatic disease that leads
to cirrhosis is that pathophysiologic alterations may
result in both decreased hepatocyte function, with as
much as a 50% decrease in cytochrome P450 con-
tent, and/or shunting of blood away from optimally
functioning hepatocytes. Accordingly, cirrhosis affects
drug metabolism more than does any other form of
liver disease. In fact, cirrhosis may decrease the clear-
ance of drugs that are nonrestrictively eliminated in
subjects with normal liver function, to the extent that
it no longer approximates hepatic blood flow but is
influenced to a greater extent by hepatic intrinsic clear-
ance (22). By reducing first-pass hepatic metabolism,
cirrhosis also may cause a clinically significant increase
in the extent to which nonrestrictively eliminated
drugs are absorbed.

Influence of Portosystemic Shunting

When portosystemic shunting is present, total hep-
atic blood flow (Q) equals the sum of perfusion flow
(Qp) and shunt flow (Qs). Portocaval shunting will
impair the efficiency of hepatic extraction and reduce
the extraction ratio, as indicated by the following
modification of Equation 7.5 (23).

ER — fuCLint . %
Q+fuCLiny  Q

The corresponding impact on hepatic clearance is
given by the following equation:

(7.12)

_ fuCLint
=0 gt 71

Because Q and Q, are both reduced in patients with
severe cirrhosis, in whom portocaval shunting is most
pronounced, hepatic clearance will be reduced more
for nonrestrictively than for restrictively metabolized
drugs.

Similarly, restrictively metabolized drugs exhibit
little first-pass metabolism even in patients with nor-
mal liver function, so portocaval shunting will have
little impact on drug bioavailability. On the other
hand, portocaval shunting will decrease the extraction
ratio and increase the bioavailability of nonrestric-
tively metabolized drugs as follows:

. fuCLint . %
Q+fuCLiny Q

For example, if the extraction ratio of a completely
absorbed but nonrestrictively metabolized drug

(7.14)

TABLE 7.2 Impact of Cirrhosis on Bioavailability and
Relative Exposure to Doses of Nonrestrictively
Eliminated Drugs

Absolute Relative exposure
bioavailability (Cirrhotics/control)
Drug Controls (%) Cirrhotics (%) IV Oral Ref.
Meperidine 48 87 1.6 3.1 24
Pentazocine 18 68 2.0 8.3 24
Propranolol 38 54 1.57 2.0 25

@ These estimates also incorporate the 55% increase in propran-
olol free fraction that was observed in cirrhotic patients.

decreases from 0.95 to 0.90, the bioavailability will
double from 0.05 to 0.10. Because this increase
in absorption is accompanied by a decrease in
elimination clearance, total exposure following oral
administration of nonrestrictively eliminated drugs
will increase to an even greater extent than
will the increase in bioavailability, as shown
in Table 7.2 for meperidine (24), pentazocine (24),
and propranolol (25). Cirrhosis also is associated
with a reduction in propranolol binding to plasma
proteins, so this also contributes to the increased
exposure following either intravenous or oral doses
of this drug (see the following section). Accord-
ingly, the relative exposure estimates for propra-
nolol in Table 7.2 are based on comparisons of area
under the plasma-level-vs.-time curve of non-protein-
bound plasma concentrations. The increase in drug
exposure resulting from these changes may cause
unexpected increases in intensity of pharmacologic
response or in toxicity when the usual doses of
these drugs are prescribed for patients with liver
disease.

Consequences of Decreased Protein Binding

Hypoalbuminemia frequently accompanies chronic
liver disease and may reduce drug binding to plasma
proteins (26). In addition, endogenous substances such
as bilirubin and bile acids accumulate and may dis-
place drugs from protein binding sites. Reductions
in protein binding will tend to increase the hepatic
clearance of restrictively metabolized drugs. For drugs
that have low intrinsic clearance and tight binding
to plasma proteins, it is possible that liver disease
results in a decrease in CL;;; but also an increase
in f,. The resultant change in hepatic clearance will
depend on changes in both these parameters. Thus,
hepatic disease generally produces no change in war-
farin clearance, a decrease in diazepam clearance, and
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an increase in tolbutamide clearance. However, as
discussed in Chapter 5, unbound drug concentrations
will not be affected by decreases in the protein bind-
ing of restrictively metabolized drugs. Therefore, no
dosage alterations are required for these drugs when
protein binding is the only parameter that is changed.

Although reduced protein binding will not affect
the clearance or total (bound plus free) plasma con-
centration of nonrestrictively eliminated drugs, it
will increase the plasma concentration of free drug.
This may increase the intensity of the pharmaco-
logical effect that is observed at a given total drug
concentration (26). Therefore, even in the absence of
changes in other pharmacokinetic parameters, a reduc-
tion in the plasma protein binding of nonrestrictively
eliminated drugs will necessitate a corresponding
reduction in drug dosage.

As previously discussed in the context of renal
disease (Chapter 5), reduced protein binding will
increase the distribution volume referenced to total
drug concentrations and this will tend to increase
elimination-phase half-life (26).

Consequences of Hepatocellular Changes

The liver content of cytochrome P450 enzymes is
decreased in patients with cirrhosis. In these patients,
intrinsic clearance is the main determinant of the sys-
temic clearance of lidocaine and indocyanine green,
two drugs that have nonrestrictive metabolism in
subjects with normal liver function. However, cirrho-
sis does not reduce the function of different drug-
metabolizing enzymes uniformly. As can be seen from
the results of the two in vitro studies summarized in
Table 7.3, CYP1A2 content is consistently reduced in
cirrhosis (27, 28). Significant reductions in CYP2E1
and CYP3A also have been found by some investi-
gators. Although CYP2C19 appears to be somewhat

TABLE 7.3 Differential Alterations of Cytochrome P450
Enzyme Content in Cirrhosis

Change in cirrhosis

Representative Guengerich George

Enzyme substrate and Turvy (27) et al. (28)
CYP1A2 Theophylline } 53%" b 71%b
CYP2C19 Omeprazole 1 95% 1 43%
CYP2E1 Acetaminophen 1 59%"* 1 19%
CYP3A Midazolam 1 47% 1 75%°

2P < 0.05.

b P < 0.005.

¢ P < 0.0005.

more resilient in these in vitro studies, content of
this enzyme was markedly reduced in patients with
cholestatic types of cirrhosis (28). More recent studies
in patients with liver disease, in whom the pres-
ence or absence of cholestasis was not noted, have
indicated that clearance of S-mephenytoin, a CYP2C19
probe, was decreased by 63% in cirrhotic patients with
mild cirrhosis and by 96% in patients with moder-
ate cirrhosis (29). On the other hand, administration
of debrisoquine to these patients indicated normal
function of CYP2D6. Glucuronide conjugation of mor-
phine, and presumably of other drugs, is relatively
well preserved in patients with mild and moderate
cirrhosis, but morphine clearance was 59% reduced in
patients whose cirrhosis was severe enough to have
caused previous hepatic encephalopathy (30).

USE OF THERAPEUTIC DRUGS IN
PATIENTS WITH LIVER DISEASE

A number of clinical classification schemes and lab-
oratory measures have been proposed as a means
of guiding dose adjustments in patients with liver
disease, much as creatinine clearance has been used
to guide dose adjustments in patients with impaired
renal function. The Pugh modification of Child’s clas-
sification of liver disease severity (Table 7.4) is the
classification scheme that is used most commonly in
studies designed to formulate drug dosing recom-
mendations for patients with liver disease (31, 32).
Because patients with only mild or moderately severe
liver disease usually are enrolled in these studies,
there are relatively few data from patients with severe
liver disease, in whom both pharmacokinetic changes
and altered pharmacologic response are expected to
be most pronounced. The administration of narcotic,
sedative, and psychoactive drugs to patients with
severe liver disease is particularly hazardous because
these drugs have the potential to precipitate life-
threatening hepatic encephalopathy.

Effects of Liver Disease on the
Hepatic Elimination of Drugs

Equation 7.13 emphasizes the central point that
changes in perfusion and protein binding, as well as
intrinsic clearance, will affect the hepatic clearance of
a number of drugs. The intact hepatocyte theory has
been proposed as a means of simplifying this com-
plexity (33). This theory is analogous to the intact
nephron theory (see Chapter 5) in that it assumes that
the increase in portocaval shunting parallels the loss
of functional cell mass, and that the reduced mass
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TABLE 7.4 Pugh Modification of Child’s Classification
of Liver Disease Severity?

TABLE 7.5 Correlation of Laboratory Test Results with
Impaired Hepatic Clearance?

Assigned score

Laboratory test

Assessment
parameters 1 Point 2 Points 3 Points Drug Enzyme(s) Albumin PT? Bilirubin
Encephalopathy grade 0 lor2 3or4 “A” CYP2C9 X
Ascites Absent Slight Moderate “B” Not given X
Bilirubin (mg/dL) 1-2 2-3 >3 Atorvastatin  CYP3A4 X X X
Albumin (g/dL) >3.5 2.8-35 <28 Lansoprazole CYP3A4 4 CYP 2C19 X
Prothrombin Time 1-4 4-10 >10

(seconds > control) ? Data from Bergquist et al. Clin Pharmacol Ther 1999;62:

Classification of clinical severity 365;76 @5).

- . . Prothrombin time.
Clinical severity Mild Moderate Severe
Total points 5-6 7-9 >9

Encephalopathy grade

Grade 0: Normal consciousness, personality, neurological
examination, EEG

Grade 1: Restless, sleep disturbed, irritable/agitated, tremor,
impaired handwriting, 5-cps waves on EEG

Grade 2: Lethargic, time-disoriented, inappropriate, asterixis,
ataxia, slow triphasic waves on EEG

Grade 3: Somnolent, stuporous, place-disoriented, hyperactive
reflexes, rigidity, slower waves on EEG

Grade 4: Unrousable coma, no personality /behavior,
decerebrate, slow (2-3 cps) delta waves on EEG

® Adapted from Pugh et al. Br J Surg 1973;60:646-9 (31), and
CDER, CBER. Guidance for industry. Rockville, MD: FDA; 2003 (32).
(Internet at http://www.fda.gov/cder/guidance/index.htm.)

of normally functioning liver cells is perfused nor-
mally. Other theories have been proposed to account
for the effects of chronic liver disease on hepatic drug
clearance and it currently is not clear which, if any,
of these theories is most appropriate (34). However,
what is apparent from studies in patients with sig-
nificantly impaired liver function is that the intrinsic
clearance of some drugs that normally are nonrestric-
tively metabolized is reduced to the extent that f,CL;;
now becomes rate limiting and clearance is no longer
approximated by hepatic perfusion rate (22). It also is
apparent from Equation 7.14 that the presence of por-
tosystemic shunting and hepatocellular damage will
significantly increase the bioavailability of drugs that
normally have extensive first-pass hepatic metabolism.

Correlation of Laboratory Tests with
Drug Metabolic Clearance

Bergquist et al. (35) presented examples in which
several laboratory tests that are commonly used to
assess liver function provide a more reliable indication
of impaired drug metabolic clearance than does the

Child-Pugh clinical classification scheme (Table 7.5).
Serum albumin concentrations were of greatest pre-
dictive value for two of the drugs shown in the table.
However, this marker was not correlated with the hep-
atic clearance of lansoprazole, and a combination of all
three laboratory tests was better correlated with hep-
atic clearance of atorvastatin than was serum albumin
alone. Serum concentrations of aspartate aminotrans-
ferase (AST) or alanine transaminase (ALT) were not
correlated with hepatic drug clearance, as might be
expected from the fact that these enzymes reflect hepa-
tocellular damage rather than hepatocellular function.

Use of Probe Drugs to Characterize
Hepatic Drug Clearance

A number of probe drugs have been administered
to normal subjects and to patients to evaluate hepatic
clearance. Quantitative liver function tests using probe
drugs can be categorized as either specific for a given
metabolic pathway or as more generally reflective of
hepatic metabolism, perfusion, or biliary function. An
example of the latter category is the aminopyrine breath
test, which is a broad measure of hepatic microsomal
drug metabolism, since aminopyrine is metabolized by
at least six cytochrome P450 enzymes (36). Other tests
in this category are the galactose elimination test, to mea-
sure cytosolic drug metabolism; sorbitol clearance, to
measure liver parenchymal perfusion; and indocyanine
green clearance, reflecting both parenchymal perfusion
and biliary secretory capacity. Figure 7.4 illustrates
the relationship between the degree of impairment in
these tests and the Child-Pugh class of liver disease
severity in patients with chronic hepatitis B and C (37).
These results indicate that hepatic metabolic capac-
ity is impaired before portosystemic shunting becomes
prominent in the pathophysiology of chronic viral hep-
atitis. However, these nonspecific tests are, by their
nature, of limited value in predicting the clearance of
a specific drug in an individual patient.
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FIGURE 7.4 Relationship between Child-Pugh stages of liver
disease severity and extent of impairment in antipyrine breath test
(ABT), galactose elimination capacity (GEC), sorbitol clearance, and
indocyanine green clearance (ICG). (Adapted from data published
by Herold C, Heinz R, Niedobitek G et al. Liver 2001;21:260-5.)

The monoethylglycinexylidide (MEGX) test is
an example of a test that specifically evaluates the
function of a single metabolic pathway. In this test,
a 1-mg/kg dose of lidocaine is administered intra-
venously and plasma concentrations of its
N-dealkylated metabolite, MEGX, are measured either
15 or 30 minutes later. Testa et al. (38) found that a
30-minute post-dose MEGX concentration of 50 ng/ml
provided the best discrimination between chronic
hepatitis and cirrhosis (sensitivity, 93.5%; specificity,
76.9%). These authors concluded that both hepatic
blood flow and the enzymatic conversion of lido-
caine to MEGX, initially thought to be mediated by
CYP3A4 but subsequently shown to be due primarily
to CYP1A2 (39), were well preserved in patients
with mild and moderate chronic hepatitis. However,
MEGX levels fell significantly in patients with cir-
rhosis and were well correlated with the clinical
stage of cirrhosis, as shown in Figure 7.5. Morphine,
S-mephenytoin, debrisoquin, and erythromycin have
been used as selective probes to evaluate, respec-
tively, glucuronidation and the CYP2C19, CYP2D6,
and CYP3A4 metabolic pathways in patients with dif-
ferent Child-Pugh classes of liver disease severity, and
these results are included in Figure 7.5 (29, 30, 38, 40).
To increase the efficiency of evaluating specific drug
metabolic pathways, the strategy has been devel-
oped of simultaneously administering a combination
of probes (41). As many as five probe drugs have
been administered in this fashion to provide a pro-
file of CYP1A2, CYP2E1, CYP3A, CYP2D6, CYP2C19,
and N-acetyltransferase activity (42). The method was

evaluated to exclude the possibility of a significant
metabolic interaction between the individual probes.
Although a number of different versions of the cock-
tail approach have been described, these all are too
cumbersome for routine clinical use (43). In addi-
tion, even when the metabolic pathway for a given
drug is known, prediction of hepatic drug clearance
in individual patients is complicated by the effects of
pharmacogenetic variation and drug interactions.

Effects of Liver Disease on the
Renal Elimination of Drugs

Drug therapy in patients with advanced cirrhosis is
further complicated by the fact that renal blood flow
and glomerular filtration rate are frequently depressed
in these patients in the absence of other known causes
of renal failure. This condition, termed the hepatore-
nal syndrome, occurs in a setting of vasodilation of the
splanchnic circulation that results in underfilling of the
systemic circulation. This activates pressor responses,
causing marked vasoconstriction of the renal circu-
lation (44). The functional nature of this syndrome
is indicated by the observations that it reverses fol-
lowing successful liver transplantation and is not
accompanied by significant histological evidence of
kidney damage.

Gines et al. (45) monitored 234 patients with cir-
rhosis, ascites, and a glomerular filtration rate (GFR)
of more than 50 mL/min. These authors found
that the hepatorenal syndrome developed within
1 year in 18%, and within 5 years in 39%, of these



Pharmacokinetic Effects of Liver Disease 83
" 100 <
Z 90 1 NS CYP2D6
\
g 701 ~  GLUCURONIDATION
N
%) | \
9 60 .
=z
= 50 A \
o (N
£ 40 - ~ CYP3A
\
2 30 - N
s \
g 20 - S
Z CYP2C19
s 101 CYP1A2
0 . . .
NORMAL MILD MODERATE  SEVERE

FIGURE 7.5 Schematic diagram showing the relationship between
Child-Pugh stages of liver disease severity and the intrinsic clearance of
drugs mediated by specific cytochrome P450 metabolic pathways. Esti-
mates for glucuronidation (30), CYP2D6 (29), CYP1A2 (38), CYP3A4 (40),
and CYP2C19 (29) pathways are based on the literature sources. The ery-
thromycin breath test was used to assess hepatic CYP3A in a study in
which no patients with mild liver disease were included, and results in
patients with moderate and severe liver disease were combined.

patients. Although the Pugh score was of no pre-
dictive value, high plasma renin activity, low serum
sodium concentrations, and small liver size were
independent predictors of the onset of this syndrome.
Baseline GFR also was of predictive value, but serum
creatinine and creatinine clearance, either measured
or calculated from the Cockcroft and Gault equation
(Chapter 1), overestimated renal function in this group
of patients (46). This overestimation reflects the fact
that the rate of creatinine synthesis is depressed in
these patients, so serum creatinine concentrations may
remain within the normal range even when inulin
clearance decreases to as low as 10 mL/min. As a
result, many patients with cirrhosis and ascites have
a normal serum creatinine concentration but a GFR of
less than 60 mL/min.

The need for caution in estimating drug dosage for
patients with the hepatorenal syndrome is exempli-
fied by carbenicillin, an antipseudomonal, semisyn-
thetic penicillin that is excreted primarily by the kid-
neys, with biliary excretion normally accounting for
less than 20% of total elimination. The decline in
renal function that is associated with severe liver dis-
ease prolongs the elimination half-life of this drug
from 1 hour in subjects with normal renal and liver
function to approximately 24 hours (47). Although
studies in patients with hepatorenal syndrome were
not reported, similar half-life prolongations have

been described in patients with combined renal and
hepatic functional impairment who were treated
with the newer but pharmacokinetically similar
antipseudomonal penicillins piperacillin (48) and
mezlocillin (49). Consequently, it is advisable to con-
sider reducing doses even for drugs that are eliminated
to a significant extent by renal excretion when treat-
ing patients with cirrhosis that is severe enough to be
accompanied by ascites.

Effects of Liver Disease on Patient Response

The relationship between drug concentration and
response also can be altered in patients with advanced
liver disease. Of greatest concern is the fact that
customary doses of sedatives may precipitate the dis-
orientation and coma that are characteristic of portal-
systemic or hepatic encephalopathy. Experimental
hepatic encephalopathy is associated with increased
y-aminobutyric acid-mediated inhibitory neurotrans-
mission, and there has been some success in using the
benzodiazepine antagonist flumazenil to reverse this
syndrome (50). This provides a theoretical basis for the
finding that brain hypersensitivity, as well as impaired
drug elimination, is responsible for the exaggerated
sedative response to diazepam that is exhibited by
some patients with chronic liver disease (51). Bakti
et al. (52) conducted a particularly well-controlled
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demonstration of benzodiazepine hypersensitivity by
showing that central nervous system (CNS) perfor-
mance in cirrhotic patients was impaired when com-
pared to subjects with normal liver function at a time
when plasma concentrations of unbound triazolam
were the same in both groups. Changes in the cere-
brospinal fluid (CSF)/serum concentration ratio of
cimetidine have been reported in patients with liver
disease, suggesting an increase in blood-brain barrier
permeability that also could make these patients more
sensitive to the adverse CNS effects of a number of
other drugs (53).

Although cirrhotic patients frequently are treated
with diuretic drugs to reduce ascites, they exhibit a
reduced responsiveness to loop diuretics that cannot
be overcome by administering larger doses. This pre-
sumably is related to the pathophysiology of increased
sodium retention that contributes to the development
of ascites (54). In addition, decreases in renal function,
which are often unrecognized in these patients (46),
may lead to decreased delivery of loop diuretics to
their renal tubular site of action. Because hyperaldo-
steronism is prevalent in these patients and spirono-
lactone is not dependent on glomerular filtration for
efficacy, it should be the mainstay of diuretic therapy
in this clinical setting (55).

When diuretic therapy does result in effective fluid
removal in cirrhotic patients, it is associated with a
very high incidence of adverse reactions. In one study
of diuretic therapy in cirrhosis, furosemide therapy
precipitated the hepatorenal syndrome in 12.8%, and
hepatic coma in 11.6%, of the patients (56). Although
daily doses of this drug did not differ, patients who
had adverse drug reactions received total furosemide
doses that averaged 1384 mg, whereas patients with-
out adverse reactions received lower total doses that
averaged 743 mg. Accordingly, when spironolactone
therapy does not provide an adequate diuresis, only
small frequent doses of loop diuretics should be added
to the spironolactone regimen (55). Cirrhotic patients
also appear to be at an increased risk of developing
acute renal failure after being treated with angiotensin-
converting enzyme inhibitors and nonsteroidal anti-
inflammatory drugs (57).

Modification of Drug Therapy
in Patients with Liver Disease

It is advisable to avoid using certain drugs in
patients with advanced liver disease. For example,
angiotensin-converting enzyme inhibitors and non-
steroidal anti-inflammatory drugs should be avoided
because of their potential to cause acute renal
failure. Paradoxically, administration of captopril

to cirrhotic patients with ascites actually impairs
rather than promotes sodium excretion (58). Since
coagulation disorders are common in patients with
advanced cirrhosis, alternatives should be sought for
therapy with B-lactam antibiotics that contain the
N-methylthiotetrazole side chain (e.g., cefotetan),
which inhibits y-carboxylation of vitamin K-dependent
clotting factors (57).

It also is prudent to reduce the dosage of a num-
ber of other drugs that frequently are used to treat
patients with liver disease (59). Particular attention
has been focused on drugs whose clearance is sig-
nificantly impaired in patients with moderate hepatic
impairment, as assessed in Table 7.4 (32). Even greater
caution should be exercised in using these drugs to
treat patients with severely impaired liver function.
Table 7.6 lists several drugs whose dose should be
reduced by 50% in treating patients with moderate
hepatic impairment. Most of the drugs in this table
have first-pass metabolism that is greater than 50% in
normal subjects but is substantially reduced when liver
function is impaired. Drug exposure to standard doses
is further increased by what is generally a substan-
tial decrease in elimination clearance. Although not
routinely evaluated in most studies of patients with
liver disease, drug binding to plasma proteins also
may be reduced in these patients and may con-
tribute to exaggerated responses to nonrestrictively

TABLE 7.6 Some Drugs Requiring at Least a 50% Dose
Reduction in Patients with Moderate Cirrhosis

Parameter values or
changes in cirrhosis

Drug F (%) F (%) Clearance Su Ref.

Analgesic drugs

Morphine 47 100 J 59% — 30

Meperidine 47 91 | 46% — 24

Pentazocine 17 71 1 50% — 24
Cardiovascular

drugs

Propafenone 21 75 1 24% 4 213% 60

Verapamil 22 52 1 51% No change 61

Nifedipine 51 91 | 60% 1 93% 62

Nitrendipine 40 54 J 34% 1 43% 63

Nisoldipine 4 15 1 42% — 64

Losartan 33 66 1 50% — 65-67
Other

Omeprazole 56 98 1 89% — 68

Tacrolimus 27 36 1 72% — 69, 70




Pharmacokinetic Effects of Liver Disease 85

metabolized drugs. Formation of pharmacologically
active metabolites is another complicating factor that
deserves consideration. For example, losartan has an
active metabolite, EXP3174, that is primarily respon-
sible for the extent and duration of pharmacological
effect in patients treated with this drug (65). Although
standard doses produce plasma concentrations of
losartan that are four to five times higher in patients
with cirrhosis than are those observed in normal sub-
jects, plasma levels of EXP3174 are only increased by a
factor of 1.5 to 2.0 (67). This provided the rationale for
reducing the usual losartan dose by only half in a trial
in which this drug was used to reduce portal pressure
in patients with cirrhosis and esophageal varices (71).

10.

11.

12.
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CHAPTER

8

Noncompartmental versus Compartmental
Approaches to Pharmacokinetic Analysis

DAVID M. FOSTER
University of Washington, Seattle, Washington

INTRODUCTION

From previous chapters, it is clear that the evalu-
ation of pharmacokinetic parameters is an essential
part of understanding how drugs function in the body.
To estimate these parameters, studies are undertaken
in which transient data are collected. These studies
can be conducted in animals at the preclinical level,
through all stages of clinical trials, and can be data
rich or sparse. No matter what the situation, there
must be some common means by which to commu-
nicate the results of the experiments. Pharmacokinetic
parameters serve this purpose. Thus, in the field of
pharmacokinetics, the definitions and formulas for
the parameters must be agreed upon, and the methods
used to calculate them understood. This understand-
ing includes assumptions and domains of validity, for
the utility of the parameter values depends upon them.
This chapter focuses on the assumptions and domains
of validity for the two commonly used methods —
noncompartmental and compartmental analysis. Com-
partmental models have been presented in earlier
chapters. This chapter expands upon this, and presents
a comparison of the two methods.

Pharmacokinetic parameters fall basically into two
categories. One category is qualitative or descriptive
in that the parameters are observational, requiring
no formula for calculation. Examples would include
the maximal observed concentration of a drug or the
amount of drug excreted in the urine during a given
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time period. The other category is quantitative. Quan-
titative parameters require a mathematical formalism
for calculation. Examples here would include mean
residence times, clearance rates, and volumes of distri-
bution. Estimation of terminal slopes would also fall
into this category. This chapter is concerned only with
parameters requiring a mathematical formalism.

The quantitative parameters require not only a
mathematical formalism but also data from which
to estimate them. As noted, the two most common
methods used for pharmacokinetic estimation are non-
compartmental and compartmental analysis. A com-
parison of the two methods has been given by
Gillespie (1). Comparisons regarding the two method-
ologies as applied to metabolic studies have been pro-
vided by DiStefano III (2) and Cobelli and Toffolo (3).
Covell et al. (4) have made an extensive theoretical
comparison of the two methods.

Under what circumstances can the two methods be
used to estimate the pharmacokinetic parameters of
interest? The answer to this question is the subject
of this chapter. To begin, one must start with a def-
inition of kinetics, since it is through this definition
that one can introduce mathematical and statistical
analyses to study the dynamic characteristics of a sys-
tem. This can be used to define specific parameters
of interest that can be estimated from data. From
the definition of kinetics, the types of equations that
can be used to provide a mathematical description of
the system can be given. The assumptions underlying

Copyright © 2007 by Academic Press.
All rights of reproduction in any form reserved.
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noncompartmental analysis and estimation techniques
for the different parameters for different experimen-
tal input—-output configurations can then be discussed.
One can then move to compartmental analysis and
understand that the models set in full generality are
very difficult to solve. With appropriate assumptions
that are commonly made in pharmacokinetic studies,
a simpler set of compartmental models will evolve.
These models are easy to solve, and it will be seen
that all parameters estimated using noncompartmental
analysis can be recovered from these compartmen-
tal models. Under conditions when the two methods
should, in theory, yield the same estimates, differences
can be attributed to the numerical techniques used
(e.g., sums of exponentials vs trapezoidal integration).
With this knowledge, the circumstances under which
the two methods will provide the same or different
estimates of the pharmacokinetic parameters can be
discussed. Thus, it is not the point of this chapter to
favor one method over another; rather, the intent is to
describe the assumptions and consequences of using
either method.

Most of the theoretical details of the material cov-
ered in this chapter can be found in Covell et al. (4),
Jacquez and Simon (5), and Jacquez (6). Of particu-
lar importance to this chapter is the material covered
in Covell et al. (4) in which the relationships between
the calculation of kinetic parameters from statistical
moments and the same parameters calculated from the
rate constants of a linear, constant-coefficient compart-
mental model are derived. Jacquez and Simon (5) dis-
cuss in detail the mathematical properties of systems
that depend upon local mass balance; this forms the
basis for understanding compartmental models and
the simplifications that result from certain assump-
tions about a system under study. Berman (7) gives
examples using metabolic turnover data, while the
examples provided in Gibaldi and Perrier (8) and
Rowland and Tozer (9) are more familiar to clinical
pharmacologists.

KINETICS, PHARMACOKINETICS, AND
PHARMACOKINETIC PARAMETERS

Kinetics and the Link to Mathematics

Substances in a biological system are constantly
undergoing change. These changes can include trans-
port (e.g., transport via the circulation or transport
into or out from a cell) or transformation (e.g., bio-
chemically changing from one substance to another).
These changes and the concomitant outcomes form the
basis for the system in which the substance interacts.

How can one formalize these changes, and, once
formalized, how can one describe their quantitative
nature? Dealing with these questions involves an
understanding and utilization of concepts related to
kinetics.

The kinetics of a substance in a biological sys-
tem are its spatial and temporal distribution in that
system. The kinetics are the result of several complex
events, including entry into the system, subsequent
distribution (which may entail circulatory dynam-
ics), transport into and from cells, and elimination
(which usually requires biochemical transformations).
Together these events characterize the substance and
the system in which it resides.

While the substance can be an element such as cal-
cium or zinc, or a compound such as amino acids,
proteins, or sugars that exist normally in the body,
in this chapter, it will be assumed to be a drug that
is not normally present in the system. Thus, in this
chapter, the pharmacokinetics of a drug is defined as its
spatial and temporal distribution in a system. Unlike
substances normally present, input of drugs into the
system occurs only from exogenous sources. In addi-
tion, unless otherwise noted, the system under con-
sideration will be the whole body. It should be noted
that this definition of pharmacokinetics differs some-
what from the more conventional definition given in
Chapter 1. The reason for this is seen in the following
section.

From the spatial component of the definition, loca-
tion in the system is important. From the temporal
component of the definition, it follows that the amount
of substance at a specific location is changing with
time. The combination of these temporal and spatial
components leads to partial derivatives,

ar’ A’ A a_ (81)
ot” ox 0y o0z

which, mathematically, reflect change in time and
space. Here t is time, and a three-dimensional loca-
tion in the system is represented by the coordinates
(x, v, 2).

If one chooses to use partial derivatives to describe
drug kinetics in the body, then expressions for each
of 9/dt, 8/dx, 3/dy, and 9/0z must be written. That is, a
system of partial differential equations must be speci-
fied. Writing these equations involves a knowledge of
physical chemistry, irreversible thermodynamics, and
circulatory dynamics. Such equations will incorporate
parameters that can be either deterministic (known) or
stochastic (contain statistical uncertainties). Although
such equations can be written for specific systems,
defining and then estimating the unknown parameters
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is in most cases impossible because of the difficulty in
obtaining sufficient data to resolve the spatial compo-
nents of the system. In pharmacokinetic applications,
partial differential equations are used to describe dis-
tributed systems models. Such models are discussed
in Chapter 9.

How does one resolve the difficulty associated with
partial differential equations? The most common way
is to reduce the system into a finite number of compo-
nents. This can be accomplished by lumping together
processes based upon time or location, or a com-
bination of the two. One thus moves from partial
derivatives to ordinary derivatives, where space is not
taken directly into account. This reduction in complex-
ity results in the compartmental models discussed later
in this chapter. The same lumping process also forms
the basis for the noncompartmental models discussed
in the next section, although the reduction is much
simpler than for compartmental models.

One can now appreciate why conventional defini-
tions of pharmacokinetics are a little different from
the definition given here. The conventional definitions
make references to events other than temporal and
spatial distribution. These events are, in fact, conse-
quences of a drug’s kinetics, and thus the two should
be separated. The processes of drug absorption, distri-
bution, metabolism, and elimination relate to param-
eters that can only be estimated from a mathematical
model describing the kinetics of the drug. The point is
that, to understand the mathematical basis of pharma-
cokinetic parameter estimation, it is necessary to keep
in mind the separation between kinetics per se and the
use of data to estimate pharmacokinetic parameters.

Using the definition of pharmacokinetics given in
terms of spatial and temporal distributions, one can
easily progress to a description of the underlying
assumptions and mathematics of noncompartmental
and compartmental analysis, and, from there, proceed
to the processes involved in estimating the phar-
macokinetic parameters. This will permit a better
understanding of the domain of validity of noncom-
partmental vs compartmental parameter estimation.

Pharmacokinetic Parameters

What is desired from the pharmacokinetic parame-
ters is a quantitative measure of how a drug behaves
in the system. To estimate these parameters, one must
design an experiment to collect transient data that can
then be used to estimate the parameters of interest.

To design such an experiment, the system must con-
tain at least one accessible pool; that is, the system must
contain a “pool” that is available for drug input and
data collection. As we will see, this pool must have

certain properties. If the system contains an acces-
sible pool, this implies that parts of the system are
not accessible for test input and/or data collection.
This divides the system into accessible and nonacces-
sible pools. A drug (or drug metabolite) in this pool
interacts with other components of the system. The
difference between noncompartmental and compart-
mental models is the way in which the nonaccessible
portion of the system is described.

The pharmacokinetic parameters defined in the fol-
lowing section characterize both the accessible pool
and the system parameters — that is, parameters that
characterize the accessible and nonaccessible pools
together. This situation is illustrated by the two models
shown in Figure 8.1. For example, Figure 8.1A could
describe the situation where plasma is the accessible
pool and is used for both drug input and sampling.
Figure 8.1B accommodates extravascular input (e.g.,
oral dosing or intramuscular injection) followed by
the collection of serial blood samples, but it can also
accommodate the situation where the input is intravas-
cular and only urine samples are collected. Thus, the
schematic in Figure 8.1 describes the experimental
situation for most pharmacokinetic studies.

Accessible Pool Parameters

The pharmacokinetic parameters descriptive of the
accessible pool are as follows (these definitions apply

(A) (B)

[ ]
- \ SYSTEM

SYSTEM

AP

| |

| |

FIGURE 8.1 (A) A system in which an accessible pool (AP) is
available for test input (bold arrow) and sampling (dashed line with
bullet). Loss of material from the system is indicated by the arrow
leaving the system box. Material exchanging between the acces-
sible pool and the rest of the system is indicated by the small
arrows leaving and entering the accessible pool. The pharma-
cokinetic parameters estimated from kinetic data characterize the
accessible pool and the system in which the accessible pool is embed-
ded. (B) A system in which there are two accessible pools, one that
is available for test input (bold arrow) and a second that is available
for sampling (dashed line with bullet); the test input is transported to
the second accessible pool as indicated by the transfer arrow. Other
transfer arrows are as explained in (A).
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to both noncompartmental and compartmental mod-
els; how they relate to the situation where there are two
accessible pools will be discussed for the individual
cases):

Volume of distribution: V, (units: volume). The vol-
ume of the accessible pool is a volume in which
the drug, upon introduction into the system, inter-
mixes uniformly (kinetically homogeneous) and
instantaneously.

Clearance rate: CL;(units: volume/time). This is the rate
at which the accessible pool is irreversibly cleared
of drug per unit time.

Elimination rate constant: k, (units: 1/time). This is the
fraction of drug that is irreversibly cleared from
the accessible pool per unit time. (In some litera-
ture, this is referred to as the fractional clearance or
fractional catabolic rate.)

Mean residence time: MRT, (units: time). This is the
average time a drug spends in the accessible pool
during all passages through the system before being
irreversibly cleared.

System Parameters

The pharmacokinetic parameters descriptive of the
system are as follows (although these definitions
apply to both noncompartmental and compartmen-
tal models, some modification will be needed for
two accessible pool models as well as compartmental
models):

Total equivalent volume of distribution: Vi (units: vol-
ume). This is the total volume of the system seen
from the accessible pool; it is the volume in which
the total amount of drug would be distributed,
assuming the concentration of material throughout
the system is uniform and equal to the concentration
in the accessible pool.

System mean residence time: MRT, (units: time). This
is the average time the drug spends in the system
before leaving the system for the last time.

Mean residence time outside the accessible pool: MRT,
(units: time). This is the average time the drug
spends outside the accessible pool before leaving
the system for the last time.

Bioavailability: F (units: dimensionless). This is the frac-
tion of drug that appears in a second accessible pool
following administration in a first accessible pool.

Absorption rate constant: k; (units: 1/time). This is the
fraction of drug that appears per unit time in a
second accessible pool following administration in
a first accessible pool.

Moments

Moments of a function will play an essential role in
estimating specific pharmacokinetic parameters. The
modern use of moments in the analysis of pharma-
cokinetic data and the notions of noncompartmental
or integral equation analysis can be traced to Yamaoka
et al. (10), although these authors correctly point out
that the formulas were known since the late 1930s.

The moments of a function are defined as follows
(how they are used will be described later): Suppose
C(t) is a real-valued function defined on the interval
[0, oo]; in this chapter, C(f) will be used to denote a
functional description of a set of pharmacokinetic data.
The zeroth, first, and second moments of C(t), denoted
So, 51, and Sy, are defined

Sy = / C()dt = AUC 8.2)
0

S = / b C(H dt = AUMC 8.3)
0

Sy, = / 2. C(t) dt (8.4)
0

In these equations, the first and second moments,
Sp and S, are also defined, respectively, as AUC, “area
under the curve,” and AUMC, “area under the first
moment curve.” AUC was introduced in the discus-
sion of bioavailability in Chapter 4, and it and AUMC
are the more common expressions in pharmacokinet-
ics and will be used in the following discussions. The
second moment, Sy, is rarely used and will not be
discussed in this chapter.

The following discussion will describe how AUC
and AUMC are estimated, how they are used to esti-
mate specific pharmacokinetic parameters (including
the assumptions), and what their relationship is to
specific pharmacokinetic parameters estimated from
compartmental models. Both moments, however, are
used for other purposes. For example, AUC acts as a
surrogate for exposure, and values of AUC from dif-
ferent dose levels of a drug have been used to justify
assumptions of pharmacokinetic linearity. These uses
will not be reviewed.

NONCOMPARTMENTAL ANALYSIS

Noncompartmental Model

The noncompartmental model provides a frame-
work to introduce and use statistical moment analysis
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(A)

FIGURE 8.2 The single (A) and two (B) accessible pool models.
See text for explanation.

to estimate pharmacokinetic parameters. There are
basically two forms of the noncompartmental model:
the single accessible pool model and the two accessible
pool model. These are schematized in Figure 8.2.

What is the relationship between the situation
described in Figure 8.1 and the two models shown
in Figure 8.2? Consider first the single accessible pool
model shown in Figure 8.2A. The accessible pool here,
denoted by the circle into which drug is input (bold
arrow) and from which samples are taken (dotted line
with bullet), is the same as that shown in the model
depicted in Figure 8.1A. The entire interaction of the
accessible pool with the rest of the system is indi-
cated by the looped arrow leaving and returning to the
accessible pool. This is called the recirculation-exchange
arrow, and encompasses all interactions the drug has
in the system outside of the accessible pool. Notice
that a drug introduced into this pool has two routes
by which it can leave the accessible pool. One is via
recirculation-exchange, and the other is via irreversible
loss, denoted by the arrow leaving the accessible pool.
As indicated in Figure 8.2A, drug can only enter
and leave the accessible pool. Drug can neither enter
nor leave the system along the recirculation-exchange
arrow. This is called the equivalent sink and source
constraint, and is fundamental in understanding the
domain of validity of the pharmacokinetic parameters
estimated from this model (2). The single accessible
pool model is used primarily when the accessible pool
is plasma, and the drug is administered directly into
plasma.

The situation depicted in Figure 8.2B, the two acces-
sible pool model, derives in a similar fashion from the
model shown in Figure 8.1B. The difference between
the single and two accessible pool models is as follows:
While both pools have recirculation-exchange arrows,
material can flow from pool 1 to pool 2. This model is
used to describe extravascular drug input, or the situ-
ation in which either plasma concentrations of a drug
and its metabolite are measured or both plasma and
urine data are collected.

Note that there is a dashed arrow from pool 2 to
pool 1 in Figure 8.2B. This indicates that exchange
can occur in this direction also. Although analysis of
this exchange is frequently incorporated in metabolic
kinetic studies, there are relatively few examples in
pharmacokinetics in which this has been studied. It is
essential to note that this arrow is not equivalent to
an arrow in a multicompartmental model! This arrow
represents transfer of material from pool 1 to pool 2
by whatever routes exist, and can be a composite of
many activities, including delays.

The two accessible pool model accommodates a
more complex experimental format than does the sin-
gle pool model. For example, one could have inputs
into both pools, and samples from both as well. How-
ever, in most pharmacokinetic studies with the two
accessible pool model, pool 2 is plasma and input is
only into pool 1. In this situation, the pharmacokinetic
parameters depend on bioavailability and can only be
estimated up to a proportionality constant, as is the
case with so-called oral clearance (CL/F), referred to as
relative clearance in this chapter.

Kinetic Parameters of the
Noncompartmental Model

The kinetic parameters of the noncompartmental
model are those defined previously for the accessible
pool and system. However, the formulas depend upon
the experimental protocol, especially on the mode of
drug administration. In this chapter, only the canonical
inputs will be considered, such as an intravenous bolus
(or multiple boluses) or constant infusion (or multiple
constant infusions). References will be given for those
interested in more complex protocols.

The relationships among the accessible pool param-
eters in the noncompartmental model are given in the
following equations:

ke =CLy/V, (8.5)
MRT, =1/k. (8.6)

Equation 8.5 can be rearranged to yield
ke-Va=CL, (8.5)

In addition, Equations 8.5 and 8.6 can be combined to
yield the more familiar

Va == MRTQ . CLQ (8.7)
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The relationships among the system parameters for
the noncompartmental model are

Vit = MRT; - CL, (8.8)
MRT, = MRT; — MRT, (8.9

The Single Accessible Pool Model

Assume a single bolus injection of drug whose
amount is denoted by d or a constant infusion of drug
whose infusion rate is u over the time domain [0, ¢].
Then,

Bolus Infusion
Vo= % V, = % (8.10)
CL, = A% CL, = % (8.11)
MRT; = AiILI;/éC MRT; = M (8.12)

In these formulas, C(0) is the concentration of drug in
the system at time zero, C(0) is the first derivative of
C(t) evaluated at time zero, and C is the steady-state
value for the concentration of drug in the accessible
pool following a constant infusion into that pool. The
remaining single accessible pool parameters, ke, Vi,
and MRT, can be calculated for either method of input
using Equations 8.5, 8.6, and 8.9.

Although these formulas are for the single-input
format, formulas also exist for generic inputs, includ-
ing multiple boluses or infusions. If u(t) is a generic
input function, the formulas for V,;, CL;, and MRT; are

)

§ = 8.13
C(0) ¢19
_Jo ubat
oo t-Chydr  [5° t-ut)dt
RT, = - 1
M AUC ~una 0P

What is the origin of these formulas? That is, how
are Equations 8.10-8.12 and 8.13-8.15 obtained? The
answer is not obvious. Weiss (11) presents an excellent
description of mean residence times and points out
that, besides an accessible pool that must be available
for test input and measurement, the system must be
linear and time invariant for the equations to be valid.

(The notions of linearity and time invariance will be
discussed in more detail later.) For a formal derivation
of these equations, the reader is referred to Weiss (11),
Covell et al. (4), or Cobelli ef al. (12). An understanding
of the derivations is absolutely essential to under-
standing the domain of validity of the pharmacokinetic
parameters obtained by noncompartmental methods,
no matter what method of evaluating the integrals or
extrapolations is employed.

The Two Accessible Pool Model

The two accessible pool model presents problems in
estimating the pharmacokinetic parameters character-
izing this situation. This is largely because the desired
parameters, such as clearance, volumes, and residence
times, cannot be estimated from a single-input-single-
output experiment with input into the first pool and
samples from the second pool. To deal with this situ-
ation, recall first the notion of absolute bioavailability
originally discussed in Chapter 4. Let D, be the total
dose of drug input into the first accessible pool, and
let Dyy be the dose into the second accessible pool,
assumed to be intravascular space. Let AUC{2} be the
area under the concentration-time curve in the sec-
ond accessible pool following the dose D, (this is
AUC,; in the notation of Chapter 4), and let AUCy
be the area under the concentration—time curve in the
second accessible pool following the bolus dose Dy
(in a separate experiment). The absolute bioavailability
is defined

_AUC{2} Dy

=———" (8.16)
AUCIV Dorul

The following parameters can be calculated from
data following a bolus injection into the first accessible
pool. Let CL{2} and V{2}, respectively, be the clearance
from and volume of the second accessible pool, and let
CL{2, rel} and V{2, rel} be the relative clearance from
and volume of the second accessible pool. Then

Jo° tC2Kbat

MRT{2, 1} = =5 8.17
= = coma ®:17)
_ CL{2} _ Dorar
CL{2, rel} = F = AUCE) (8.18)
V{2}

V(2 rel) = —= = CL{2, rel} - MRT{2, 1) (8.19)

MRT({2, 1} is the mean residence time of drug in the
second accessible pool following introduction of drug
into the first accessible pool.
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Clearly this situation is not as rich in informa-
tion as the single accessible pool situation. Of course,
the parameters CL{2} and V{2} can be calculated in
the event that F is known or when a separate intra-
venous dose is administered. Information on other
input formats or the situation when there is a two-
input—four-output experiment can be found in Cobelli
et al. (12).

Estimating the Kinetic Parameters
of the Noncompartmental Model

For the canonical input of drug, what information
is needed? For the bolus input, an estimate of the drug
concentration at time zero, C(0), is needed in order to
estimate V. For a constant infusion of drug, an esti-
mate of C(0) is needed to estimate V,;, and an estimate
of the plateau concentration, E, is needed to estimate
clearance and the system mean residence time.

The most important estimates, however, involve
AUC and AUMC. These integrals are from time zero to
time infinity whereas an experiment has only a finite
time domain [0, t,], where t,, is the time of the last mea-
surable datum. In addition, it is rarely the case that the
first datum is obtained at time zero. Hence, assuming
that the time of the first measurable datum is 1, one
must partition the integral as follows to estimate AUC
and AUMC:

t

e’} t n
AUC = f Ctydt = / "ewdt+ [ cwar
0 0]

5]

o]

+ C(t)dt (8.20)
tﬂ

t

AUMC:/ t-C(t)dt:/ t-C@)dt
0 0

tn o]
+ f FC(Hdt + / fChdt 821)
tl tn

Estimating AUC and AUMC Using Sums of
Exponentials

For the single accessible pool model, following
a bolus injection of amount D into the pool, the
pharmacokinetic data can be described by a sum of
exponentials equation of the general form shown in
Equation 8.22:

() = Ale_)”lt NS Ane_kft (8.22)

In this, and subsequent equations, the A; are called
coefficients and the A; are exponentials (in mathematical

parlance, they are called eigenvalues). Following a con-
stant infusion into the accessible pool, Equation 8.22
changes to Equation 8.23 with the restriction that the
sum of the coefficients equals zero, reflecting the fact
that no drug is present in the system at time zero.

Ct) = Ag + Are ™! .. + Aye™ (8.23)
Ag+A1+---+A,=0

What is the advantage of using sums of exponen-
tials to describe pharmacokinetic data in the situation
of the single accessible pool model following a bolus
injection or constant infusion? The reason is that the
integrals required to estimate the pharmacokinetic
parameters are very easy to calculate!

For the bolus injection, from Equation 8.22,

00 A A
AUC:[ Chdt =L ... 420 (8.24)
0 7\-1 7Ln
00 A A,
AUMC:/O tClhdt =34+ T2 (529)
1 n

In addition, for the bolus injection,
CO=A1+-+A, (8.26)

provides an estimate for C(0). Thus, with a knowl-
edge of the amount of drug in the bolus, D, all
pharmacokinetic parameters can be estimated.

For the constant infusion, the steady-state concen-
tration, E, can be seen from Equation 8.23 to equal Ay.
An estimate for C(0) can be obtained,

CO) = —A1M — - — Ay (8.27)

and since the estimate for C is Ay,

/ [E—C(t)]dt=é+~--+ﬁ (8.28)
0 M A

Thus, all the pharmacokinetic parameters for the con-
stant infusion can easily be estimated.

An advantage of using sums of exponentials is that
error estimates for all the pharmacokinetic parame-
ters can also be obtained as part of the fitting process;
this is not the case for most of the so-called numeri-
cal techniques (see the following section). In addition,
for multiple inputs (i.e., multiple boluses or infusions),
sums of exponentials can be used over each exper-
imental time period for a specific bolus or infusion,
recognizing that the exponentials, the A;, remain the
same. The reason is that the exponentials are system
parameters and do not depend on a particular mode
of introducing drug into the system (13).
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Estimating AUC and AUMC Using Other Functions

While sums of exponentials may seem the logical
function to use to describe C(t) and hence to estimate
AUC and AUMC, the literature is full of other recom-
mendations for estimating AUC and AUMC [see, for
example, Yeh and Kwan (14) or Purves (15)]. These
include the trapezoidal rule or the log-trapezoidal rule
or a combination of the two, splines, and Lagrangians,
among others. All result in formulas for calculations
over the time domain of the data, and are left with
the problem of estimating the integrals ft C (t) dt and

b > t.C(t)dt. The problem of estlmatmg f C(t)dt
and fél t - C(t) dt, and estimating a value for C(0), C(0),
or C, is rarely discussed.

There are two problems with this approach. First,
estimating AUMC is very difficult. While one hopes
that the experiment has been designed so that
Jo° C(b)dt contributes 5% or less to AUC, [, - C(t) dt
can contribute as much as 50% or more to AUMC.
Hence estimates of AUMC are subject to large errors.
The second problem is that it is extremely difficult to
obtain error estimates for AUC and AUMC that will
translate into error estimates for the pharmacokinetic
parameters derived from them. As a result, it is normal
practice in individual studies to ignore error estimates
for these parameters, and hence the pharmacokinetic
parameters that rely upon them. One tries to circum-
vent the statistical nature of the problem by conducting
repeated studies and basing the statistics on averages
and standard errors of the mean.

Estimating fti" C@t)dt and fti” t-C@t)dt

In what follows, some comments will be made on
the commonly used functional approaches to estimat-
ing fttl” C()dt and [* t-C(t)dt (ie., the trapezoidal
rule, or a combination of the trapezoidal and log-
trapezoidal rule) (15, 16). Other methods such as
splines and Lagrangians will not be discussed. The
interested reader is referred to Yeh and Kwan (14) and
Purves (15).

Suppose [(yops(ti), t)]_, is a set of pharmaco-
kinetic data. For example, this can be n plasma
samples starting with the first measurable sample
being at time #; and the last measurable sample
at time f,. If [t;_1, t;] is the ith interval, then the
AUC and AUMOC for this interval calculated using the
trapezoidal rule are

1
AUC;_ = E(yobs(ti) + Yobs (-1t — ti1))  (8.29)

(8.30)

For the log-trapezoidal rule, the formulas are

AUC! | = L
In []/obs(ti)/]/obs(ti—l)]
X (Yobs(t) + Yobs(ti—1)(ti — ti—1))  (8.31)
AUMC! | = L

In [yobs (ti)/yobs(ti—1 )]

X (i - Yobs() + ti1.Yops(ti) (i — ti_1))
(8.32)

One method by which AUC and AUMC can be esti-
mated from f; to f, is to use the trapezoidal rule and
add up the individual terms Alle_1 and AUMCﬁ_l
If one chooses this approach, then it is possible to
obtain an error estimate for AUC and AUMC using
the method proposed by Katz and D’Argenio (17).
Other approaches use a combination of the trapezoidal
and log-trapezoidal formulas. The idea here is that
the trapezoidal approximation is a good approxima-
tion when vy, (t) > yops (ti_1) (i.e,, when the data
are rising), and the log-trapezoidal rule is a better
approximation when yops(t) < yops(ti—1) (i.e., the data
are falling). The rationale is that the log-trapezoidal
formula takes into account some of the curvature
in the falling portion of the curve. If a combination
of the two formulas is used, it is not possible to
obtain an error estimate for AUC and AUMC from
t; to t, using the quadrature method of Katz and
D’ Argenio.

The software system WinNonlin (18) uses a combi-
nation of the trapezoidal and log-trapezoidal formulas
to estimate AUC and AUMC, and the formulas result-
ing from them. As a result, no statistical information
is available.

Extrapolating from t, to Infinity

One now has to deal with estimating ft:O C(t)dt and
flf;o t - C(t) dt. The most common way to estimate these
integrals is to assume that the data decay monoexpo-

nentially beyond the last measurement at time ¢,,. Such
a function can be written

y(t) = Aze (8.33)

Here the exponent A, characterizes the terminal decay
and is used to calculate the half-life of the terminal
decay

In(2)
t1/2 = r; (8.34)
Z
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Estimates for the integrals can be based on the last
datum [i.e., assuming the monoexponential decay is
from the last datum ypps (t4)]:

00
t
AUCextrap-dat =/ C) dt= yf)b}i—(n) (8.35)
ty z
00 . / ;
AUMCextrap—dat=/ £-C(t) dt = 1 Yobs(tn) +]/obs; n)
tn 7\42 7\.2
(8.36)

or from the model calculated “last datum”:

o0 Aze*)\ztn
Aucextrap-calc = / C(t) dt=——— (8.37)
tn 7\'2
o0 t,-A e_kztn
AI-H\/Icextrap—calc = / t-C(t) dt = Ll —
ty 7Mz
Aze*}\ztn
VA (8.38)

Z

There are a variety of ways that one can estimate 4.
Most rely on the fact that the last two or three data
decay exponentially, and thus Equation 8.33 can be
fitted to these data. Various options for including
or excluding other data have been proposed [e.g.,
Gabrielsson and Weiner (16), Marino et al. (19)]. These
will not be discussed here. What is certain is that
all parameters and area estimates will have statis-
tical information, since they are obtained by fitting
Equation 8.33 to the data.

It is of interest to note that an estimate for A,
could differ from A,, the terminal slope of a multi-
exponential function describing the pharmacokinetic
data. The reason is that all data are considered in
estimating A;; as opposed to a finite (terminal) subset
used to estimate A,. Thus, a researcher checking both
methods should not be surprised if there are slight
differences.

Estimating AUC and AUMC from 0 to Infinity

Estimating AUC and AUMC from zero to infinity is
now simply a matter of adding the two components
(i.e., the AUC and AUMC) over the time domain of
the data and the extrapolation from the last datum to
infinity. The zero-time value is handled in a number
of ways. For the bolus injection, it can be estimated
using a modification of the methodology used to esti-
mate A,. In this way, statistical information on C(0)
would be available. Otherwise, if an arbitrary value is
assigned, no such information is available.

Error estimates for the pharmacokinetic parame-
ters will be available only if error estimates for AUC
and AUMC are calculated. In general, this will not be
the case when numerical formulas are used over the
time domain of the data. Performing studies on sev-
eral individuals and obtaining averages and standard
errors of the mean on these individuals essentially begs
the question. With all the limitations, it is somewhat
surprising that sums of exponentials are not used as
the function of choice, especially since the canonical
inputs, boluses and infusions, are the most common
ways to introduce a drug into the system.

COMPARTMENTAL ANALYSIS

Definitions and Assumptions

As noted earlier in this chapter, it is very difficult
to use partial differential equations to describe the
kinetics of a drug. A convenient way to deal with this
situation is to lump portions of the system into discrete
entities and then discuss movement of material among
these entities. These lumped portions of the system
essentially contain the same material, whose kinetics
share a similar time frame. Thus, the lumping is a
combination of known physiology and biochemistry
on the one hand, and the time frame of a particular
experiment on the other.

Compartmental models are the mathematical result
of such lumping. A compartment is an amount of mate-
rial that is kinetically homogeneous. Kinetic homogene-
ity means that material introduced into a compartment
mixes instantaneously, and that each particle in the
compartment has the same probability as all other par-
ticles in the compartment of leaving the compartment
along the various exit pathways from the compart-
ment. A compartmental model consists of a finite num-
ber of compartments with specified interconnections,
inputs, and losses.

Let X;(t) be the mass of a drug in the ith com-
partment. The notation for input, loss, and transfers
is summarized in Figure 8.3. Because this notation
describes the compartment in full generality, it is a
little different from that used in earlier chapters. This
difference is necessary to understand how one passes
to the linear compartmental model. In Figure 8.3, the
rate constants describe mathematically the mass trans-
fer of material among compartments interacting with
the ith compartment (Fj; is the transfer of material
from compartment i to compartment j, Fj; is the trans-
fer of material from compartment j to compartment 1),
the new input Fjj (this corresponds to Xy in Chapter 4),
and loss to the environment F; from compartment i.
The mathematical expression describing the rate of
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FIGURE 8.3 The ith compartment of an n-compartment model.
See text for explanation.

change for X;(t) is derived from the mass balance
equation:

dX;(t) dX; < "
s Tt F.i—
dt dt Z "
j=0 j
I

F; (8.39)
0

There are several important features to understand
about the Fj; that derive from the fact that the com-
partmental model is being used to describe a biolog-
ical system, and hence conservation of mass must be
obeyed. First, the F ij must be nonnegative for all times ¢
(assumed to be between time zero and infinity). In fact,
the Fj; can be either stochastic (have uncertainty asso-
ciated with them) or deterministic (the form known
exactly). In this chapter, the F;; will be assumed to be
deterministic but can be functions of the X; and/or
time t. [Readers interested in stochastic compartmen-
tal models can find references to numerous articles in
Covell et al. (4)]. Second, as pointed out by Jacquez
and Simon (5), if X;=0, then F;;=0 for all j # i and
hence dX;/dt> 0. An important consequence of this,
as shown by these authors, is that the Fj;, with the
exception of Fjy which remains unchanged, can be
written

Fi(X, ps, )y =kii(X,p,1)- X;(1) (8.40)

The function Fjj is either a constant or a function of ¢
alone. The kj; written in this format are called the frac-
tional transfer functions. Equation 8.40 is a subtle but
important step in moving from the general compart-
ment model to the linear, constant-coefficient model
because it shows explicitly that the fractional transfers
can be functions and not necessarily constants, and
that, as functions, the mass terms can be split out

from the fractional transfer term. In Equation 8.40,
X=(Xj,...,Xy) is a notation for compartmental masses
(mathematically it is called a vector), p is a descriptor
of other elements such as blood flow, pH, and temper-
ature that control the system, and ¢ is time. Written in
this format, Equation 8.39 becomes

e nooo
d_tlz_ Z ki(X,p,t) | Xi(t)
j=0
i
n -
+Z kij(X,p,HX;(t)+Fig (8.41)
j=1
i
Define
- n -
kiX,p=—| > ki(X,p,t) (8.42)
=0
j#i
and write
ki ki - ki
kov ko - ko
knl an knn

where in Equation 8.43 the individual terms of the
matrix, for convenience, do not contain the (X,ﬁ,t).
The matrix K (i,ﬁ,t) is called the compartmental matrix.
This matrix is key to deriving many kinetic parame-
ters, and in making the link between compartmental
and noncompartmental analysis.

There are several reasons for going first to this
level of generality for the n-compartment model.
First, it points out clearly that the theories of non-
compartmental and compartmental models are very
different. While the theory underlying noncompart-
mental models relies more on statistical theory, espe-
cially in developing residence time concepts [see, e.g.,
Weiss (11)], the theory underlying compartmental
models is really the theory of ordinary, first-order dif-
ferential equations in which, because of the nature
of the compartmental model applied to biological
applications, there are special features in the theory.
These are reviewed in detail in Jacquez and Simon (5),
who also refer to the many texts and research articles
on the subject.

Second, this gets at the complexity involved in pos-
tulating the structure of a compartmental model to
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describe the kinetics of a particular drug. As illus-
trated by the presentation in Chapter 3, it is very
difficult to postulate a model structure in which the
model compartments have physiological relevance as
opposed simply to representing the mathematical con-
struct X;, especially when one is dealing with the
single-input-single-output experiment. Although the
most general compartmental model must be appreci-
ated in its potential application to the interpretation
of kinetic data, the fact is that such complex models
are not often used. Thus, the most common mod-
els are the linear, constant-coefficient compartmental
models described in the next section. In this discus-
sion, it also will be assumed that all systems are open
(i.e., drug introduced into the system will eventually
leave the system). This means that some special sit-
uations discussed by Jacquez and Simon (5) do not
have to be considered (i.e.,, compartmental models
with submodels from which material cannot escape).

Linear, Constant-Coefficient
Compartmental Models

Suppose the compartmental matrix is a constant
matrix (i.e., all kij are constants). In this situation, one
can write K instead of K(S(,f),t) to indicate that the
elements of the matrix no longer depend on (S(,ﬁ,t).
As will be seen, there are several important features
of the K matrix that will be used in recovering phar-
macokinetic parameters of interest. In addition, as
described in Jacquez and Simon (5) and Covell et al.
(4), the solution to the compartmental equations (a sys-
tem of linear, constant-coefficient equations) involves
sums of exponentials.

What is needed for the compartmental matrix to be
constant? Recall that the individual elements of the
matrix kl-]- (X,p,t) are functions of several variables. For

the k;; (i,ﬁ,t) to be constant, X and p must be constant
(actually this assumption can be relaxed, but for pur-
poses of this discussion, constancy will be assumed),
and the k; (f(,ﬁ,t) cannot depend explicitly on time
(i-e., the k; ()?,f?,t) are time invariant). Notice with this
concept that the time invariant k;; (5(,;3,1‘) can assume
different values, depending upon the constant values
for X and p. This leads naturally to the concept of the
steady state.

Under what circumstances are compartmental mod-
els linear, constant coefficient? This normally depends
upon a particular experimental design. The reason is
that most biological systems, including those in which
drugs are analyzed, are inherently nonlinear. How-
ever, the assumption of linearity holds reasonably
well over the dose range studied for most drugs,

and most pharmacokinetic studies have been carried
out under stable conditions of minimal physiological
perturbation.

Parameters Estimated from
Compartmental Models

Experimenting on Compartmental Models:
Input and Measurements

In postulating a compartmental model such as that
shown in Figure 8.4A, one is actually making a state-
ment concerning how the system is believed to behave.
To know if a particular model structure can predict
the behavior of a drug in the body, one must be able
to obtain kinetic data from which the parameters char-
acterizing the system of differential equations can be
estimated; the model predictions can then be com-
pared against the data. Experiments are designed to
generate the data; the experiment must then be repro-
duced on the model. This is done by specifying inputs
and samples, as shown in Figure 8.4B. More specifi-
cally, the input specifies the F;y terms in the differential
equations, and the samples provide the measurement
equations that link the model’s predictions, which are
normally in units of drug mass, with the samples,
which are usually in concentration units.

To emphasize this point, once a model structure is
postulated, the compartmental matrix is known, since
it depends only upon the transfers and losses. The
input, the Fjy, comes from the experimental input and
thus is determined by the investigator. In addition,
the units of the differential equation (i.e., the units
of the X;) are determined by the units of the input.
The point is that if the parameters of the model can be
estimated from the data from a particular experimental
design [i.e., if the model is a priori identifiable; see

FIGURE 8.4 (A) A compartmental model of drug behavior in
the body. (B) An experimental protocol on (A), showing drug
administration (bold arrow) and plasma sampling (dashed line with
bullet).
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Carson et al. (20), Cobelli et al. (12)], then the specific
form of the input is not important. Thus, the data from
a bolus injection or constant infusion should be equally
rich from an information point of view.

The final point to make in dealing with experiments
on the model relates to the measurement variable(s).
The units of the X; are determined by the experimen-
tal input vector, and are usually mass. The units of the
data are normally concentration. No matter what the
units of the data, there must be a measurement equa-
tion linking the X; involved in the measurement with
the data. For example, if the measurement was taken
from compartment 1 and the units of the data are con-
centration, one would need to write the measurement
equation

Cih=X1/V1 (8.44)

Here V7 is the volume of compartment 1, and is a
parameter to be estimated from the data.

Clearly, once a compartmental structure is postu-
lated, there are many experimental protocols and mea-
surement variables that can be accommodated. One
just needs to be sure that the parameters characterizing
the compartmental matrix, K, and the parameters char-
acterizing the measurement variables can be estimated
from the data generated by the experiment.

Nonlinearities in Compartmental Models

Some fractional transfer functions of compartmental
models may actually be functions, (i.e., the model may
actually be nonlinear). The most common example is
when a transfer or loss is saturable. Here a Michaelis—
Menten type of transfer function can be defined, as was
shown in Chapter 2 for the elimination of phenytoin.
In this case, loss from compartment 1 is concentration
dependent and saturable, and one can write

CLi=ko1-Vi=—+ (8.45)

where Vi and K;; are parameters that can be esti-
mated from the pharmacokinetic data. In the differen-
tial equation dX; /dt, this will result in the term

ko1 - Xy =— "y (8.46)

Another example of a function-dependent transfer
function was given in Chapter 6, in which hemo-
dynamic changes during and after hemodialysis
reduce intercompartmental clearance between the
intravascular space and a peripheral compartment, as
shown in Figure 6.3.

If one has pharmacokinetic data and knows that
the situation calls for nonlinear kinetics, then compart-
mental models, no matter how difficult to postulate,
are really required. Noncompartmental models cannot
deal with the time-varying situation.

Calculating Model Parameters from a
Compartmental Model

Realizing the full generality of the compartmen-
tal model, consider now only the limited situation
of linear, constant-coefficient models. What param-
eters can be calculated from a model? The answer
to this question can be addressed in the context of
Figure 8.5.

Model Parameters

Once a specific multicompartmental structure has
been developed to explain the pharmacokinetics of
a particular drug, the parameters characterizing this
model are the components of the compartmental
matrix, K, and the volume parameters associated
with the individual measurements. The components
of the compartmental matrix are the rate constants k;;.

SYSTEM

FIGURE 8.5 The system model shown on the right contains
an accessible pool embedded in an arbitrary multicompartmental
model, indicated by the shaded box. The drug can be introduced
directly into this pool, as indicated by the bold arrow. The drug
can also be introduced into a second compartment, indicated by the
circle in the small, shaded box on the left. Drug can move from
this compartment, as denoted by the arrow passing from the small,
shaded box, through the large box, into the accessible pool. The rate
is denoted k;. Material also can be lost from the small box; this is
denoted k,. Finally, material has two ways by which it can leave
the system. One is directly from the accessible pool, k, 4p, and the
other is from nonaccessible pools, denoted by the arrow leaving the
large box. That both small and large boxes exist in a larger system
is denoted by the ellipse surrounding the individual components of
the system. See text for additional explanation.
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Together, these comprise the primary mathematical
parameters of the model. The primary physiologi-
cal parameters of clearance and distribution volume
are secondary from a mathematical standpoint. For
this reason, the mathematical parameters of compart-
mental models need to be reparameterized in order
to recover these physiological parameters (e.g., see
Figure 3.8). Although this works relatively well for
simple models, it becomes a very difficult exercise once
one moves to more complex models.

The next question is whether the parameters char-
acterizing a model can be estimated from a set of
pharmacokinetic data. The answer to this question has
two parts. The first is called a priori identifiability. This
answers the question, “given a particular model struc-
ture and experimental design, if the data are ‘perfect,’
can the model parameters be estimated?” The second
part is a posteriori identifiability. This answers the ques-
tion, “given a particular model structure and a set
of pharmacokinetic data, can the model parameters
be estimated within a reasonable degree of statistical
precision?”

A priori identifiability is a critical part of model
development. While the answer to the question for
many of the simpler models used in pharmacoki-
netics is well known, the general answer, even
for linear, constant-coefficient models, is more diffi-
cult (12). Figure 8.6 illustrates the situation with some
specific model structures (A-F); the interested reader
is referred to Cobelli et al. (12) for precise details.

(D)

Model A is a standard two-compartment model with
input and sampling from a “plasma” compartment.
There are three ki]- and a volume term to be estimated.
This model can be shown to be a priori identifiable.
Model B has four k;; and a volume term to be estimated.
These parameters cannot be estimated from a single set
of pharmacokinetic data, no matter how information
rich they are. In fact, there are an infinite number of
values for the k;; and volume term that will produce
the same fit of the data. If one insists on using this
model structure, then some constraint will have to be
placed on the parameters, such as fixing the volume or
defining a relationship among the k;;. Model C, while
a priori identifiable, will have a different compart-
mental matrix from that of model A, and hence, as
discussed previously, some of the pharmacokinetic
parameters will be different for the two models.

Two commonly used three-compartment models
are shown in Figures 8.6D and E. Of the two
peripheral compartments, one exchanges rapidly and
one changes slowly with the central compartment.
Model D is a priori identifiable while model E is not.
Model E will have two different compartmental matri-
ces that will produce the same fit of the data. The
reason is that the loss is from a peripheral compart-
ment. Finally, model F, a model very commonly used
to describe the pharmacokinetics of drug absorption,
is not a priori identifiable. Again, there are two values
for the compartmental K matrix that will produce the
same fit to the data.

FIGURE 8.6 Examples of multicompartmental models. See text for explanation.
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A posteriori identifiability is linked to the theory
of optimization in mathematics because one normally
uses a software package that has an optimization
(data-fitting) capability in order to estimate parame-
ter values for a multicompartmental model from a set
of pharmacokinetic data. One obtains an estimate for
the parameter values, an estimate for their errors, and
a value for the correlation (or covariance) matrix. The
details of optimization and how to deal with the out-
put from an optimization routine are beyond the scope
of this chapter, and the interested reader is referred to
Cobelli et al. (12). The point to be made here is that
the output from these routines is crucial in assessing
the goodness-of-fit — that is, how well the model per-
forms when compared to the data — since inferences
about a drug’s pharmacokinetics will be made from
these parameter values.

Residence Time Calculations

The notion of residence times can be very important
in assessing the pharmacokinetics of a drug. The infor-
mation about residence times available from a linear,
constant-coefficient compartmental model is very rich,
and will be reviewed in the following comments.

Residence time calculations are a direct result
of manipulating the compartmental matrix K. Let
©®=—K~! be the negative inverse of the compartmen-
tal matrix, and let 19,7 be the ijth element of ®. The
matrix © is called the mean residence time matrix. The
following information given concerning the interpre-
tation of this matrix comes from Covell et al. (4) and
Cobelli et al. (12). Further detail is beyond the scope
of this chapter, and the interested reader is directed to
these two references.

As explained in Covell ef al. (4) and Cobelli et al.
(12), the elements of the mean residence time matrix
have important probabilistic interpretations. First, the
generic element 9;; represents the average time a drug
particle entering the system in compartment j spends
in compartment i before irreversibly leaving the sys-
tem by any route. Second, the ratio ¥;;/;;, i #j, equals
the probability that a drug particle in compartment j
will eventually reach compartment i. Finally, if a com-
partmental model has loss from a single compartment
only, say, compartment 1, then it can be shown that
ko1 =1/911. Clearly, if one is analyzing pharmacoki-
netic data using compartmental models in which the
K matrix is constant, this information can be critical in
assessing the behavior of a particular drug.

However, more can be said about the 131-]- that
is important in comparing compartmental and
noncompartmental models. Suppose there is a generic
input into compartment 1 only, Fig (remember, in this

situation F7p can be a function). Then it can be shown
that the area under X;(t), the drug mass in the ith
compartment, equals

o0 0
/ X;(t) deﬂﬂ/ Fip dt (8.47)
0 0
whence
Jo© Xi(t) dt
V=—— 8.48

More generally, suppose. Fjp is an arbitrary input
into compartment j, and X] (t) is the amount of drug in
compartment i following an initial administration in
compartment j. Then

e xlw at
" fo jo dt

This equation shows that ¥;; equals the area under the
model predicted drug mass curve in compartment i
resulting from an input compartment j, normalized to
the dose.

The use of the mean residence time matrix can be a
powerful tool in pharmacokinetic analysis with a com-
partmental model, especially if one is dealing with a
model of the system in which physiological and/or
anatomical correlates are being assigned to specific
compartments (2). Modeling software tools such as
SAAM 1II (21) automatically calculate the mean res-
idence time matrix from the compartmental matrix,
making the information easily available.

(8.49)

NONCOMPARTMENTAL VERSUS
COMPARTMENTAL MODELS

In comparing noncompartmental with compart-
mental models, it should now be clear that this is not a
question of declaring one method better than the other.
It is a question of (1) what information is desired from
the data and (2) what is the most appropriate method
to obtain this information. It is hoped that the reader
of this chapter will be enabled to make an informed
decision on this issue.

This discussion will rely heavily on the follow-
ing sources. First, the publications of DiStefano and
Landaw (22, 23) deal with issues related to compart-
mental versus single accessible pool noncompartmen-
tal models. Second, Cobelli and Toffolo (3) discuss the
two accessible pool noncompartmental model. Finally,
Covell et al. (4) provide the theory to demonstrate the
link between noncompartmental and compartmental
models in estimating the pharmacokinetic parameters.
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Models of Data vs Models of System

Suppose one has a set of pharmacokinetic data.
The question is how to obtain information from the
data related to the disposition of the drug in question.
DiStefano and Landaw (22) deal with this question
by making the distinction between models of data
and models of system. Understanding this distinction
is useful in understanding the differences between
compartmental and noncompartmental models.

As discussed, the noncompartmental model divides
the system into two components: an accessible pool
and nonaccessible pools. The kinetics of the nonacces-
sible pools are lumped into the recirculation-exchange
arrows. From this, as has been discussed, we can
estimate pharmacokinetic parameters describing the
accessible pool and system.

What happens in the compartmental model
framework? Here the most common way to deal with
pharmacokinetic data is to fit them first by a sum of
exponentials, since, in a linear, constant-coefficient sys-
tem, the number of exponential phases in the plasma
level-vs-time curve equals the number of compart-
ments in the model.

Consider the situation in which plasma data are
obtained following a bolus injection of the drug. Then
the data can be described by

C(H=Ae ™M + Aje— 2t (8.50)

These data can be equally well fitted by the stan-
dard two-compartment model shown in Figure 8.7A.
While this model and Equation 8.50 will produce an
identical fit to the data, and while, as seen in the
following, all pharmacokinetic parameters recovered
from this model will equal those calculated using the
noncompartmental formulas, the model serves only
as a descriptor of the data. That is, no comment
is being made about a physiological, biochemical,
and/or anatomical significance to the extravascular
compartment 2. This is what DiStefano and Landaw
would call a model of data, because little to nothing

QY ®)

FIGURE 8.7 Two two-compartment models in which drug is
administered intravenously into compartment 1; samples are taken
from this compartment. See text for explanation.

is being said about the system into which the drug is
administered.

Suppose, on the other hand, additional informa-
tion is known about the disposition of the drug. For
example, suppose it is known that a major tissue in
the body is where virtually all of the drug is taken
up extravascularly, and that it is known from inde-
pendent experiments approximately what fraction of
the drug is metabolized in that compartment. Now,
given that the plasma data can be fitted by a sum of
two exponentials, one can start to develop a system
model for the drug. In particular, one can write an
equation in which the loss rate constants kg; and kgp
are related through a knowledge of how much of the
drug is metabolized in the tissue; compartment 2 can
thus be associated with the tissue.

It is interesting how people react to such modeling
techniques. First, one has used the fact that the data
support a two-compartment model, and the fact that
a relationship between the loss rate constants can be
written based upon a priori knowledge. A physio-
logical significance can thus be associated with the
compartments and the k;; that goes beyond the model
of data just discussed. A criticism of such a statement
is that the model does not contain all elements of the
system in which the drug is known to interact. If this
critique is justified, then one has to design a new exper-
iment to uncover information on these parts of the
system. One may have to change the sampling sched-
ule to resolve more components in the data, or one
may have to design a different series of input-output
experiments. One even may have to conduct a study
in which marker compounds for known physiological
spaces are coadministered with the study drug (24).

This is not a shortcoming of the modeling approach,
but illustrates how a knowledge of compartmental
modeling can be a powerful tool for understanding
the pharmacokinetics of a drug. Such an understand-
ing is not available from noncompartmental models or
when compartmental models are used only as models
of data. Thus, predicting detailed events in nonacces-
sible portions of the system model is the underlying
rationale for developing models of systems, remem-
bering, of course, that such predictions are only as
good as the assumptions in the model.

Equivalent Sink and Source Constraints

When are the parameter estimates from the
noncompartmental model equal to those from a
linear, constant-coefficient compartmental model? As
DiStefano and Landaw (22) explain, they are equal
when the equivalent sink and source constraints are
valid. The equivalent source constraint means that all
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drug enters the same accessible pools; this is almost
universally the case in pharmacokinetic studies. The
equivalent sink constraint means that irreversible loss
of drug can occur only from the accessible pools. If any
irreversible loss occurs from the nonaccessible part of
the system, this constraint is not valid. For the sin-
gle accessible pool model, for example, the system
mean residence time and the total equivalent volume
of distribution will be underestimated (22).

The equivalent sink constraint is illustrated in
Figure 8.8. In Figure 8.8A, the constraint holds
and hence the parameters estimated from either the
noncompartmental model (left) or the multicompart-
mental model (right) will be equal. If the multi-
compartmental model is a model of the system,
then, of course, the information about the drug's
disposition will be much richer, since many more
specific parameters can be estimated to describe each
compartment.

In Figure 8.8B, the constraint is not satisfied,
and the noncompartmental model is not appropriate.

(B)

N

As previously described, if used, it will underes-
timate certain pharmacokinetic parameters. On the
other hand, the multicompartmental model shown
on the right can account for sites of loss from non-
accessible compartments, providing a richer source of
information about the drug’s disposition.

Recovering Pharmacokinetic Parameters
from Compartmental Models

Assume a linear, constant-coefficient compartmen-
tal model in which compartment 1 is the accessible
compartment into which the drug is administered and
from which samples are taken. Following a bolus injec-
tion of the drug, the volume V7 will be estimated as a
parameter of the model. V; thus will correspond to V,
for the noncompartmental model. The clearance rate
from compartment 1, CLj, is equal to the product of
V] and k()l:

CL1=V1 -k (8.51)

FIGURE 8.8 (A) A single accessible pool model (left) and a multicompartmental
model showing a structure for the recirculation-exchange arrow (right). (B) A sin-
gle accessible pool model with an irreversible loss from the recirculation-exchange
arrow (left) and a multicompartmental model showing a structure for the recirculation-
exchange arrow that includes loss from peripheral compartments (right). See text for

additional explanation.
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If the only loss is from compartment 1, then ko; equals
k., and one has
CL,=CL1=V71-kn=V,-ke (8.52)

showing the equivalence of the two methods. From the
residence time matrix,

Jo© Xa(#) dt
n=——3

F (8.53)

=ko1

hence, the mean residence time in compartment 1,
MRT1, equals the reciprocal of kp;. Again, if the only
loss from the system is via compartment 1, then MRT;
equals MRTj,.

Similar results hold for the constant infusion or
generic input. In other words, the parameters can be
shown to be equal if the equivalent sink and source
constraints are valid. Again, the interested reader is
referred to Cobelli and Toffolo (3) or Covell et al. (4)
for details and for consideration of the situation in
which the equivalent source and sink constraints are
not valid.

CONCLUSION

In conclusion, noncompartmental models and
linear, constant-coefficient models have different
domains of validity. When the domains are identi-
cal, then the pharmacokinetic parameters estimated by
either method should, in theory, be equal. If they are
not, then differences are due to the methods used to
estimate them.

Information provided in this chapter should make
it easier for a researcher to choose a particular method
and to have greater confidence in evaluating reported
results of pharmacokinetic analyses.
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9

Distributed Models of Drug Kinetics

PAUL F. MORRISON
Office of Research Services, National Institutes of Health, Bethesda, Maryland

INTRODUCTION

The hallmark of distributed models of drug kinetics
is their ability to describe not only the time depen-
dence of drug distribution in tissue but also its detailed
spatial dependence. Previous discussion has mostly
revolved around methods meant to characterize the
time history of a drug in one or more spatially homoge-
neous compartments. In these earlier approaches, the
end results of pharmacokinetic modeling were time-
dependent concentrations, C(t), of the drug or metabo-
lite of interest for each body compartment containing
one or more organs or tissue types. In these situations,
the agent is also delivered homogeneously and reaches
a target organ, either via blood capillaries whose dis-
tribution is assumed to be homogeneous throughout
the organ, or via infusion directly into that organ, fol-
lowed by instantaneous mixing with the extravascular
space. In contrast, distributed pharmacokinetic mod-
els require that neither the tissue architecture nor the
delivery source be uniform throughout the organ. The
end results of this type of modeling are organ con-
centration functions (for each drug or metabolite) that
depend on two independent variables, one describ-
ing spatial dependence and the other describing time
dependence — that is, C(7,t), where 7 is a spa-
tial vector to a given location in an organ. As might
be expected, the pharmacokinetic analysis and equa-
tions needed to incorporate spatial dependence in this
function require a more complicated formalism than
that used previously with compartment models.

It is the goal of this chapter to describe the general
principles behind distributed models and to provide
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an introduction to the formalisms employed with
them. Emphasis will be placed on the major physio-
logical, metabolic, and physical factors involved. Fol-
lowing this, we will present several examples where
distributed kinetic models are necessary. These will
include descriptions of drug delivery to the tissues
forming the boundaries of the peritoneal cavity fol-
lowing intraperitoneal infusion, to the brain tissues
comprising the ventricular walls following intraven-
tricular infusion, and to the parenchymal tissue of the
brain following direct interstitial infusion. The chapter
will end by identifying still other applications where
distributed kinetic models are required.

CENTRAL ISSUES

The central issue with distributed models is to
answer the question, “What is the situation that leads
to a spatially dependent distribution of drug in a tissue
and how is this distribution described quantitatively?”

The situation leading to spatial dependence
involves the delivery of an agent to a tissue from a geo-
metrically nonuniform source followed by movement
of the agent away from the source along a path on
which local clearance or binding mechanisms deplete
it, thus causing its concentration to vary with location.
Several modes of drug delivery lead to this situa-
tion. The most common is the delivery of an agent
from a spatially restricted source to a homogeneous
tissue. One such example is the slow infusion of
drugs directly into the interstitial space of tissues

Copyright © 2007 by Academic Press.
All rights of reproduction in any form reserved.
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via implanted needles or catheters. The infused drug
concentration decreases due to local clearances as
the drug moves out radially from the catheter tip.
Another example is the delivery of drugs from solu-
tions bathing the surface of a target organ, in which
the drug concentration decreases with increasing pen-
etration depth and residence time in the tissue. Modes
of drug delivery in which either the source or tar-
get tissue are nonuniform are also encountered. One
such example is the intravenous delivery of drugs to
tumor tissue. In this case, especially in larger tumors,
the distribution of capillaries is often highly hetero-
geneous and microvasculature is completely absent in
the necrotic core. Certain tumors are also character-
ized by cystic inclusions and channeling through the
interstitial space, all of which lead to drug concen-
trations that are spatially dependent throughout the
target tissue. Still another example is the intravenous
delivery of very tightly binding proteins (e.g., high-
affinity antibody conjugates) to a homogeneous tissue.
In this case, the concentration of protein between adja-
cent capillaries often exhibits a spatially dependent
profile, even though the capillary bed itself is homo-
geneously distributed. Such profiles arise because the
tight binding causes the concentration fronts, spread-
ing out from capillaries into the space between them,
to be extremely steep; if intravascular concentra-
tions are sufficiently low relative to binding capac-
ity, these fronts may move slowly, thus producing
time-dependent spatial concentration profiles (1).

DRUG MODALITY I: DELIVERY ACROSS A
PLANAR-TISSUE INTERFACE

General Principles

The formalisms required to describe these time- and
spatially dependent concentration profiles, as intro-
duced in Chapter 8, are essentially microscopic mass
balances expressed as partial differential equations.
As previously noted, the ordinary differential equa-
tions used to describe well-mixed compartments are
no longer sufficient, since they only account for the
time dependence of concentration. To see how these
equations are formulated, and to visualize the under-
lying physiology and metabolism, consider the spe-
cific example of drug delivery from a solution across
a planar-tissue interface (e.g., as might occur dur-
ing continuous intraperitoneal infusion of an agent).
Figure 9.1A shows a typical concentration profile
that might develop across an interface. The region
to the left of the y axis corresponds to the region
containing the peritoneal infusate at drug concentra-
tion Cj,r, while the region to the right corresponds
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FIGURE 9.1 (A) Representative concentration profile that devel-
ops in tissue when delivering a drug across a fluid-tissue interface.
Differential volume element AV is indicated by the rectangle,
and circles denote capillaries; Cjys is the concentration of infusate
solution in contact with the tissue surface and Cp is the plasma con-
centration. (B) Elements contributing to the mass balance over AV.
On the left, —D(3C/dx)y is the diffusive (Fickian) flux entering the
volume element at x; —D(3C/dx),4 4, (right) is the outgoing flux
at x + dx. Other terms denote the metabolic rate constant (k;;) and
microvascular permeability coefficient—surface area product (P - s).

to the tissue in contact with the infusate. Small cir-
cles depict capillaries, and they are assumed to be
homogeneously distributed. In this figure, x is the dis-
tance from the fluid-tissue interface. The rectangular
box represents a typical differential volume element
in the tissue. The transport of drug from the infusate
into the tissue in this example is taken to be purely
diffusional — that is, no convection (pressure-driven
flow) is present. The mathematical model leading to an
expression for the concentration profile is a differential
mass balance over the volume element AV:

aC
ot

rate of conc

change in AV

9*C kin C
D= - Mc - p.S-P.s(=-cC
ox2 R P R
net diffusion metabolism net transport
in AV in AV across

microvasculature

9.1
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This equation says that the change in total drug con-
centration within AV over a small increment of time
(left-hand term; see Figure 9.1B) is equal to the sum
of all the mass fluxes generating this change, namely,
the net change in mass due to diffusion into and out
of AV (first right-hand term) less mass loss due to
metabolism within AV (second right-hand term) less
net mass loss across the microvasculature within AV
(third right-hand term). In this equation, C = C(x, t) is
the tissue concentration of bound plus free drug, R is
a constant of proportionality that relates C to the free
extracellular concentration of drug C,, that is,

C =RC, 9.2)

ku/R is the metabolic rate constant,' P - s is the product
of the permeability coefficient and surface area per vol-
ume of tissue accounting for passive movement across
the microvasculature, and Cp, is the free plasma con-
centration of drug. The parameter s is analogous to S
in Chapter 3 that refers to the surface area of an entire
capillary bed. In Equation 9.1, D is the apparent tis-
sue diffusion constant and is equal to ¢, D,/ R, where
¢ is the extracellular volume fraction of the tissue
and D, is the diffusion constant within just the extra-
cellular space. For nonbinding substances distributed
solely in the extracellular space of a tissue, R = ¢
and D = D,. For nonbinding substances that partition
equally into the intracellular and extracellular spaces,
R=1and D = ¢.D,.

Formulation of the model is completed by the spec-
ification of initial and boundary conditions. The initial
condition, the state of the system just before exposing
the interface to drug (the beginning of the intraperi-
toneal infusion in our example), is that the tissue
concentration is everywhere zero, that is, C(x,0) = 0.
At all times at the fluid-tissue interface, the extracel-
lular concentration equals the infusate concentration;
that is,

Cel0,) = C(0,£) /R = Ciny

where Cjyy is the constant peritoneal infusate concen-
tration. Far from the interface, the concentration of

! When drug exchanges rapidly between the intracellular
(ICS) and extracellular (ECS) spaces, and also equilibrates
rapidly between bound and free forms, it can be shown (2)
that R = q)e(l -+ Kng) + (1 - (1)3)(1 + KlBl)KTC Here q)g is the
extracellular volume fraction, K, and K; are affinity constants
for binding, and B, and B; are binding capacities in the ECS
and ICS, respectively. Ky is the equilibrium ratio of the free
intracellular concentration to the free extracellular concen-
tration (Ky = 0 for substances confined solely to the ECS).
Similarly, ki = ¢eke + (1 — 0e)k;Kr, where ke and k; are fun-
damental rate constants describing the rates of metabolism
in the individual ECS and ICS regions.

drug [C(oo, 1)] is determined by the tissue’s transport
balance with the plasma. If the plasma concentration
is zero, then C(oo,t) = 0.

With these initial and boundary conditions, the
solution to Equation 9.1 is (3)

Clx, 1) zlexp[—x\/k/_D] erfC[L - \/Ei|

RCis 2 VaDt
1 X
+ Eexp[x\/k/D] erfc[@ + x/ﬁ]
(9.3)

where k = (k;;, +P-s)/R and erfc is the complementary
error function (available in standard spreadsheet pro-
grams). If no reaction or microvascular loss is present,
then this solution simplifies to

C(x, t) _ X
R Cig i C|:«/4Dt:| O

When reaction or microvascular loss is present, the
steady-state limit of Equation 9.3 is just

C(x)
R Coy = exp[—x \/k/D] 9.5)

In the special steady-state case where the plasma
concentration is constant but not zero (e.g., as may
happen when a large intraperitoneal infusion delivers
sufficient mass to increase the plasma concentration
to a level consistent with a mass balance between
intraperitoneal delivery and whole-body clearance), a
generalized form of Equation 9.5 applies — that is,

C(x) P-s
- 4
R P .;zkm _ exp[—x /k/D] 9.5)

Cipyf —=———C
inf P.s+ky b

where Cp, is now the constant plasma concentration.
Equation 9.4 provides a relationship between time
and the distance at which a particular concentration
is achieved. When clearance rates are small relative
to diffusion rates, it states that the distance from the
surface (penetration depth) at which a particular con-
centration C is achieved advances as the square root
of time. In other words, to double the penetration
of a compound, the exposure time must quadru-
ple. Equation 9.5 states that, given sufficient time
and negligible plasma concentration, most compounds
will develop a semilogarithmic concentration profile
whose slope is determined by the ratio of the clear-
ance rate to the diffusion constant. Note also that the
distance over which the concentration decreases to
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one-half its surface value, defined as its penetration
distance T’, is derivable from Equation 9.5 as

I = (In 2)/y/k/D 9.6)

while the approximate time to penetrate this distance
by diffusion is

tr =T2/D 9.6)

The results of Equations 9.5 and 9.6 are very useful
and we will refer to them repeatedly. One implication
of these results is that drug can be delivered to a tis-
sue layer near the exposed surface of an organ, but
drug penetration depth depends strongly on the rate
of metabolism of the agent. Another is that the deliv-
ery of non- or slowly metabolized substances across
surfaces for purposes of systemic drug administration
is dominated by distributed microvascular uptake in
the tissue layer underlying the surface. In the partic-
ular case of intraperitoneal administration, the barrier
to uptake of drug into the circulation is thus the resis-
tance to transfer across distributed capillary walls and
not, as assumed in the early literature, the resistance
to transfer across the thin peritoneal membrane, which
is relatively permeable.

Distributed pharmacokinetics is characterized not
only by spatially dependent concentration profiles but
also by dose-response relationships that become spa-
tially dependent. For example, biological responses
such as cell kill are often quantified as functions of area
under the concentration-vs.-time curve (AUC). In com-
partment models, response is frequently correlated
with the area under the plasma-concentration-vs.-time
curve, where

AUC = / Cp(b) dt ©.7)
0

or, alternatively, with the AUC formed by integration
over the tissue concentration C(t). With distributed
pharmacokinetics, however, the response within each
local region of the tissue will vary according to its
local exposure to drug. The appropriate correlate of
response in this case is thus a spatially dependent AUC
formed over the local tissue concentration — that is

AUC (x) = / Cx, t) dt 9.8)
0

In distributed pharmacokinetics, threshold models, in
which a biological response is associated with the
increase of concentration above a threshold value, are
likewise dependent on spatial location.

The use of distributed pharmacokinetic models to
estimate expected concentration profiles associated
with different modes of drug delivery requires that
various input parameters be available. The most com-
monly required parameters, as seen in Equation 9.1,
are diffusion coefficients, reaction rate constants,
and capillary permeabilities. As will be encountered
later, hydraulic conductivities are also needed when
pressure-driven rather than diffusion-driven flows are
involved. Diffusion coefficients (i.e., the D, parameter
described previously) can be measured experimentally
or can be estimated by extrapolation from known val-
ues for reference substances. Diffusion constants in
tissue are known to be proportional to their aqueous
value, which in turn is approximately proportional to
a power of the molecular weight. Hence,

D, = A20D%C o A2 (MW) 050 9.9)

aqueous
in which A accounts for the tortuosity of the diffu-
sion path in tissue, o accounts for any additional
diffusional drag of the interstitial matrix over that of
pure water, and MW is the molecular weight of the
diffusing species. The 0.50 exponent applies to most
small molecular weight species. The diffusion constant
for a substance of arbitrary molecular weight can be
obtained from the ratio of Equation 9.9 for the desired

substance to that for a reference substance — that
is, from
De ) _ (MW”f )050 9.10)
D, ref MW ’

Reference values are available for many substances,
but the one available for a wide variety of tissues is
sucrose (4). In the macromolecular range (>3 kDa),
albumin values are available in the literature and the
exponent is similar.

Capillary permeability coefficient-surface area
product values (P-s) are also available for hydrophilic
agents from molecular weight scaling of reference
values (5, 6). In the small molecular weight range
shown in Figure 3.4, a relationship very similar to
Equation 9.10 is valid:

0.63
( Lo ) = (eref) ©.11)
P - spef MW
The similarity of the diffusion and permeability scal-
ing relationships leads to the prediction that, for
slowly metabolized substances, the steady-state con-
centration profiles that develop in a tissue following

diffusion across an interface (as in Figure 9.1) are
nearly independent of molecular weight. This follows
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from Equation 9.5, since nearly identical molecular
weight scaling factors for k (proportional to P-s in this
case) and D appear in both the numerator and denom-
inator of the k/D argument. Hence, one would predict
that the penetration depths of inulin (MW 5000) and
urea (MW 60) would be similar within the interstitial
fluid space.

Reaction rate parameters required for the dis-
tributed pharmacokinetic model generally come from
independent experimental data. One source is the
analysis of rates of metabolism of cells grown in cul-
ture. However, the parameters from this source are
potentially subject to considerable artifact, since cofac-
tors and cellular interactions may be absent in vitro
that are present in vivo. Published enzyme activities
are a second source, but these are even more subject
to artifact. A third source is previous compartmental
analysis of a tissue dosed uniformly by intravenous
infusion. If a compartment in such a study can be
closely identified with the organ or tissue later con-
sidered in distributed pharmacokinetic analysis, then
its compartmental clearance constant can often be used
to derive the required metabolic rate constant.

Case Study 1: Intraperitoneal Administration of
Chemotherapeutic Agents for Treatment of
Ovarian Cancer

Some aspects of this mode of delivery have already
been introduced as part of our discussion of the gen-
eral principles for transfer across a planar interface,
but now the focus will narrow to two specific chemi-
cal agents and the use of one of them in the treatment
of ovarian cancer.

The goal of ovarian cancer chemotherapy is to
achieve sufficient penetration of the surfaces of tumor
nodules to allow effective treatment. These nodules
lie on the serosal surfaces of the peritoneum, are not
invasive, and are not associated with high probabili-
ties of metastasis. When the cancer is diagnosed early,
or when the larger nodules are removed surgically in
more advanced disease, the residual nodules in 73%
of the cases have maximum diameters of <5 mm (7).
Collectively, these characteristics suggest that, if com-
plete irrigation of the serosal surfaces can be achieved,
ovarian tumors may be good candidates for treatment
by peritoneal infusion.

The present drug of choice for this purpose is cis-
platin [cis-diamminedichloroplatinum (ID)], or its ana-
log carboplatin. As will be discussed in Chapter 30,
early compartmental models predicted a substantial
pharmacokinetic advantage of intraperitoneal over
intravenous delivery (8). A later Phase III trial (7)
confirmed that a comparative survival advantage

could be achieved with intraperitoneal administration
of cisplatin.

The effectiveness of cisplatin depends on its ability
to penetrate target tissue. Therefore, we need to esti-
mate its penetration depth from a distributed model
such as that represented by Equation 9.1. However,
this is difficult to do with ovarian tumors because
the permeabilities and reaction rates are not avail-
able. Hence, a first estimate is made for penetration of
normal peritoneal cavity tissues by ethylenediamine-
tetraacetic acid (EDTA), a molecule of molecular
weight similar to that of cisplatin. The steady-state
concentration profiles of EDTA should resemble those
of cisplatin in normal peritoneal tissues because
both compounds are cleared primarily by permeation
through the fenestrated capillaries in these tissues, and
the small molecular weight-related differences in P - s
and D should cancel out in Equations 9.5 and 9.5'. By
first focusing on EDTA, experimental data also become
available for assessing the ability of the distributed
model to account for the observed spatial dependent
of concentration.

EDTA concentration profiles were determined
experimentally from data such as those shown in
Figure 9.2 (9). In these experiments, a ['*C]JEDTA solu-
tion was infused into the peritoneal cavity of a rat.
After 1 hour of exposure (sufficient time to establish
steady-state profiles in the tissues), the animal was
sacrificed, frozen, and sectioned for autoradiography.
The upper panel of Figure 9.2 shows a transverse
section across the rat in which a cross section of
the large intestine is identified. This cross section is
magnified in the lower panel and a grid is shown
from which the concentration profile was estimated
by quantitative autoradiography. Concentration pro-
files for most of the peritoneal viscera were obtained
in this manner, and the aggregated profiles for the
stomach, small intestine, and large intestine are plotted
(circles) in Figure 9.3. The concentrations in this figure
are all expressed relative to the infusate concentration.
Because the mass of EDTA that was infused was suffi-
ciently large to distribute throughout the entire body
of the rat, the plasma concentration at the end of the
experiment could not be neglected. It is shown as the
single data point labeled “Plasma,” and is expressed
as the ratio of the actual plasma concentration to the
infusate concentration. Because EDTA distributes only
in the extracellular space, the deep tissue concentration
only approaches the “Plasma” concentration reduced
by the extracellular volume fraction ¢,.

The steady-state formalism of Equation 9.5,
which includes the effects of a constant plasma
concentration, should describe these data. Noting
from EDTA’s distribution into the extracellular space
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FIGURE 9.2 (A) Autoradiogram of a cross section of peritoneal cavity from a study
of transport from the peritoneal cavity to plasma. (B) Close-up of the outlined area
(box) in (A). (Reproduced from Flessner MF et al. Am ] Physiol 1985;248:F425-35.)

that R = ¢, and from its negligible metabolism that
P-s/(P-s+ky) — 1, Equation 9.5 can be simplified to

Cx) — q)e Cp _
q)ecmf—_q)ecjp = exp[—x\/k/D] (912)

When this equation is fit to the data of Figure 9.3
using ¢. and /k/D as fitting parameters, the solid line
results. The value of ¢, so obtained is reasonable (an
extracellular volume fraction of 0.27), and the perme-

ability derived from the \/k/D term [: JP-s/ (q)eDg)]

agrees with that expected from molecular weight cor-
relations. The theory largely accounts for the data,
although it tends to overestimate the concentrations
at the deepest penetration, perhaps because vascular-
ity increases as one passes toward the luminal side
of the organs. However, the fit is sufficiently good to
conclude that the theory has captured most of the rel-
evant physiology and that it can be used to account

for or, given availability of parameters, to predict the
observed results.

As a predictor of the concentration of cisplatin in
normal peritoneal tissues, these data indicate a steady-
state penetration depth (distance to half the surface
layer concentration) of about 0.1 mm (100 pm). If this
distance applied to tumor tissue, penetration even to
three or four times this depth would make it diffi-
cult to effectively dose tumor nodules of 1- to 2-mm
diameter. Fortunately, crude data are available from
proton-induced X-ray emission studies of cisplatin
transport into intraperitoneal rat tumors, indicating
that the penetration into tumor is deeper and is in the
range of 1-1.5 mm (10). Such distances are obtained
from Equation 9.5 or 9.5 only if k is much smaller
than in normal peritoneal tissues — that is, the-
ory suggests that low permeability coefficient-surface
area products in tumor (e.g., due to a developing
microvasculature and a lower capillary density) may
be responsible for the deeper tumor penetration.
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Case Study 2: Intraventricular Administration of
Cytosine Arabinoside for the Treatment of JC Virus
Infection in Patients with Progressive Multifocal
Leukoencephalopathy

Another example of a situation in which distributed
pharmacokinetics plays an important role is in the
infusion of drug solutions into the lateral ventricles
or cisternal space of the brain. Drugs that have been
delivered this way include chemotherapeutic agents
for the treatment of tumors; antibacterial, antifungal,
and antiviral agents for the treatment of infection; and
neurotrophic factors for the treatment of neurodegen-
erative disease.

The principal reason for using this route of admin-
istration is to deliver drugs behind the blood-brain
barrier (BBB) by taking advantage of the fact that no
equivalent barrier exists at the interface between the
ventricular fluid space and the interstitial space of
the brain parenchyma. That the BBB is often a major
problem to be overcome is suggested by the image in
Figure 9.4. This autoradiogram shows a longitudinal
cross section of a rat that was sacrificed 5 minutes after
an intravenous injection of ['*CJhistamine (11). The
compound has distributed throughout most organs

of the body, but the brain and spinal cord remain
white in this image, indicating no significant deliv-
ery of histamine to the central nervous system. With
intraventricular delivery of agents, high brain intersti-
tial fluid levels can be achieved, since the BBB now
tends to block microvascular efflux of the drug and
trap it in the interstitial space, only allowing the drug
to be slowly cleared to the plasma and systemic tis-
sues via bulk flow of cerebrospinal fluid through the
arachnoid villi.

This approach has been explored in attempts to treat
progressive multifocal leukoencephalopathy, a rapidly
fatal disease caused by the JC virus and characterized
by regions of central nervous system demyelination
and markedly altered neuroglia. The virus is known
to be sensitive in vitro to the action of cytosine arabi-
noside (ARA-C) concentrations of 40 uM (10 pg/mL)
or more (12). Because the agent crosses the blood-brain
barrier slowly, Hall et al. (13) designed a study to test
whether intraventricular/intrathecal administration of
ARA-C could successfully treat JC virus in humans.
ARA-C was administered as a bolus into the cere-
brospinal fluid (CSF) space at the initial rate of 50 mg
every 7 days. This ARA-C regimen was found to be
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FIGURE 9.4 Autoradiogram showing a sagittal cross section of a rat 5 minutes after an intravenous injection of
[*Clhistamine. (Reproduced with permission from Pardridge WM e al. Ann Intern Med 1986;105:82-95.)

ineffective. However, Zimm et al. (14) had previously
shown that, after a 30-mg bolus intraventricular injec-
tion of ARA-C, CSF concentrations of this drug have a
terminal elimination half-life of 3.4 hours and decrease
to less than 40 uM in less than 15 hours. Thus, for much
of the 7-day dosing period, even the surface concen-
trations of this drug would not have been expected
to exceed the lowest ARA-C concentration found to
have antiviral activity in vitro. Therefore, choice of the
delivery regimen used in the clinical trial probably
provided an inadequate test of the potential efficacy
of this therapeutic approach.

Groothuis ef al. (15) used sucrose, an unmetabolized
marker compound that has very low capillary perme-
ability, to initially evaluate the therapeutic feasibility
of administering chemotherapy by the intraventricu-
lar route. Sucrose was infused by osmotic minipump
into the lateral ventricle of a rat for 7 days, yielding
the concentration profile exhibited in Figure 9.5A, a
profile well fit by theoretical Equation 9.5 using pub-
lished diffusion and permeation constants for sucrose
(16). In this experiment, the penetration distances to
one-half and one-tenth the surface concentration were
0.9 and 3 mm, respectively. In a subsequent study,
Groothuis et al. (17) continuously infused ARA-C into
the ventricles of rat brain over 7 days. They found that
even with continuous administration of ARA-C, tissue
concentrations dropped to one-half the surface con-
centration at a penetration distance of 0.4 mm and to
about one-tenth the surface concentration at a penetra-
tion distance of 1.0 mm (Figure 9.5B). These distances
are of the same order of magnitude but are somewhat
less than those achieved with intraventricular delivery
of sucrose.

This indicates (see Equation 9.5) that ARA-C is
cleared more rapidly than is sucrose, consistent with
the known presence of nucleoside transporters in
the microvascular walls of the brain as well as with

metabolic deamination of ARA-C to uracil arabi-
noside (14). It is not such a rapid rate of clearance,
however, that millimeter penetration depths cannot
be achieved in accessible time frames. Indeed, evalu-
ation of Equation 9.6’ (assuming equal partitioning of
drug between intracellular and extracellular spaces so
that D = ¢.D,) indicates that 1-mm penetration depths
can be achieved in roughly 3 hours. This suggests
that a 40-uM effective concentration could have been
maintained at this depth throughout the multiple-
week exposures of the study conducted by Hall et al.,
provided the surface concentration was constantly
maintained near 400 pM (see Figure 9.5B). In turn, if
this concentration were to exist throughout the 140-ml
CSF volume (so that total mass in the CSF = 13.6 mg),
the 3.4-hour half-time for clearance of the CSF implies
that the concentration could only be maintained if the
cleared mass were constantly resupplied by infusion
at the rate of (13.6/2 mg/3.4 hr) = 2 mg/hr or, equiv-
alently, 336 mg/week. This continuous infusion rate is
nearly sevenfold the 50-mg/week bolus rate employed
in the Hall et al. study. Thus, our example suggests
that further trials employing more optimized drug
delivery may be indicated before ARA-C can be ruled
out definitively as a potential therapeutic agent for
patients with multifocal leukoencephalopathy.

Differences between the Delivery of Small
Molecules and Macromolecules across a
Planar Interface

Previous discussion has indicated that unmetabo-
lized small molecular weight, hydrophilic molecules
(MW < 500) typically penetrate tissues to (half-surface-
concentration) depths that range at steady state from
0.1 to 1 mm. The depth is on the order of 0.1 mm for
most tissues of the body, as we have seen in the case
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2000;856:281-90.]

of EDTA’s penetration of normal peritoneal tissues.
The depth increases 10-fold to 1 mm for tissues char-
acterized by a tight microvascular endothelium, for
example, the brain or spinal cord, as a consequence of
nearly a 100-fold lower capillary permeability of those
barriers. The times for unmetabolized and unbound
small molecular weight species to achieve steady-state
concentration profiles in tissues are relatively short
and tend not to exceed the 4-hour value of sucrose
in brain. When metabolism is present, and binding
remains negligible, the time to steady state will shorten

inversely with an increase in the rate of metabolism
and the penetration depth will decrease well below
the millimeter value. If linear binding is present, it has
no effect on the penetration depth at steady state but
proportionally increases the time to attain this steady
state. The depth and times can be calculated from
Equations 9.6 and 9.6'.

What sort of penetration depth is expected
for macromolecules? As with small molecules, the
depth is again determined by Equation 9.6, but
some differences emerge (6). Were both k and D
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for nonmetabolized macromolecules (for which k =
P - s/R) given as mere extensions of the molecular
weight functions for the smaller compounds, the pen-
etration depth would remain relatively independent
of molecular weight. However, unmetabolized macro-
molecules (MW > 10,000) have been observed to
penetrate more deeply at steady state than do their
nonmetabolized small molecular weight counterparts
such as sucrose (on the order of 2- to 3-fold deeper in
visceral or muscle tissues). The primary reason is that
capillary P -s values for macromolecules are relatively
smaller. P-s for macromolecules is related to molecular
weight by a power formula of the form

P.s=AMW) 06 (9.13)

where the exponent is similar to that for small
molecules, but A is nearly 10-fold lower (6). Since the
penetration depth 7 is inversely proportional to the
square root of this coefficient, the depth for unmetabo-
lized macromolecules will be about 3-fold larger than
for small unmetabolized compounds. As with small
molecules, steady-state penetration depths are on the
order of a few millimeters at best.

One other important difference exists between
small and macromolecular weight molecules: the time
required to achieve steady-state concentration profiles
across an interface. Maximum penetration is obtained
by unmetabolized molecules and the time to steady
state is largely controlled by the rate of diffusion
through the tissue. For sucrose in brain, this time is
approximately 4 hours. However, for a macromolecule
of 67 kDa, the diffusion constant decreases 19-fold
(4, 18), leading to a corresponding 19-fold increase in
the time required to achieve the steady-state profile
(cf. Equation 9.4). The 4 hours required for sucrose thus
increases to 3 days or more. For both small molecules
and macromolecules, these times will greatly decrease
as metabolism begins to play a greater role, but only
at the cost of a much reduced penetration depth.

Examples of the effects of binding and rapid
reaction with macromolecules are demonstrated in
Figures 9.6 and 9.7. Figure 9.6 shows the distribu-
tion of '?I-labeled brain-derived neurotrophic factor
(BDNF; MW ~ 17,000) following 20 hours of intra-
ventricular infusion into the brain of a rat (19). The
penetration depth is very shallow (~ 0.2 mm), far less
than the few-millimeter distance theoretically obtain-
able from an unmetabolized and unbound molecule
of this size. Part of the reason for the shallow pen-
etration is that the infusion time is, at most, a third
of the time required for unmetabolized and unbound
molecules to reach this theoretical distance. An even
more important factor is that BDNF receptors, whose

FIGURE 9.6 Autoradiogram showing the distribution of
1251 Jabeled BDNF in the vicinity of the intraventricular foramen in
rat brain following a 20-hour intraventricular infusion. (Reproduced
with permission from Yan Q et al. Exp Neurol 1994;27:23-36.)

FIGURE 9.7 Autoradiogram (top) and unstained photograph
(bottom) obtained from a coronal section of rat brain 48 hours after
implantation of a 12°I-labeled NGF-loaded polymer. Bars = 2.5 mm.
(Reproduced with permission from Krewson CE et al. Brain Res
1995;680:196-206.)

mRNA (trkB) is known from in situ hybridization
analyses to be present on neurons and glia, bind
BDNF and further retard progress to steady state (19).
Figure 9.7 shows the distribution of 1%I-labeled nerve
growth factor (NGF, MW ~ 14,000) 48 hours after
the implantation of a poly(ethylene-covinyl acetate)
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disk (2-mm diameter x 0.8-mm thickness) contain-
ing this neurotrophic factor (20). The upper panel
shows the location of radioactivity in a coronal brain
section, including the 0.8-mm-wide contribution from
the disk in this view. In this image, the maximum
observable extent of diffusion out from the disk is
about 0.4 mm on either side of the disk, correspond-
ing to a penetration depth of 0.25 mm (20). This is a
steady-state penetration depth since the same distribu-
tion shown in Figure 9.7 is also observed after 7 days
of infusion. Therefore, the shallow penetration of this
protein is due neither to slow diffusion nor to the pres-
ence of NGF receptors, since none are present in this
region (20), but rather is attributable to degradative
metabolic processes that result in an NGF half-life of
approximately 30 minutes.

DRUG MODALITY II: DELIVERY
FROM A POINT SOURCE — DIRECT
INTERSTITIAL INFUSION

General Principles

As has been seen with the examples of intraperi-
toneal and intraventricular infusion, tissue penetration
depths of only a few millimeters are generally achiev-
able by diffusive transport across an interface. If the
goal of therapy is to dose entire tissue masses such
as glioblastomas or structures of the basal ganglia,
millimeter penetrations are insufficient and another
mode of drug delivery is required. A mode capable
of achieving multicentimeter instead of multimillime-
ter depths is direct interstitial infusion (21, 22). It is the
description of the distributed pharmacokinetics of this
modality that is next examined.

In direct interstitial infusion, a narrow-gauge can-
nula is inserted into tissue and infusate is pumped
through it directly into the interstitial space of a tar-
get tissue. Figure 9.8, for example, depicts a 32-gauge
cannula placed stereotactically into the center of the
caudate nucleus of a rat. This type of drug deliv-
ery uses volumetric flow rates ranging from 0.01 to
4.0 pL/min. The lower end of this range corresponds
to flows provided by osmotic minipumps while the
upper end corresponds to flows provided by microin-
jection (syringe) pumps. For small molecular weight
compounds, the lowest flow rates allow all transport
to occur by diffusion, even near the tip of the cannula.
At higher flow rates, sufficiently high fluid veloci-
ties are generated so that pressure-driven bulk flow
processes (convection) dominate most transport for
both small molecules and macromolecules. Delivery
of mass to a homogeneous tissue thus involves the

outward radial flow of infused drug solution from the
cannula tip, and the concentration of drug changes
along that radial path as the drug is progressively
exposed to clearance processes. A distributed model
is required to quantitatively describe this spatially
dependent concentration profile.

Low-Flow Microinfusion Case

The simplest model describing this mode of drug
delivery applies to the low volumetric flow range for
small molecules — for example, cisplatin delivered
at 0.9 uL/hr (23). The model is a differential mass
balance for a typical shell volume surrounding the
cannula tip. Deriving it in the same fashion as in
Equation 9.1, except taking the spherical geometry of
the distribution into account, it is

E — D l 3;’2% — k_m C
ot r2 or or R
rate of conc net diffusion metabolism
change in AV in AV in AV
R 9.14)

net transport
across microvasculature

All parameters have the same definitions as used
previously. The initial condition is that drug concen-
tration in the tissue is everywhere zero. The bound-
ary conditions are, first, that the drug concentration
remains zero at all times far from the cannula tip and,
second, that the mass outflow from the cannula be
equal to the diffusive flux through the tissue at the
cannula tip, that is, that

9C
C(oo, ) =0 and qcmfz—zuwgDW (9.15)

To

where g is the volumetric flow rate, Cys is the infusate
concentration, and 7, is the radius of the cannula. The
steady-state solution to this model is

q Cinf
Cr) = 4nDr exp(—rw/k/D) (9.16)
where, again, k = (ky, + P -s)/R and D = ¢.D./R.
For cisplatin, R = 1. Equation 9.16 is the radial concen-
tration profile of drug about a cannula tip in homo-
geneous tissue. It is similar in form to Equation 9.5,
including the same parameter dependence of the argu-
ment of the exponential, but differs by an extra r
factor in the denominator that causes the concentra-
tion to drop off faster with distance. For cisplatin, the
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FIGURE 9.8 Schematic drawing of direct interstitial infusion showing a 32-gauge infusion cannula placed in the center of the rat caudate

nucleus-putamen.

time to achieve this steady-state profile 4 mm distant
from the cannula tip is about 3 hours. Figure 9.9 shows
the measured steady-state concentration profile of cis-
platin in normal rat brain achieved after 160 hours of
infusion at 0.9 uL/hr. The solid line is the theoretical
fit to the data showing that the r-damped exponen-
tial of Equation 9.16 accounts well for the data. The
penetration depth is on the order of 0.6 mm, sever-
alfold deeper than observed with EDTA penetration
across the peritoneal interface because of the much
lower brain capillary permeability, but generally of the
same order of magnitude.

High-Flow Microinfusion Case

The submillimeter penetration distances found to
hold for transport across tissue interfaces or for low-
flow microinfusion are insufficiently large to provide
effective dosing for many targets. For example, some
brain structures, such as the human putamen or cortex,

have centimeter-scale dimensions. Likewise, highly
invasive glioblastoma multiforma tumors of the brain
are characterized by protrusions of tumor that extend
for centimeter distances along vascular and fiber path-
ways. This mismatch of low-flow microinfusion pen-
etration distance with target dimension provides a
rationale for increasing the volumetric infusion rate
with the intent of increasing the velocity with which
materials move through the interstitium. This retards
their exposure to capillary or metabolic clearance
mechanisms and increases their penetration depth.
In the next few paragraphs, simple estimators of the
concentration profiles and distribution volumes that
result from high-flow microinfusion are developed for
brain from an appropriate distributed drug model (21).

At its core, the distributed model for high-flow
microinfusion is once again a differential mass bal-
ance for the drug solute in the infusate. However,
because the pumps used in this method generate rel-
atively high fluid velocities, transport of molecules
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FIGURE 9.9 Concentration profile of cisplatin in rat brain fol-
lowing slow infusion at 0.9 pL/hr for 160 hours. The solid line is
the fit of Equation 9.16 to data (®). (Reproduced from Morrison PF,
Dedrick RL. ] Pharm Sci 1986;75:120-9.)

through tissue is not just diffusive but also convective
(i.e., pressure driven). This necessitates additional
model equations so that these velocities may be com-
puted. Once again, because of the spatial and time
dependence involved, the models take the form of par-
tial differential equations. If the tissue is recognized
as a porous medium, then the velocities may be com-
puted from Darcy’s Law, which states that the fluid
velocity is proportional to the local pressure gradient

v= _Ka_p (9.17)
or

where x is defined as the hydraulic conductivity, v is
the average fluid velocity in the tissue at position r, and
p is the hydrostatic pressure. This equation can be com-
bined with another describing the differential mass
balance of water in the brain — that is, the continuity
equation,

in which p is the density of water (infusate) and X is
the sum of any source and sink terms. If the brain is

considered an incompressible fluid medium and water
losses across the microvasculature are negligible (21),
then the water density is invariant with time and X is
negligible, so that the continuity equation reduces to
just

9
0= — P 2o (9.18)

Equations 9.17 and 9.18 can then be combined to gener-
ate a single differential equation in pressure; combined
with the pressure boundary conditions that (1) pres-
sure is zero at the brain boundary and that (2) the
volumetric flow of infusate q equals the flow across
the tissue interface at the cannula tip (i.e., g = 4nr?;
v = —4nr2[k (dp/dr)] at r = r,), this pressure equa-
tion yields the simple result that

o=_1_ (9.19)

The distributed model is completed by forming a dif-
ferential mass balance for the drug solute in a manner
completely analogous to that shown previously in
deriving Equation 9.14, except for the inclusion of an
additional term describing convective flow:

aC 19 ,0C 19

— 2
= Paw R o C
rate of conc net diffusion net convective
change in AV in AV flow in AV
e py(Sg)
R R (9.20)
metabolism net transport
in AV across microvasculature

As with low-flow microinfusion, the initial condition
is that drug concentration in the tissue is everywhere
zero, and the outer boundary condition is that the drug
concentration remains zero at all times far from the
cannula tip. The boundary condition at the cannula
tip (at r,) differs in that the mass outflow from the
cannula is equal to the convective (not diffusive) flux
at the cannula tip — that is,

4Cy = Rdnry WO)|,_, /R (9.21)

where g is the volumetric flow rate, Cjys is the infusate
concentration, and r, is the radius of the cannula.

In general, the mathematical solution to
Equation 9.20 is numerical. However, in the special
case of nonendogenous macromolecules (MW >
50,000) and high flow (e.g., 3 pL/min), Equation 9.20
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can be greatly simplified because diffusive contri-
butions to transport are negligibly small. Hence it
becomes just

aC 1 0

— = ————rvC —kC (9.22)

ot Rr29r
where, as previously in Equation 9.3, k = (k;,+P-s)/R.
This equation has a very simple and useful solution for
the concentration profile at steady state:

cr n (kn+P-s) ¢ 5 4
Cor Rexp [—T (r — 1’0) (9.23)

For nonbinding macromolecules confined principally

to the extracellular space, R = ¢, (~ 0.2 in brain)
and the interstitial concentration C, equals C/R (cf.
Equation 9.2).

Very simple estimators of the penetration depths
that can be achieved by high-flow infusion of
macromolecules can be derived from Equation 9.23.
The penetration depth at steady state (r,) and the time
required to reach this steady state (t,,) are

rm=\3/2q/[4n(km+P-s)]
and t, =2R/[3(km + P- )] (9.24)

When the characteristic time for degradation of a
macromolecule is 33 hours [i.e., k = In 2/(33 hr)] and
the flow rate g is 3 pL/min, Equation 9.24 predicts
that the penetration depth will be 1.8 cm. This is far in
excess of the penetration depth that can be achieved
by simple diffusive transport, and is the theoretical
result that indicates that high-flow microinfusion can

Steady State

0 0.5 1 15 2 2.5 3
RADIAL DISTANCE (cm)

RELATIVE INTERSTITIAL CONCENTRATION

FIGURE 9.10 Simulated interstitial concentration profiles of a
180-kDa macromolecule in nonbinding brain tissue at various times
during high-flow microinfusion at 3 pL/min. Model parameters
were taken from Table 9.1.

provide brain tissue penetrations that intraventricu-
lar infusion cannot. Equation 9.24 also predicts that
the time required to achieve this depth is 1.2 days, so
that long-term infusion into the brain parenchyma is
necessary.

Simulated concentration profiles for nonbinding
macromolecules in brain tissue (e.g., albumin or non-
binding antibodies) are presented in Figure 9.10 for k =
In 2/(33 hr) and g = 3 pL/min. Other parameters rep-
resentative of 180-kDa proteins are given in Table 9.1.
The curve labeled “steady state” (Figure 9.10) and
forming an envelope over the other curves from the
top left to lower right corner is the relative concen-
tration profile, C./Ciyy = C/(RCiyf) = C/(§eCinf),
given by Equation 9.23. The curves at 1, 8, 27, and
64 hours are numerical results showing the kinetics of

TABLE 9.1 Representative Macromolecular Parameters?

Parameter Symbol Value Source

Tissue hydraulic conductivity (cm4/ dyne/sec) K 0.34 x 1078 Morrison et al. 21

Capillary permeability (cm/sec) p 1.1 x 1072 Blasberg et al. (24)

Capillary area/tissue volume (cm? /cm?3) s 100 Bradbury (25)

Extracellular fraction O 0.2 Patlak ef al. (4)

Catheter radius (cm) To 0.0114 32 gauge

Diffusion coefficient (cm? /sec) D, 1.0 x 1077  Tao and Nicholson (lS)b

Volumetric infusion rate (cm?/sec) q 5.0 x 107 Typical high-flow infusion rate (3 uL/min)
Metabolic rate constant (sec™1) km 1.15 x 10~ Arbitrary value®

@ Typical of a 180-kDa protein

Y The serum albumin value of De for gray matter obtained by these authors was scaled to 180 kDa.
¢ Divided by R, this corresponds to a half-life of 33 hours and is roughly five times the average turnover rate of

brain protein.
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approach to the steady state. Note the characteristic
shape of these curves. Up to well beyond 8 hours of
infusion, the initial portion of the curve (nearest the
cannula tip) follows the steady-state profile and then
drops off dramatically, approximating a step func-
tion. This concentration front moves radially outward
over time, with a small degree of diffusion superim-
posed on the advancing front, giving rise to the small
curvatures observable in Figure 9.10 at the top and
bottom of the leading edge. Hence, over much of the
infused tissue volume, the interstitial concentration
remains relatively close to the infusate concentration
and provides for relatively uniform tissue dosing.
The steep concentration profiles and large pen-
etration distances predicted for nonbinding macro-
molecules have been confirmed by experiment.
Figure 9.11 presents an autoradiogram obtained from
rat brain following a 4-pL infusion of ['*Clalbumin
at 0.5pL/min into the gray matter of the caudate
through a 32-gauge cannula (26). The image shows
a relatively uniform concentration (density) over an
approximately spherical infusion volume, the sym-
metry resulting from the isotropic structure of the
gray matter on the spatial scale of these observations.
Figure 9.12 is an autoradiogram obtained after infus-
ing 75 uL of "In-labeled transferrin (MW 80,000)
at 1.15 pL/min into the white matter tracts of the
corona radiata of the cat (22). Two findings are imme-
diately apparent. First, with this much larger volume
of infusion, delivery distances of at least a centimeter
have been achieved in accordance with theoretical
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FIGURE 9.11 Autoradiogram of the distribution of [MC]-
albumin in rat caudate following a 4-uL infusion at 0.5 pL/min.
(Reproduced from Chen MY et al. ] Neurosurg 1999;90:315-20.)

prediction. Second, the anisotropy of the white
matter tracts is evident, indicating that the models
of Equations 9.17 and 9.20 must be modified to
account for such anisotropy before they are predic-
tive of any details of white matter spread. Figure 9.13
presents both an autoradiogram and a single-
photon emission-computed tomographic (SPECT)
image of !''In-labeled diethylenetriaminepentaacetic
acid (DTPA)-transferrin (MW 81,000) following a
10-mL continuous infusion at 1.9 uL/min into the
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FIGURE 9.12 Autoradiogram of the distribution of M1nJabeled transferrin in cat brain
following a 75-pL infusion at 1.15 pL/min into the corona radiata.
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FIGURE 9.13 Left: Autoradiogram of a coronal section of the frontal lobe of a
rhesus monkey 13 hours after completing a 10-mL infusion of 11 In-labeled DTPA-
transferrin into the centrum semiovale at 1.9 uL/min. Numerical values represent
local tissue concentrations relative to the infusate concentration. Right: SPECT image
corresponding to the autoradiogram. Numerical values are pixel counts used to
assess spread in the dorsal-ventral and medial-lateral directions. (Reproduced from

Laske DW et al. ] Neurosurg 1997;87:586-94.)

centrum semiovale (white matter) of a primate (27).
In this case, the infused protein filled over one-third
of the infused hemisphere before finding avenues
of exit (10 mL exceeds the capacity of the primate
hemisphere). The concentration was relatively uni-
form across the white matter, dropping off to only
about 28% of the infusate concentration at a point over
a centimeter from the cannula tip. The larger numbers
reflect the presence of edema as well as tissue dam-
age and fluid pockets in the vicinity of the cannula tip
near the bottom of the section. The spread as deter-
mined from SPECT measurements was similar in the
anterior—posterior, medial-lateral, and dorsal-ventral
directions, ranging from 2 to 3 cm in each direction.
The high-flow distributed model of Equations 9.17,
9.20, and 9.23 describes the concentration profile that
is generated in isotropic tissue at the very end of infu-
sion. However, if these profiles are ultimately to be
used to predict tissue response to a drug, these are not
sufficient, since they do not describe the entire his-
tory of tissue exposure to the drug. Once the pumps
are turned off, there is a postinfusion phase during
which further transport through the tissue occurs by
diffusion, before clearance mechanisms finally reduce
the agent’s concentration to a negligible value. This
phase is critical in dose-response estimation since it
may last a long time relative to the duration of the
infusion and may broaden the sharp concentration
fronts often present at the termination of infusion.
Hence, the distributed model is now extended to
include a description of this phase and is used in

its entirety to assess likely treatment volumes as a
function of degradation rate.

For isotropic tissue, the spherical distribution about
the cannula tip at the end of infusion may be imagined
as composed of a collection of concentric concentration
shells. The postinfusion phase can then be described
as the superimposed diffusion of the material from
each one of these shells acting independently. Mathe-
matically, at the start of the postinfusion period, the
concentration of each shell at distance r from the
cannula tip is the value of C (r, t;;f) obtained from
Equation 9.20 (or 9.23, if applicable). Each of these
shell concentrations can be multiplied by a function
that accounts for diffusional broadening in the postin-
fusion phase (28), and integration over all such shells
leads to the formula for the postinfusion concentration
profile, C(r, B

X okt
Cr,t) = —— (9.25)
2r(n Dt)1/2
0
/C(r’, tinf) [e_(’_’/)z/(wb - e_(r“/)z/(w?)] r'dr’
o

for f > 0, where f = t — tinf is the time after the end
of infusion (21). When this formula is applied to our
macromolecule that has a 33-hour degradation time in
brain (the example in Figure 9.10), the concentration
profiles of Figure 9.14 are generated. The solid line
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FIGURE 9.14 Simulated interstitial concentration profiles of a
180-kDa macromolecule in nonbinding brain tissue at the end of a
12-hour high-flow infusion at 3 uL/min and at 1 and 3 days postin-
fusion. Model parameters were taken from Table 9.1. (Reproduced
from Morrison PF et al. Am J Physiol 1994;266:R292-305.)

represents the concentration profile [the C(r, t;¢) in
Equation 9.25] at 12 hours (= t;,) after the initiation
of a 3-pL/min infusion. The dotted lines show the
profile at 1 and 3 days postinfusion. In the interior
of the infused volume, the profile drops in value as
the degradative processes exert their effect. However,
beyond the initial 12-hour line, concentrations increase
to appreciable values (after 1 day, to around 10% of
the infusate concentration at 1.5 cm) and then decrease
as degradation continues. Although not immediately
apparent in this figure, this outward shift could eas-
ily account for a 20% increase in dosage volume if the
drug remained biologically active at 1% of its infusate
concentration.

For comparison with low-flow infusion (pure diffu-
sion) behavior, the same type of plot as Figure 9.14 is
shown in Figure 9.15. In this case, computations based
on Equation 9.14 were performed in which the same
mass of macromolecule is infused over 12 hours but at
a much lower flow rate of 0.05 uL /hr (0.00083 pnL/min)
to assure pure diffusive transport. Because the same
infusion time is employed in both the low- and high-
flow simulations, the constraint of identical delivered
mass at low flow requires that the infusate concen-
tration be increased by several logs. Hence the upper
end of the concentration scale in Figure 9.15 is greatly
expanded relative to that of Figure 9.14. The more
highly sloped lines show the movement of the con-
centration profile into the tissue by diffusion, with the
12-hour line being the profile at the end of the infusion.
At this time, all regions interior to 0.3 cm are exposed
to concentrations that are one thousand- to several
thousandfold of that seen in the high-flow profile of
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FIGURE 9.15 Simulated interstitial concentration profiles of a
180-kDa macromolecule in nonbinding brain tissue at various times
during a 12-hour low-flow infusion at 0.05 pL/hr and at 1 and 3 days
postinfusion. Model parameters were taken from Table 9.1. (Repro-
duced from Morrison PF et al. Am ] Physiol 1994;266:R292-305.)

Figure 9.14, and the penetration depth at 0.01 relative
concentration is only 0.4 cm for low infusion versus
1.5 cm for high infusion. However, it is apparent in
Figure 9.15 that the steep concentration profiles at the
end of 12 hours of low-flow infusion lead to consider-
able additional penetration in the postinfusion phase,
and the penetration depth at 0.01 relative concentra-
tion increases to nearly 0.9 cm by 3 days postinfusion.
This raises the question of how much dose-response
difference actually exists between the two delivery
modes when total exposure time is considered.
Figure 9.16 answers this question for one partic-
ular dose-response metric. As discussed previously,
the response of a tissue to a drug is often correlated
with an AUC value in which the integrated concen-
tration is the tissue concentration. In our example of
nonbinding macromolecular infusion, the tissue con-
centration is a strong function of the distance from
the cannula tip. Hence, the relevant AUC is distance
dependent and must be computed from an integral of
the form presented in Equation 9.8 (with r replacing
the x variable). Figure 9.16 shows this AUC(r) func-
tion computed for both the low- and high-flow modes
of infusion and plotted, not against r, but against
the corresponding spherical volume (4/3)rtr3. All cells
contained within this volume will have a response
equal to or greater than the response at the surface
of the volume corresponding to AUC(r). From inde-
pendent biological information, a particular response
in the target (e.g., a certain percentage of cell kill)
is assumed to be identifiable with a particular AUC
value, AUC,, shown as the dotted line in Figure 9.16.
The infusate concentration would be selected so that
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FIGURE 9.16 Simulated area-under-the-curve [AUC(r)] as a
function of the tissue volume [(4/3)rr3] corresponding to radial
position (r). Curves correspond to the high- and low-flow infu-
sion rates of Figures 9.14 and 9.15. The dotted line denotes a
particular value of AUC corresponding to a particular response
level (AUC,). (Reproduced from Morrison PF et al. Am J Physiol
1994;266:R292-305.)

the AUC, would lie sufficiently far below the upper-
most value of the high-flow line to just assure response
at a maximum desired target distance from the tip
of the cannula. The difference in spherical volumes
between the intersection of the AUC, line with the low-
and high-flow lines may be interpreted as the gain in
treatment volume of high-flow over low-flow infusion.
This gain is 12 cm? for the AUC, shown, and ranges
only between 9 and 20 cm? for AUC, selections over
the two logs from 1 to .01. The conclusion from this
analysis is that the postinfusional spreading seen with
low-flow infusion is not sufficient to compensate for
the large delivery volume advantage gained during
the infusion phase of high-flow microinfusion.

Tissue treatment volumes of the substance being
infused are a strong function of the tissue elimination
half-life, which reflects the sum of both metabolic and
microvascular tissue clearances. Table 9.2 summarizes
how this treatment volume and associated penetration
distance varies with the characteristic tissue elimina-
tion half-life of the infused species. Various elimina-
tion half-lives were used for these simulations and an
infusion rate of 3 UL /min into brain for 12 hours was
assumed. For the extreme case of a macromolecule
undergoing no metabolism, the treatment volume
is 27 ¢cm3, with a penetration distance of 1.9 cm.
For a more realistic tissue elimination half-life, as
might be encountered with weakly binding mono-
clonal antibodies or stabilized analogs of somatostatin
or enkephalin peptides, this volume and the distance,
respectively, decrease only to 14 cm® and 1.5 cm.

TABLE 9.2 Tissue Treatment Volume as a Function of
Tissue Elimination Half-Life

Tissue elimination half-life* Infinity 33.5hr 1.0hr 0.17 hr

Treatment volume (cm3) 27 14 2.7 0.49
Penetration distance (cm) 1.9 1.5 0.9 0.49

7 Equal to (In 2)/k.

When the elimination half-life drops to 1 hour, as
is characteristic of the rates encountered with nerve
growth factor or stabilized analogs of substance P
peptide or glucocerebrosidase enzyme, the treatment
volume decreases to 2.7 cm?, with a penetration dis-
tance of 0.9 cm. In a rapid metabolism situation, when
the elimination half-life decreases to just 10 minutes,
as expected for substances such as native somatostatin,
enkephalin, and substance P, the treatment volume
diminishes to only 0.5 cm3. However, the penetration
distance is still 0.5 cm and still in excess of the pene-
tration distances encountered with modes of delivery
depending on diffusional transport across tissue inter-
faces. Finally, it should be noted that these penetration
distances, computed here for a volumetric infusion
rate of 3 uL/min, will decrease with decreases in the
flow rate only as the cube root of the reduction factor
(cf. Equation 9.24). For example, there will be only a
30% decrease in penetration distance for a 3-fold drop
in flow rate to 1 pL/min.

Case Study 3: Chemopallidectomy in Patients
with Parkinson’s Disease Using Direct
Interstitial Infusion

Direct interstitial infusion has been applied to the
treatment of patients with advanced Parkinson’s dis-
ease, and the design of the protocol is instructive
(29). Motor control is severely compromised in these
patients because degradation of the substantia nigra
ultimately results in massive overinhibition of the
motor cortex by the globus pallidus interna (Gpi). One
therapeutic approach is to thermally ablate a portion
of the Gpi to reduce this inhibition and restore free-
dom of movement. However, thermal ablation also
risks destroying the optic nerve that forms the floor of
the Gpi structure. Hence, a chemical means of destroy-
ing the Gpi has been evaluated as a potentially more
selective alternative.

Controlled chemical destruction of the Gpi is
possible using direct interstitial infusion of the exci-
totoxin quinolinic acid (pyridine dicarboxylate; MW
167). The property of quinolinic acid that makes it
attractive for this purpose is its ability to selectively
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bind to and kill neurons that express the N-methyl-
p-aspartate (NMDA) receptor but not the myelinated
receptor-free fibers forming the optic nerve. Use of
this compound does, however, pose a potential toxic
risk to other basal ganglia surrounding the Gpi, since
these other structures are populated with NMDA-
expressing cells. Thus, the goal is to devise a quino-
linic acid delivery procedure that targets just the Gpi
while sparing its nearest neighbor, the globus pallidus
externa (Gpe), and other nearby ganglia.

Development of an administration protocol began
with identifying the toxic threshold concentration for
quinolinic acid as 1.8 mM. This was based on literature
data describing neuronal cell kill in the hippocampus
(30) and the assumption that an excitotoxin’s toxic
response is more determined by whether its concen-
tration exceeds a threshold concentration than by an
AUC measure. The target volume was taken as the
largest inscribed sphere that would fit inside the Gpi.
A conservative inflow rate of 0.1 uL/min was chosen
to avoid any possibility of infusate leak back along the
infusion cannula. A 50-minute infusion time was cho-
sen, partly on the basis of its being the longest time
easily maintained in surgery and partly because the
associated delivery volume of 5pL would suffice to
initially fill the interstitial fluid volume of the inscribed
sphere. The infusate concentration was then deter-
mined from theory using published transport parame-
ters (29, 31). The complete diffusion-convection model
of Equation 9.20 was solved numerically for various
infusion times. This theoretical analysis was neces-
sary to account for both convection and the substan-
tial diffusion that results from the small molecular
weight of this agent and the relatively low infusion
rate. The results are expressed as the solid lines in
Figure 9.17, which show tissue concentration relative
to the infusate concentration. Postinfusional changes
were computed using Equation 9.25, and these results
are shown in the figure as the dashed lines. In this
example, it is apparent that diffusion occurring after
termination of infusion has little effect on extend-
ing the volume of distribution, principally because so
much diffusive transport is involved even during the
infusion. The horizontal line at 0.036 is the relative con-
centration that is just met at the radius of the inscribed
sphere (r = 1.5 mm) at the end of infusion (50 min-
utes), and is equivalent to the relative toxic threshold
concentration — that is, 0.036 = Cypyesnold / Cinf- Using
the Cipreshold of 1.8 mM, the infusate concentration Ciyy
is found to be 50 mM.

Figure 9.18 shows that the 5-pL infusion volume
indeed provided localized dosing of the Gpi when
biotinylated albumin was infused. The results of
a 5-uL infusion of 50 mM quinolinic acid on the
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FIGURE 9.17 Relative interstitial concentration of quinolinic
acid computed for a 5-pL infusion at 0.1 pL/min of an isotonic
50 mM solution into the globus pallidus interna of a primate (50-min
infusion time). The horizontal dotted line represents the threshold
concentration in relative units. Solid line curves denote profiles gen-
erated at the indicated times (minutes) during the infusion; dashed
line curves denote the profiles during the postinfusion period, where
the numbers are minutes after the initiation of infusion. (Reproduced
from Lonser RR et al. ] Neurosurg 1999;91:294-302.)
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FIGURE 9.18 Coronal section of monkey brain stained for
biotinylated albumin immediately after infusion of 5 uL at
0.1 pL/min. Gpi, Globus pallidus interna; Gpe, Globus pal-
lidus externa; OT, optic tract; Put, putamen; IC, internal capsule.
(Reproduced from Lonser RR et al. ] Neurosurg 1999;91:294-302.)

Gpi of hemi-parkinsonized primates are shown in
Figure 9.19. The top panel shows the histology of the
Gpi tissue on the infused side of the brain, and the
bottom panel shows the histology of the noninfused,
control side. It is apparent that the large neuronal
nuclei seen in the control section are virtually absent in
the section from the infused side. The selectivity of Gpi
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FIGURE 9.19 Photomicrographs of tissue obtained from the
globus pallidus interna of a parkinsonian primate. There is com-
plete neuronal ablation and minimal gliosis in the infused Gpi
(top) relative to the unlesioned control side (bottom). (Reproduced
from Lonser RR ef al. ] Neurosurg 1999;91:294-302.)

targeting was confirmed by quantifying the number of
nuclei in nearby gray matter structures. It was found
that 87% of the neurons within the Gpi were destroyed,
while less than 10% in the Gpe, 4% in the thalamus, 1%
in the subthalamus, and 0% in the hippocampus were
destroyed. In addition, no toxic changes were observed
in the optic tract. Clinically, the treatment resulted in a
stable and pronounced improvement in the principal
measures of parkinsonism, including rigidity, tremor,
bradykinesia, and gross motor skills.

SUMMARY

The general principles underlying distributed
kinetic models of drug delivery by transfer across
tissue interfaces (intraperitoneal and intraventricular
delivery) and by direct interstitial infusion (low- and
high-flow microinfusion) have been presented and

exemplified for both small and large molecular weight
substances. Formulas have been provided to assess the
concentration profiles that are likely to be obtained in
tissue with these delivery methods, including rough
estimators of penetration depth and time to achieve
steady-state penetration. Rules for obtaining needed
parameters by scaling from reference values also have
been provided.

Many other applications of distributed drug kinet-
ics exist, including the spatial and time dependence
of drug delivery by microdialysis (2, 31-34), by the
two-step delivery of targeting toxic moieties to tumors
(35, 36), by the percolation of tightly binding anti-
bodies into intervascular spaces of tissue (1, 37, 38),
and by direct interstitial infusion into the spinal cord
(39, 40) and peripheral nerves (41). A mathemati-
cal model that optimizes the spinal cord delivery of
substance P-associated protein toxins for the treatment
of chronic neuropathic pain is an example of state-of-
the-art formalisms that go beyond simple geometric
and homogeneous tissue assumptions; it accounts for
anisotropic transport in tissue, anatomically correct
boundaries, receptor binding and uptake, metabolism,
and dose response in a single integrated finite-element
formalism (42, 43). In addition, there are both mechani-
cal and distribution issues involved in models describ-
ing potential backflow along the cannula tract during
microinfusion (44). The formulations of the biological
and physical phenomena involved in these cases are
necessarily somewhat different than those presented
in our examples. Nonetheless, the general concepts of
drug delivery presented in this chapter still apply and
serve as a starting point for analysis of these systems
as well.
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Population Pharmacokinetics

RAYMOND MILLER
Parke-Davis Pharmaceutical Research, Ann Arbor, Michigan

INTRODUCTION

Pharmacokinetic studies in patients have led to
the appreciation of the large degree of variability
in pharmacokinetic parameter estimates that exists
across patients. Many studies have quantified the
effects of factors such as age, gender, disease states,
and concomitant drug therapy on the pharmacoki-
netics of drugs, with the purpose of accounting for
the interindividual variability. Finding a population
model that adequately describes the data may have
important clinical benefits in that the dose regimen for
a specific patient may need to be individualized based
on relevant physiological information. This is partic-
ularly important for drugs with a narrow therapeutic
range.

The development of a successful pharmacokinetic
model allows one to summarize large amounts of data
into a few values that describe the whole data set.
The general procedure used to develop a pharmacoki-
netic model is outlined in Table 10.1. Certain aspects
of this procedure have been described previously in
Chapters 3 and 8. For example, the technique of “curve
peeling” frequently is used to indicate the number of
compartments that are included in a compartmental
model. In any event, the eventual outcome should be
a model that can be used to interpolate or extrapolate
to other conditions.

Population pharmacokinetic analysis is an exten-
sion of the modeling procedure. The purpose of pop-
ulation pharmacokinetic analysis is summarized in
Table 10.2.

PRINCIPLES OF CLINICAL PHARMACOLOGY, SECOND EDITION

ANALYSIS OF PHARMACOKINETIC DATA

Structure of Pharmacokinetic Models

As discussed in Chapters 3 and 8, it is often found
that the relationship between drug concentrations and
time may be described by a sum of exponential terms.
This lends itself to compartmental pharmacokinetic
analysis in which the pharmacokinetics of a drug are
characterized by representing the body as a system of
well-stirred compartments, with the rates of transfer
between compartments following first-order kinetics.
The required number of compartments is equal to the
number of exponents in the sum of exponentials equa-
tion that best fits the data. In the case of a drug that
seems to be distributed homogeneously in the body, a
one-compartment model is appropriate, and this rela-
tionship can be described in a single individual by the
following monoexponential equation:

A =Dose-e (10.1)

This equation describes the typical time course of
amount of drug in the body (A) as a function of initial
dose, time (t), and the first-order elimination rate con-
stant (k). As was described by Equation 2.14, this rate
constant equals the ratio of the elimination clearance
(CLE) relative to the distribution volume of the drug
(V4), so that Equation 10.1 can then be expressed in
terms of concentration in plasma (Cp).

Dose

CP — Vd . g_(CLE/Vd)'t (102)

Copyright © 2007 by Academic Press.
All rights of reproduction in any form reserved.
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TABLE 10.1 Steps in Developing a Pharmacokinetic

Model
Step Activity
1 Design an experiment
2 Collect the data
3 Develop a model based on the observed characteristics
of the data
4 Express the model mathematically
5 Analyze the data in terms of the model
6 Evaluate the fit of the data to the model
7 If necessary, revise the model in step 3 to eliminate

inconsistencies in the data fit and repeat the process
until the model provides a satisfactory description of
the data

TABLE 10.2 Purpose of Population Pharmacokinetic
Analysis

Estimate the population mean of parameters of interest

Identify and investigate sources of variability that influence drug
pharmacokinetics

Estimate the magnitude of intersubject variability

Estimate the random residual variability

Therefore, if one has an estimate of clearance and
volume of distribution, the plasma concentration can
be predicted at different times after administration
of any selected dose. The quantities that are known
because they are either measured or controlled, such
as dose and time, are called “fixed effects,” in con-
trast to effects that are not known and are regarded as
random. The parameters CLg and V; are called fixed-
effect parameters because they quantify the influence
of the fixed effects on the dependent variable, Cp.

Fitting Individual Data

Assuming that we have measured a series of
concentrations over time, we can define a model struc-
ture and obtain initial estimates of the model param-
eters. The objective is to determine an estimate of the
parameters (CLg, V) such that the differences between
the observed and predicted concentrations are com-
paratively small. Three of the most commonly used
criteria for obtaining a best fit of the model to the
data are ordinary least squares (OLS), weighted least
squares (WLS), and extended least squares (ELS); ELS
is a maximum likelihood procedure. These criteria
are achieved by minimizing the following quantities,

which are often called the objective function (O):

Ordinary least squares (where C; denotes the
predicted value of C; based on the model):

n
OoLs = Z (Ci — C)? (10.3)
i=1

Weighted least squares (where W is typically 1/the
observed concentration):

n
Owis = Y Wi(C; — C))? (10.4)
i=1

Extended least squares:

n
Ops = Y [Wi(C;i = &) +Invar(C)]  (10.5)
i=1

The correct criterion for best fit depends upon the
assumption underlying the functional form of the vari-
ances (var) of the dependent variable C. The model that
fits the data from an individual minimizes the differ-
ences between the observed and the model-predicted
concentrations (Figure 10.1).

What one observes is a measured value that dif-
fers from the model-predicted value by some amount
called a residual error (also called intrasubject error
or within-subject error). There are many reasons why
the actual observation may not correspond to the
predicted value. The structural model may only be
approximate, or the plasma concentrations may have
been measured with error. It is too difficult to model
all the sources of error separately, so the simplifying
assumption is made that each difference between an
observation and its prediction is random. When the
data are from an individual, and the error model is
the additive error model, the error is denoted by e.

D
c— ose e CCLEVD (10.6)
Va

POPULATION PHARMACOKINETICS

Population pharmacokinetic parameters quantify
population mean kinetics, between-subject variabil-
ity (intersubject variability), and residual variability.
Residual variability includes within-subject variabil-
ity, model misspecification, and measurement error.
This information is necessary to design a dosage regi-
men for a drug. If all patients were identical, the same
dose would be appropriate for all. However, since
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FIGURE 10.1 Fit obtained using a one-compartment model (see Equation 10.6) to fit
plasma concentration-vs-time data observed following intravenous bolus administration
of a drug; Cyps designates the actual measured concentrations and Cpye represents the
concentrations predicted by the pharmacokinetic model. (Adapted from Grasela TH Jr,
Sheiner LB. ] Pharmacokinet Biopharm 1991;19(suppl):255-36S.)

patients vary, it may be necessary to individualize
a dose depending on how large the between-subject
variation is. For example, to choose an initial dose, one
needs to know the relationship between the adminis-
tered dose and the concentration achieved and thus
the pharmacological response anticipated in a patient.
This is the same as knowing the typical pharmaco-
kinetics of individuals of similar sex, age, weight,
and function of elimination organs. This information
is available if one knows the fixed-effect pharmaco-
kinetic parameters governing the relationship of the
pharmacokinetics to sex, age, weight, renal function,
liver function, and so on. Large, unexplained vari-
ability in pharmacokinetics in an apparently homoge-
neous population can lead to an investigation as to the
reason for the discrepancy, which in turn may lead to
an understanding of fundamental principles.

Population Analysis Methods

Assume an experiment in which a group of sub-
jects selected to represent a spectrum of severity of
some condition (e.g., renal insufficiency) is given a
dose of drug, and drug concentrations are measured
in blood samples collected at intervals after dosing.
The structural kinetic models used when performing
a population analysis do not differ at all from those
used for analysis of data from an individual patient.
One still needs a model for the relationship of concen-
tration to dose and time, and this relationship does not
depend on whether the fixed-effect parameter changes

from individual to individual or with time within an
individual. The population pharmacokinetic parame-
ters can be determined in a number of ways, of which
only a few are described in the following sections.

The Naive Pooled Data Method

If interest focuses entirely on the estimation of pop-
ulation parameters, then the simplest approach is to
combine all the data as if they came from a single indi-
vidual (1). The doses may need to be normalized so
that the data are comparable. Equation 10.6 would be
applicable if an intravenous bolus dose were admin-
istered. The minimization procedure is similar to that
described in Figure 10.1.

The advantages of this method are its simplicity,
familiarity, and the fact that it can be used with sparse
data and differing numbers of data points per indi-
vidual. The disadvantages are that it is not possible
to determine the fixed-effect sources of interindivid-
ual variability, such as creatinine clearance (CLcR).
It also cannot distinguish between variability within
and between individuals, and an imbalance between
individuals results in biased parameter estimates.

Although pooling has the risk of masking individ-
ual behavior, it might still serve as a general guide to
the mean pharmacokinetic parameters. If this method
is used, it is recommended that a spaghetti plot be
made to visually determine if any individual or group
of individuals deviates from the central tendency with
respect to absorption, distribution, or elimination.
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The Two-Stage Method

The two-stage method is so called because it
proceeds in two steps (1). The first step is to use
OLS to estimate each individual patient’s parame-
ters, assuming a model such as that given by Equa-
tion 10.6. The minimization procedure described in
Figure 10.1 is repeated for each individual indepen-
dently (Figure 10.2).

The next step is to estimate the population param-
eters across the subjects by calculating the mean
of each parameter, its variance, and its covariance.
The relationship between fixed-effect parameters and
covariates of interest can be investigated by regression
techniques. To investigate the relationship between
drug clearance (CL) and creatinine clearance (CLcRr),
one could try a variety of models, depending on the
shape of the relationship. As described in Chapter 5,
a linear relationship often is applicable, such as that
given by Equation 10.7 (Figure 10.3):

CL = INT + SLOPE - CLcr (10.7)

The intercept in this equation provides an estimate of
nonrenal clearance.

The advantages of this method are that it is easy
and most investigators are familiar with it. Because
parameters are estimated for each individual, these

estimates have little or no bias. Pharmacokinetic-
pharmacodynamic models can be applied, since
individual differences can be considered. Covariates
can be included in the model. Disadvantages of the
method are that variance-covariance of parameters
across subjects are biased and contain elements of
interindividual variability, intraindividual variability,
assay error, time error, model misspecification, and
variability from the individual parameter estimation
process. In addition, the same structural model is
required for all subjects, and numerous blood sam-
ples must be obtained at appropriate times to obtain
accurate estimates for step 1.

Nonlinear Mixed-Effects Modeling Method

The nonlinear mixed-effects method is depicted
in Figure 10.4 and is described here using the con-
ventions of the NONMEM software (2, 3) and the
description by Vozeh et al. (3). It is based on the prin-
ciple that the individual pharmacokinetic parameters
of a patient population arise from a distribution that
can be described by the population mean and the
interindividual variance. Each individual pharmacoki-
netic parameter can be expressed as a population mean
and a deviation, typical for an individual. The devi-
ation is the difference between the population mean
and the individual parameter and is assumed to be
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FIGURE 10.2 Fit obtained using a one-compartment model to fit plasma concentration-vs-time
data observed following intravenous bolus administration of a drug. Each panel represents an

individual patient.
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FIGURE 10.4 Graphical illustration of the statistical model used in NONMEM for the special case
of a one-compartment model following intravenous bolus administration of a drug. ®, patient j;

M, patient k. (Adapted from Vozeh S et al. Eur ] Clin Pharmacol 1982;23:445-51.)

a random variable with an expected mean of zero
and variance w?. This variance describes the biolog-
ical variability of the population. The clearance and
volume of distribution for patient j using the structural
pharmacokinetic model described in Equation 10.6 are

represented by the following equations:

C
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n
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Dose _ e(CL]'/Vdj)'tif toes
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where
Yoid CL
CL]' =CL+ T]j
and

o
Vi =Va+n;*

where CL and V,; are the population mean of the
elimination clearance and volume of distribution,
respectively, and n]CL and n]V"’ are the differences

between the population mean and the clearance (CL;)
and volume of distribution V) of patient j. These
equations can be applied to patient k by substituting
k for j in the equations, and so on for each patient.
There are, however, two levels of random effects.
The first level, described previously, is needed in the
parameter model to help model unexplained interindi-
vidual differences in the parameters. The second level
represents a random error (g;), familiar from classical
pharmacokinetic analysis, which expresses the devia-
tion of the expected plasma concentration in patient j
from the measured value. Each ¢ variable is assumed
to have a mean zero and a variance denoted by c2.
Each pair of elements in 1 has a covariance, which can
be estimated. A covariance between two elements of
1 is a measure of statistical association between these
two random variables.

NONMEM is a one-stage analysis that simultane-
ously estimates mean parameters, fixed-effect param-
eters, interindividual variability, and residual random
effects. The fitting routine makes use of the ELS
method. A global measure of goodness of fit is pro-
vided by the objective function value based on the
final parameter estimates, which, in the case of NON-
MEM,, is minus twice the log likelihood of the data (1).
Any improvement in the model would be reflected
by a decrease in the objective function. The pur-
pose of adding independent variables to the model,
such as CLcg in Equation 10.7, is usually to explain
kinetic differences between individuals. This means
that such differences were not explained by the model
prior to adding the variable and were part of ran-
dom interindividual variability. Therefore, inclusion of
additional variables in the model is warranted only if
it is accompanied by a decrease in the estimates of the
intersubject variance and, under certain circumstances,
the intrasubject variance.

The advantages of the one-stage analysis are
that interindividual variability of the parameters
can be estimated, random residual error can be
estimated, covariates can be included in the model,
parameters for individuals can be estimated, and
pharmacokinetic-pharmacodynamic models can be

used. Since allowance can be made for individual dif-
ferences, this method can be used with routine data,
sparse data, and an unbalanced number of data points
per patient (4, 5). The models are also very flexible.
For example, a number of studies can be pooled into
one analysis while accounting for differences between
study sites, and all fixed-effect covariate relationships
and any interindividual or residual error structure can
be investigated.

Disadvantages arise mainly from the complexity
of the statistical algorithms and the fact that fitting
models to data is time consuming. The first-order (FO)
method used in NONMEM also results in biased esti-
mates of parameters, especially when the distribution
of interindividual variability is specified incorrectly.
The first-order conditional estimation (FOCE) proce-
dure is more accurate but is even more time consum-
ing. The objective function and adequacy of the model
are based in part on the residuals, which for NON-
MEM are determined based on the predicted con-
centrations for the mean pharmacokinetic parameters
rather than on the predicted concentrations for each
individual. Therefore, the residuals are confounded
by intraindividual, interindividual, and linearization
errors.

MODEL APPLICATIONS

Mixture Models

The first example is a study to evaluate the effi-
cacy of drug treatment or placebo as add-on treatment
in patients with partial seizures, and how this infor-
mation can assist with dosing guidelines. A mixed-
effects model was used to characterize the relationship
between monthly seizure frequency over 3 months and
pregabalin daily dose (0, 50, 150, 300, and 600 mg)
as add-on treatment in three double-blind, paral-
lel group studies in patients with refractory partial
seizures (N = 1042) (6). A subject-specific random-
effects model was used to characterize the relation-
ship between seizure frequency and pregabalin dose
in individual patients, taking into account placebo
effect. Maximum-likelihood estimates were obtained
with use of the Laplacian estimation method imple-
mented in the NONMEM program (version V 1.1) (2).
The response was modeled as a Poisson process with
mean A. The probability that the number of seizures
per 28 days (Y) equals x is given by the following
equation:

X

PY =x) = 6_7”)\'—
x!
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The mean number of seizures per 28 days (A) was mod-
eled as a function of drug effect, placebo effect, and
subject-specific random effects, based on the following
relationship:

A =Base- (1+fs+fp)-e"

where Base is the estimated number of seizures per 28
days reported in the baseline period before treatment.
The functions f; and f, describe the drug effect and
placebo effect, and n is the subject-specific random
effect.

The structural model that best described the
response was an asymptotic decrease in seizure fre-
quency from baseline including a placebo effect
(PLAC) in addition to drug effect.

Emax : D

A =Base- (11— 2 —
ase( EDsy 1 D

— PLAC> e

Eyax is the maximal fractional reduction in seizure
frequency and EDj is the dose that produces a 50%
decrease in seizure frequency from maximum. PLAC
is the fractional change in seizure frequency from base-
line after placebo treatment. Drug treatment was mod-
eled as an E;;;y model (see Chapter 18) and placebo
treatment was modeled as a constant. This model
describes a dose-related reduction in seizure frequency
with a maximum decrease in seizure frequency of 38%.
Half that reduction (EDsg) was achieved with a dose
of 48.7 mg/day. However, the EDs5p was not well esti-
mated, since the symmetrical 95% confidence interval
included zero. After placebo treatment the average
increase in seizure frequency was 10% of baseline.
This analysis suggested that pregabalin reduces
seizure frequency in a dose-dependent fashion. How-
ever, the results are questionable because of the vari-
ability in the prediction of ED5g. This may be due to
the fact that some patients with partial seizures are
refractory to any particular drug and would be non-
responders at any dose. It would be sensible, then, to
explore the dose-response relationship for this drug
separately in those patients that are not refractory to
pregabalin. Actually, it is only this information that
is useful in adjusting dose (and setting therapeutic
expectations) for those patients who will benefit from
treatment. As is often the case, the clinical trials to
evaluate this drug were not designed to first identify
patients tractable to pregabalin treatment and then to
study dose response in only the subset of tractable
patients. Thus, to obtain the dose-response relation-
ship for this subset we would need to use the available
trial data to first classify each patient (as either refrac-
tory or responsive), and then assess the degree of

pregabalin anticonvulsant effect as a function of dose
in the responders.

In order to justify this approach, it was necessary
to evaluate if the patients in these studies represented
a random sample from a population composed of at
least two subpopulations, one with one set of typical
values for response and a second with another set of
typical values for response. A mixture model describ-
ing such a population can be represented by the
following equations:

Subpopulation A (proportion = p):

EmuxA -D

A = Base . (1 — ZmaxA >
1 ase( EDso + D

- PLAC) -

Subpopulation B (proportion =1 —p):

Eimaxp - D
M =Base:[1— —————= —PLAC | -e™
? < EDso + D
where
Base = Baseline seizure frequency over 28 days
Eaxa = Maximal fractional change in baseline
seizures due to drug treatment for
subpopulation A
Eysxp = Maximal fractional change in baseline

seizures due to drug treatment for
subpopulation B

ED5y = Daily dose that produces a 50% reduction
in seizure frequency from maximum
(mg/day)

PLAC = Fractional change in seizure frequency
from baseline due to placebo treatment

14 = Proportion of subjects in subpopulation A

(by default 1—p is the proportion in
subpopulation B)
ng = Intersubject random effect for subpopulation A
n2 = Intersubject random effect for subpopulation B
Var(n;) = Var(ny) = o

A mixture model implicitly assumes that some frac-
tion (p) of the population has one set of typical values
of response, and that the remaining fraction (1 — p)
has another set of typical values. In this model, the
only difference initially allowed in the typical values
between the two groups was the maximal fractional
reduction in seizure frequency after treatment with
pregabalin, that is, Ej;zxa and Ejgyp. Values for these
two parameters and the mixing fraction p were esti-
mated. Random interindividual variability effects n;
and 1y were assumed to be normally distributed with
zero means and common variance ®. The estimation
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method assigns each individual to both subpopula-
tions repeatedly and computes different likelihoods,
depending on variables assigned to the subpopula-
tions. This process is carried out for each individual
patient record repeatedly as parameter values are
varied. The fitting algorithm assigns individuals to
the two categories, so that the final fit gives the most
probable distribution of patients into the two subpop-
ulations. Introducing the mixture model resulted in a
significant improvement in the model fit.

In this case, the maximal response in the one
subgroup (subpopulation B) tended toward zero, so
the inclusion of an EDsp estimate in this population
appeared unwarranted. In the final model, the EDsg
parameter was dropped in this subpopulation so that
treatment response in this subgroup defaulted to a
constant with random variability that was indepen-
dent of drug dose. Consequently, the calculated EDs
value is representative of only those patients who
fall into the subpopulation of pregabalin-responsive
patients (subpopulation A), and a dose of approx-
imately 186 mg daily is expected to decrease their
seizure frequency by about 50% of baseline. Monte
Carlo simulation was used together with the pharma-
codynamic parameters and variance for subpopula-
tion A to generate the relationship between expected

100 —

% REDUCTION IN SEIZURE FREQUENCY

reduction in seizure frequency and increasing pre-
gabalin dose that is shown in Figure 10.5. Seizure
frequency values were simulated for 11,000 individ-
uals (50% female) at doses from 50 to 700 mg pre-
gabalin daily. Exclusion of patients with a baseline
value less than six seizures per 28 days to emulate
the inclusion criteria for these studies resulted in a
total of 8852 individuals, of which 51% were female.
The percentage reduction from baseline seizure fre-
quency was calculated for each individual simulated.
Percentiles were determined for percentage reduction
in seizure frequency at each dose (Figure 10.5). In
patients who are likely to respond to pregabalin treat-
ment, doses of 150, 300, and 600 mg pregabalin daily
are expected to produce at least a 71, 82, and 90%
reduction in seizure frequency, respectively, in 10%
of this population. Similarly, with these doses, 50% of
this population is expected to show a 43, 57, and 71%
reduction in seizure frequency, respectively. These
expectations serve as a useful dosing guide for a
clinician when treating a patient.

Exposure-Response Models

The second example involves the impact of pop-
ulation modeling of exposure-response data on an

0 50 100 150 200 250 300

400 450 500 550 600 650 700
PREGABALIN DOSE (mg)

FIGURE 10.5 Expected percentage reduction in seizure frequency with increasing dose in patients who are likely
to respond, expressed as percentiles. (Adapted from Miller R, Frame B, Corrigan B, Burger P, Bockbrader H,
Garofalo E, Lalonde R. Clin Pharmacol Ther. 2003;73:491-505, with permission from the American Society for Clinical

Pharmacology and Therapeutics.)
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FDA approval. Usually, evidence of efficacy from two
or more adequate and well-controlled clinical trials,
along with safety information, is required for the reg-
ulatory approval of a new indication for a drug. The
idea is that replication of the results of a single trial
is needed to rule out the possibility that a finding of
efficacy in a single trial is due to chance. This example
describes the application of exposure-response anal-
ysis to establish an FDA-approvable claim of drug
efficacy based on a dose-reponse relationship that was
obtained from two pivotal clinical trials that used
different final-treatment doses.

Response data for two studies were submitted to
the FDA for approval for the treatment of posther-
petic neuralgia (PHN). Both studies were randomized,
double-blind, placebo-controlled, multicenter studies
that evaluated the safety and efficacy of gabapentin
administered orally three times a day, compared with
placebo. In both studies, the patients were titrated to
their final-treatment dose by the end of either week
3 or 4 and then were maintained on these doses for
4 weeks. However, in one study, the final-treatment
dose was 3600 mg/day, and in the other study, the
patients were randomized to the final-treatment doses
of either 1800 or 2400 mg/day. The primary efficacy
parameter was the daily pain score, as measured by
the patient in a daily diary on an 11-point Likert scale,
with zero equaling no pain and 10 equaling the worst
possible pain. Each morning the patient self-evaluated
pain for the previous day. The dataset consisted of
27,678 observations collected from 554 patients, of
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which 226 received placebo and 328 received treatment
approximately evenly distributed over the three doses.
Daily pain scores were collected as integral, ordinal
values and the change from baseline pain score was
treated as a continuous variable. The mean of the most
recent available pain scores observed during the base-
line study phase was used for each patient’s baseline
score. The individual daily pain score was modeled as
change from baseline minus effect of drug and placebo:

Daily change from baseline pain score =

— (Placebo + n) — (Gabapentin effect + 1) + ¢

where ¢ is the residual variability and n is the interindi-
vidual variability.

The placebo effect was described using a model
made up of two components, an immediate-effect
component and an asymptotic time-dependent com-
ponent, as described in Chapter 20. The gabapentin
effect was described by an E;; model using the
daily dose corrected for estimated bioavailability.
Observed and predicted mean population responses
are described in Figures 10.6 and 10.7. The advan-
tage of the population approach is that all the data
were included in the analysis, allowing valuable infor-
mation to be captured, such as time of onset of
response relative to placebo as well as intraindividual
dose response. The model served as a useful tool for
integrating information about the characteristics of the
drug over the time course of the study. This analysis

945-211

[ Placebo (Observed)
Placebo (Predicted)

Q] 3600 mg Daily (Observed)

3600 mg Daily (Predicted)
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FIGURE 10.6 Change in pain score from baseline over time for study 945-211.
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FIGURE 10.7 Change in pain score from baseline over time for study 945-295.

provided the regulators with a clear understanding of
the nature of the dose response for gabapentin to help
with their decision making.

However, since patients in study 1 were random-
ized to a final dose of 3600 mg/day and patients
in study 2 were randomized to either 1800 or
2400 mg/day, replicate data confirming the efficacy of
gabapentin at these doses were not available. This pre-
sented a challenging regulatory obstacle to approval
of gabapentin for the PHN treatment indication. To
further explore the underlying dose-response relation-
ship, the FDA did their own analysis of the data:
an initial summary statistical analysis to compare the
observed clinical pain score at various levels or days
after starting therapy, followed by a modeling and
simulation analysis to check the concordance across
the different studies. The use of this pharmacokinetic—
pharmacodynamic information confirmed evidence of
efficacy across the three studied doses to the satis-
faction of the FDA review staff. The clinical trials
section of the package insert for gabapentin describes
studies 1 and 2 and further states “Pharmacokinetic—
pharmacodynamic modeling provided confirmatory
evidence of efficacy across all doses,” to explain the
basis for establishing the effectiveness of this drug for
the PHN indication (7).

CONCLUSIONS

Population pharmacokinetics describes the typi-
cal relationships between physiology and pharma-
cokinetics, the interindividual variability in these
relationships, and their residual intraindividual vari-
ability. Knowledge of population kinetics can help
one choose initial drug dosage, modify dosage appro-
priately in response to observed drug levels, make
rational decisions regarding certain aspects of drug
regulation, and elucidate certain research questions in
pharmacokinetics. Patients with a disease for which
a drug is intended are probably a better source of
pharmacokinetic data than are healthy subjects. How-
ever, these types of data are contaminated by varying
quality, accuracy, and precision, as well as by the fact
that generally only sparse data are collected from each
patient.

Although population pharmacokinetic parameters
have been estimated either by fitting all individuals’
data together as if there were no kinetic differences,
or by fitting each individual’s data separately and
then combining the individual parameter estimates,
these methods have certain theoretical problems that
can only be aggravated when the deficiencies of typ-
ical clinical data are present. The nonlinear mixed-
effect analysis avoids many of these deficiencies and
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provides a flexible means of estimating population
pharmacokinetic parameters.
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Pathways of Drug Metabolism

SANFORD P. MARKEY
National Institute of Mental Health, National Institutes of Health, Bethesda, Maryland

INTRODUCTION

Most drugs are chemically modified or metabolized
in the body. The biochemical processes governing
drug metabolism largely determine the duration of a
drug’s action, elimination, and toxicity. The degree to
which these processes can be controlled to produce
beneficial medical results relies on multiple variables
that have been the subject of considerable study, best
illustrated by examining several representative drugs.
Drug metabolism may render an administered active
compound inactive, or activate an inactive precursor,
or produce a toxic by-product.

Phenobarbital typifies drugs that are active when
administered and then are converted to inactive and
more polar metabolites in the liver, as shown in
Scheme 11.1. When phenobarbital is hydroxylated, it
becomes more water soluble and less lipid-membrane
soluble. p-Hydroxyphenobarbital is pharmacologically
inactive and is either excreted directly or is glu-
curonidated and then excreted.

H
3 N\r//o Phase 1
NH >

)

p-hydroxy-
phenobarbital

H
O NY
NH

(0]

phenobarbital

Phenobarbital metabolism exemplifies the princi-
ples propounded by Richard Tecwyn Williams, a
pioneering British pharmacologist active in the mid-
twentieth century (1). Williams introduced the con-
cepts of Phase I and Phase II drug metabolism. He
described Phase I biotransformations as primary cova-
lent chemical modifications to the administered drug
(oxidation, reduction, hydrolysis, etc.), such as the
hydroxylation of phenobarbital. Phase Il reactions thus
involved synthesis or conjugation of an endogenous
polar species to either the parent drug or the Phase I
modified drug, as exemplified by the glucuronidation
of p-hydroxyphenobarbital in Scheme 11.1. These con-
cepts have been useful to catalog and categorize newly
described chemical biotransformations, especially as
the field of drug metabolism developed.

Pyrimidine nucleotides exemplify a class of phar-
maceuticals designed to be biotransformed in the
body from inactive to active cancer chemothera-
peutic agents. In order to effectively interfere with
thymidine synthetase, 5-fluorouracil (5 FU) must

2H
Phase 2

Y

p-hydroxyphenobarbital-
glucuronide

SCHEME 11.1 Metabolism of phenobarbital results in inactive polar metabolites.
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5-FU

5-FUMP

SCHEME 11.2 Metabolism of 5-FU is required to produce the active

agent 5-FUMP.

be biotransformed to 5-fluorouracil monophosphate
(5-FUMP), as shown in Scheme 11.2. The base 5-FU
is not well absorbed as a drug and consequently is
administered parenterally. The polar monophosphate
is formed within the targeted, more rapidly dividing
cancer cells, enhancing the specificity of its action.

Sometimes an active pharmaceutical produces
another active agent after biotransformation. An exam-
ple of a commercially popular drug with an active
metabolite is terfenadine (Seldane™), as shown in
Scheme 11.3. As discussed in Chapter 1, the terfena-
dine oxidative metabolite, fexofenadine (AllegraTM),
is now marketed as a safer alternative that avoids
potentially fatal cardiac terfenadine side effects.

An example of a popular pharmaceutical with
a toxic metabolite is acetaminophen (2, 3). A por-
tion of the acetaminophen metabolized in the liver
is converted to a reactive intermediate, N-acetyl-p-
benzoquinoneimine (NAPQI), which is an excellent
substrate for nucleophilic attack by free sulfhydryl
groups in proteins, as shown in Scheme 11.4. By
substituting a high concentration of an alternative

thiol for the -SH group in cysteine in liver proteins,
and removing the reactive NAPQI from contact with
liver proteins, N-acetylcysteine (NAcCys) is an effec-
tive antidote for acetaminophen overdose (4). The
N-acetylcysteine adduct is inactive and is excreted
in urine.

Knowledge of basic principles of drug metabolism
may lead to rational development of more effec-
tive pharmaceuticals, as illustrated in Scheme 11.5 by
the progression from procaine to procainamide and
N-acetylprocainamide. Procaine was observed in 1936
to elevate the threshold of ventricular muscle to electri-
cal stimulation, making it a promising antiarrhythmic
agent (5). However, it was too rapidly hydrolyzed
by esterases to be used in vivo, and its amide ana-
log procainamide was evaluated (6). Procainamide
has effects similar to those of procaine and is used
clinically as an antiarrhythmic drug. It is relatively
resistant to hydrolysis; about 60-70% of the dose is
excreted as unchanged drug and 20% is acetylated to
N-acetylprocainamide (NAPA), which also has antiar-
rhythmic activity. NAPA has been investigated as a

. é
HO N @ oH

& o

terfenadine
(Seldane)

fexofenadine
(Allegra)

SCHEME 11.3 The active agent terfenadine is converted to another active agent, fexo-

fenadine.
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SCHEME 11.4 Acetaminophen is metabolized to a reactive intermediate (NAPQI) that can cause hepatotoxicity
by reacting with liver proteins.
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procaine procainamide N-acetylprocainamide
SCHEME 11.5 The structures of procaine, procainamide, and N-acetylprocainamide exemplify drug

development based upon understanding principles of drug metabolism.

candidate to replace procainamide because it has a
longer elimination half-life than does procainamide
(2.5 times in patients with normal renal function) and
fewer toxic side effects, representing a third generation
of procaine development (7).

These examples indicate the relevance of under-
standing drug metabolism in the context of patient
care and drug development. Presenting an overview
of drug metabolism in a single chapter is chal-
lenging because the field has developed markedly
in the past century, with many important scientific
contributions being made. Recent books summarize
advances in understanding fundamental mechanisms
of metabolic processes (8) and the encyclopedic

information available regarding the metabolism of
specific drugs (9). The broad concepts outlined by
R. T. Williams of Phase I and Phase II metabolism
are still a convenient framework for introducing the
reader to metabolic processes, but these designations
do not apply readily to all biotransformations. For
example, the metabolic activation of 5-FU and the toxic
protein binding of acetaminophen are more usefully
described with regard to the specific type of chemical
transformation, the enzymes involved, and the tissue
site of transformation. Because the liver is a major site
of drug metabolism, this chapter introduces first the
hepatic Phase I enzymes and the biotransformations
that they affect.
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PHASE I BIOTRANSFORMATIONS

Liver Microsomal Cytochrome P450
Monooxygenases

Among the major enzyme systems affecting drug
metabolism, cytochrome P450 monooxygenases' are
dominant. In humans, there are 12 gene families of
functionally related proteins comprising this group of
enzymes. The cytochrome P450 enzymes, abbreviated
CYPs (for cytochrome Ps) catalyze drug and endoge-
nous compound oxidations in the liver, and also in
the kidneys, gastrointestinal tract, skin, and lungs.
Chemically, the processes of oxidation can be written
as follows:

Drug + NADPH + HY+0, —»

Oxidized drug + NADP* + H,O

The requirement for NADPH as an energy and elec-
tron source necessitates the close association, within
the endoplasmic reticulum of the cell, of CYPs with
NADPH-cytochrome P reductase, in a 10:1 ratio. To
reconstitute the enzyme activity in vitro, it is neces-
sary to include the CYP heme protein, the reductase,
NADPH, molecular oxygen, and phosphatidylcholine,
a lipid surfactant. The electron flow in the CYP
microsomal drug oxidizing system is illustrated in
Figure 11.1.

! In a recent historical review, R. Synder details the his-
tory of discovery of cytochrome P450 (Toxicol Sci 2000;
58:3—4). Briefly, David Keilin (1887-1963) of Cambridge
University coined the name “cytochromes,” for light-
absorbing pigments that he isolated from dipterous flies.
He named the oxygen-activating enzyme “cytochrome
oxidase.” Otto Warburg (1833-1970), in Berlin, studied
cytochrome oxidase and measured its inhibition by car-
bon monoxide. He reported that the inhibitory effects of
carbon monoxide were reversed by light and that the
degree of reversal was wavelength dependent. Otto Rosen-
thal learned these spectroscopic techniques in Warburg's
lab and brought them to the University of Pennsylvania
when he fled Germany in the 1930s. There, with David
Cooper and Ronald Estabrook, the mechanism of steroid
hydroxylation was investigated. Using the Yang—Chance
spectrophotometer, they determined the characteristic spec-
troscopic signature of the cytochrome P450-CO complex
and recognized in 1963 that it was the same as that of
pig and rat liver microsomal pigments reported in 1958
independently by both M. Klingenberg and D. Garfield.
These spectroscopic characteristics were used in 1964 by
T. Omura and R. Sato to identify cytochrome P450 as a
heme protein. Rosenthal, Cooper, and Estabrook studied the
metabolism of codeine and acetanilide, and demonstrated in
1965 that cytochrome P450 is the oxygen-activating enzyme
in xenobiotic metabolism as well as in steroid hydroxylation.

The name cytochrome P450 derives from the spec-
troscopic observation that when drug is bound to the
reduced heme enzyme (FeZt), carbon monoxide can
bind to the complex and absorb light at a charac-
teristic and distinctive 450 nm. The CO complex can
be dissociated with light and the complex can then
absorb oxygen, as shown in Figure 11.2. The spectro-
scopic properties of the CYP enzyme complex were of
significant utility to investigators who characterized
this family of enzymes with respect to their substrate
specificity, kinetics, induction, and inhibition.

Of the 12 CYP gene families, most of the drug-
metabolizing enzymes are in the CYP 1, 2, and 3
families. All have molecular masses of 45-60 kDa.
Their naming and classification relate to their degree
of amino acid sequence homology. Subfamilies have
been assigned to isoenzymes with significant sequence
homology to the family (e.g., CYP1A). An additional
numerical identifier is added when more than one
subfamily has been identified (e.g., CYP1A2). Fre-
quently, two or more enzymes can catalyze the same
type of oxidation, indicating redundant and broad
substrate specificity. Thus, early efforts to categorize
CYPs on the basis of biochemical transformations that
they catalyzed led to confusing reports from differ-
ent investigators; these confusions have now been
resolved with gene sequences. Some of the princi-
pal drug-metabolizing CYPs are listed in Table 11.1
(10, 11). Three of the CYP families, 1A2, 2C, and 3A4,
are shown in boldface in the table because they account
for >50% of the metabolism of most drugs. Their levels
can vary considerably, requiring further clinical evalu-
ation when patient responses suggest either too much
or too little of a prescribed drug is present.

It is instructive to examine which drugs are
substrates for various isoforms of CYP enzymes.
Table 11.2 lists some of the substrates for different
CYP isoforms (10, 11). There are several examples
of a single compound that is metabolized by multi-
ple CYP enzymes (acetaminophen, diazepam, caffeine,
halothane, warfarin, testosterone, zidovudine), and
CYP enzymes that metabolize bioactive endogenous
molecules (prostaglandins, steroids) as well as drugs.

The activity (induction or inhibition) of various CYP
enzymes is influenced by a variety of factors that have
been identified to date. For example, genetic polymor-
phisms are most significant in CYP families 1A, 2A6,
2C9, 2C19, 2D6, and 2E1. Nutrition effects have been
documented in families 1A1, 1A2, 1B1, 2A6, 2B6, 2C8,
2C9, 2C19, 2D6, and 3A4 (10, 11); smoking influences
families 1A1, 1A2, and 2E1 (12); alcohol influences
family 2E1 (13); drugs influence families 1A1, 1A2,
2A6,2B6,2C,2D6, 3A3, and 3A4, 5; and environmental
xenobiotics such as polycyclic aromatic hydrocarbons,
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FIGURE 11.1 Free drug enters the cycle (upper right) and is complexed to the ferric oxidation state of
the heme protein cytochrome P (CYP) in the presence of phosphatidylcholine (PC). The Fe3* is reduced
to Fe?* by an electron generated by the conversion of NADPH to NADP* by the enzyme cytochrome P
reductase (upper left). The reduced complex absorbs molecular oxygen (lower middle). Addition of a second
electron from cytochrome P reductase results in the generation of one molecule of water, hydroxylation
of one molecule of drug, and the oxidation of iron to Fe3*. When hydroxylated drug is released from the

enzyme complex (upper right), the cycle repeats.

dioxins, organic solvents, and organophosphate insec-
ticides influence families 1A1, 1A2, 2A6, 1B, 2El,
and 3A4 (10).

The diverse nature of these effects is illustrated
by recounting the experience of clinical pharmacolo-
gists who studied the pharmacokinetics of felodipine,
a dihydropyridine calcium channel antagonist (14).
They designed a study to test the effects of ethanol
on felodipine metabolism. To mask the flavor of
ethanol from the subjects, they tested a variety of
fruit juices, selecting double-strength grapefruit juice
prepared from frozen concentrate as most effective.

co
Cco
CYP Fe?t CYP Fe2*
hv
Drug Drug

FIGURE 11.2 Cytochrome P450 has a high affinity for carbon
monoxide when drugs are bound to the reduced complex, as
observed spectroscopically at 450 nm.

TABLE 11.1 Human CYP Enzymes Important in Liver
Metabolism of Drugs?®

CYP enzyme® Level (% of total) Extent of variability

1A2 ~13 ~40-fold

1B1 <1

2A6 ~4 ~30- to 100-fold
2B6 <1 ~50-fold

2C ~18 25- to 100-fold
2D6 Up to 2.5 >1000-fold
2E1 Upto?7 ~20-fold

2F1 — —

2]2 — —

3A4 Up to 28 ~20-fold

4A, 4B — —

? Data from Rendic S, Di Carlo FJ. Drug Metab Rev 1997;29:
413-580.

b Boldface: enzymes that account for >50% of the metabolism of
most drugs.
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TABLE 11.2 Participation of the CYP Enzymes in
Metabolism of Some Clinically Important Drugs”®

CYP enzyme Participation in drug Examples of substrates
metabolism (%)

1A1 3 Caffeine, testosterone,

(R)-warfarin

1A2 10 Acetaminophen, caffeine,

phenacetin, (R)-warfarin
1B1 1
2A6 3

17B-Estradiol, testosterone

Acetaminophen, halothane,
zidovudine

2B6 4 Cyclophosphamide,
erythromycin,

testosterone

Acetaminophen (2C9),
hexobarbital (2C9, 19),
phenytoin (2C8, 9, 19),
testosterone (2C8, 9, 19),
tolbutamide (2C9),
(R)-warfarin (2C8, 8,

18, 19), (S)-warfarin (2C9,
19), zidovudine (2CS8,
9, 19)

Acetaminophen, caffeine,
chlorzoxazone, halothane

2C family 25

2E1 4

2D6 18.8 Acetaminophen, codeine

debrisoquine

3A4 34.1 Acetaminophen, caffeine
carbamazepine, codeine,
cortisol, erythromycin,
cyclophosphamide, (S)-
and (R)-warfarin,
phenytoin, testosterone,
halothane, zidovudine

7 Data from Rendic S. Drug Metab Rev 2002;34:83-448.

The resulting plasma felodipine concentrations did not
differ between the ethanol/felodipine and felodipine
groups, but the plasma concentrations in both groups
were considerably higher than those seen in any pre-
vious study. The effects of repeated grapefruit juice
doses are cumulative and, as shown in Figure 11.3,
may increase felodipine concentrations as much as
fivefold.

Upon further investigation, it was determined
that grapefruit juice administration for 6 consecutive
days causes a 62% reduction in small bowel en-
terocyte CYP3A4 protein, thereby inhibiting the first-
pass metabolism of felodipine to oxidized felodipine,
shown in Scheme 11.6 (15). The effects of grapefruit
juice are highly variable among individuals, depend-
ing on their basal levels of small bowel CYP3A4, but
grapefruit juice does not affect the pharmacokinetics
of intravenously administered felodipine because the

100

10

FELODIPINE (nmol/L)

HOURS

FIGURE 11.3 Plasma felodipine concentrations after oral admin-
istration to an individual of a 5-mg dose with (W) and without (L)
grapefruit juice. (Reproduced with permission from Bailey DG ef al.
Br J Clin Pharmacol 1998:46;101-10.)

cl
cl
e
CH,0,C CO,CH, CYP3A4 cl
——  CH,0,C CO,CH,
cHyY "N” T CcH,
H CHY 'N7 CH,
felodipine oxidized felodipine

SCHEME 11.6 Oxidation of felodipine by intestinal CYP3A4
limits its bioavailability.

active constituents of the juice are not absorbed and do
not affect liver CYPs. Subsequent studies have shown
that the degradation half-life of CYP3A4 normally is
8 hours and that at least 3 days are required to regain
normal CYP3A4 function after exposure to grapefruit
juice (16).

The effect of grapefruit juice on felodipine kinetics
illustrates several of the difficulties and pitfalls that
not only confound clinical studies of new drug prod-
ucts, but are a source of concern in clinical medicine.
There are likely to be other food and diet supplements
with similar constituents and pharmacological activ-
ity. For example, Seville orange juice contains some of
the same fucocoumarins as found in grapefruit juice
and exhibits the same effect with respect to felodi-
pine pharmacokinetics (17). The differing composition
of fucocoumarin mixtures in fruit juices produces
variability in responses to drugs transported and
metabolized by multiple mechanisms. Grapefruit juice
constituents also inhibit the multidrug transporter
P-glycoprotein, MDR-1, and the multidrug resistance
protein 2 (MRP2), resulting in pharmacokinetic effects
on cyclosporine metabolism (18). Seville orange juice
does not interact with cyclosporine concentrations,
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evidence for the fact that the orange juice does not
contain those components that interfere with MDR-1
and MRP2 (17). The topic of drug—drug interactions
is discussed in greater detail in Chapter 15. However,
pharmacologically active CYP inducers or inhibitors
may derive from dietary or environmental origin (e.g.,
insecticides or perfumes) and can only be recognized
when appropriate in vitro or in vivo kinetic studies have
been performed. Elderly patients are particularly at
risk because they are likely to use multiple drugs as
well as dietary and food supplements (19).

The example of felodipine also demonstrates that
CYPs outside of the liver may have significant effects
on drug concentrations. In addition to the dominant
CYP3A family, the GI tract contains CYPs 2D6, 2C,
2B6, and 1A1. Similarly, CYPs are found in lung (CYPs
1A1,2A6, 2B6, 2C, 2E, 2F, 4B1), kidney (CYPs 1A1, 1B1,
3A, 4A11), skin, placenta, prostate, and other tissues
where their inhibition or activation may be of clinical
relevance to the efficacy or toxicity of a therapeutic
agent.

CYP-Mediated Chemical Transformations

Most drugs are relatively small organic compounds
with molecular masses below 500 Da. The action of
various CYP isoforms is predictable in that there are
several organic structural elements that are principal
targets for metabolic transformations. However, the
metabolism of any specific drug is not entirely pre-
dictable, in that a specific site of metabolism may be
favored for one compound and a different site for
another, but structurally related, compound. The fol-
lowing examples are chosen to reflect some of the
dominant pathways for a specific drug and illustrate
the selectivity of the metabolic enzymes.

Aliphatic Hydroxylation

Hydroxylation occurs at aliphatic carbon atoms, fre-
quently at secondary or tertiary sites in preference
to primary carbon atoms, as shown in Scheme 11.7.

CO,H

ibuprofen

OH
R = CH,CH, — 3 R =CHCH;

SCHEME 11.7 Hydroxylation occurs at aliphatic carbon atoms,
frequently at secondary or tertiary sites in preference to primary
carbon atoms.

Ibuprofen, as shown in Scheme 11.8, affords an exam-
ple of aliphatic hydroxylation. Other drugs similarly
metabolized include terfenadine, pentobarbital, and
cyclosporine.

Aromatic Hydroxylation

Many aromatic drugs are hydroxylated either
directly through asymmetrical oxygen transfer or
through an unstable arene oxide intermediate, as
shown in Scheme 11.9.

Because the half-life of the epoxide intermediate
is short, immediate rearrangement or reaction may
lead to a single metabolite or a variety of substituted
metabolites. The intermediacy of an epoxide interme-
diate can be inferred by the identification of para-
and meta-hydroxylated and dihydrodiol metabolites,
although their relative abundances will vary with sub-
stitution and steric considerations. Acetanilide, like
phenobarbital discussed previously, exemplifies the
aromatic compounds that rearrange rapidly following
CYP-mediated arene epoxide formation leading to a
single metabolite, as shown in Scheme 11.10.

The major metabolite of phenytoin is para-
hydroxyphenytoin, formed through an arene epoxide
intermediate as shown in Scheme 11.11. Microsomal
epoxide hydrolase (HYL1) is widely distributed in
tissues and serves a protective role in converting
longer lasting arene oxide intermediates to diols. The
arene epoxide of phenytoin is detoxified through
HYL1 to form the dihydrodiol (20).

Phenytoin administration during pregnancy may
produce a constellation of congenital abnormalities,
including cleft palate. This has been ascribed to
phenytoin—arene oxide reactivity with cellular DNA in
tissues lacking the protective effects of HYL1 (21, 22).

CO,H
HO

SCHEME 11.8 Ibuprofen is an example of a drug that undergoes aliphatic hydroxylation.
Other drugs similarly metabolized include terfenadine, pentobarbital, and cyclosporine.
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SCHEME 11.9 Hydroxylation of aromatic carbon atoms often proceeds through a reactive and unstable

arene epoxide intermediate. HYL1, Microsomal epoxide hydrolase.

COCH HN® COCH, Gaedigk et al. (20) have demonstrated that there is
’ : tissue-specific expression of microsomal HYL1 and not
—> a single HYL1 transcript and promoter region. Liang

et al. (23) identified several potential cis-regulatory ele-

oH ments and found that transcription factor GATA-4 is

acetanilide 4-hydroxyacetanilide

SCHEME 11.10 Acetanilide, like phenobarbital discussed previ-
ously, exemplifies the aromatic compounds that rearrange rapidly
following CYP-mediated arene epoxide formation.

probably the principal factor regulating liver specific
expression.
N-Dealkylation (O-Dealkylation, S-Dealkylation)

The mechanism of CYP-catalyzed N-dealkylation
has received considerable study (24). N-Dealkyation

@ NI
N
HYL1

N N
@ N cvpacso @ 7
—_—> HO OH
O ° | O © 3 4-dihydro-

0 H dihydroxyphenytoin
phenytoin ¢

HO

para-hydroxyphenytoin meta-hydroxyphenytoin

SCHEME 11.11 The metabolism of phenytoin through an unstable arene epoxide results in a triad
of oxidized metabolites that is characteristic for this intermediate.
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SCHEME 11.12 N-Demethylation generates formaldehyde and is an example of N-dealkylation.

N/CHB N’H
NS ' 06 on

ethylmorphine

desmethyl-ethylmorphine

SCHEME 11.13 Ethylmorphine exemplifies drugs metabolized by N-dealkylation;
other drugs similarly metabolized include lidocaine, aminopyrine, acetophenetedine, and

6-methylthiopurine.
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SCHEME 11.14 Propranolol is an example of a compound that
forms multiple alternative metabolites. Two different aromatic ring
hydroxylated metabolites and the N-dealkylated metabolite are

excreted in urine.

appears to involve radical cation intermediates and
molecular oxygen (not water). Formally, O- and
S-dealkylation are related to N-dealkylation, although
the mechanisms may differ. N-Demethylation is
a frequent route of metabolism of drugs con-
taining methylamine functionalities, as shown in
Scheme 11.12.

Drugs containing multiple functional groups are
substrates for multiple drug-metabolizing enzymes
and pathways. The N-demethylation vs O-dealkylation
of ethylmorphine (Scheme 11.13) demonstrates that
one reaction pathway may predominate. Propranolol
is an example of a compound that forms multiple
alternative metabolites (Scheme 11.14).

Oxidative Deamination

Oxidative deamination proceeds through an
unstable carbinolamine intermediate (Scheme 11.15).
Amphetamine is an example of a drug metabolized
through oxidative deamination (Scheme 11.16).

Dehalogenation

As discussed in Chapter 16, dehalogenation by
liver enzymes of a number of inhalation anesthet-
ics (halothane, methoxyflurane) and halogenated sol-
vents yields chemically reactive free radicals that
play an important role in the hepatotoxicity of these
compounds. Dehalogenation produces a free radical
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SCHEME 11.15 Oxidative deamination proceeds through an unstable carbinolamine intermediate.

NH, _0
Y _

amphetamine

SCHEME 11.16 Amphetamine is metabolized to an inactive
ketone.

intermediate that may be detected by its interaction
with cellular lipids, as shown in general form in
Scheme 11.17. Dehalogenation of carbon tetrachloride
is illustrated in Scheme 11.18.

N-Oxidation

Amines are readily oxidized by CYP enzymes.
Aliphatic amines are converted to hydroxylamines
as shown in Scheme 11.19; compared to the parent
amines, hydroxylamines are less basic. Aromatic
amines are converted to products that are more toxic
than their parent amines are, frequently producing
hypersensitivity or carcinogenicity.

Dapsone is oxidized by CYP2E1 with high affin-
ity both in vitro and in vivo, and also by CYP3A4
(Scheme 11.20). The major side effects of dapsone
(methemoglobinemia, agranulocytosis) are linked to
its N-oxidation (25, 26).

Other N-oxidized substrates include mianserin and
clozapine, both catalyzed by CYP1A2 and CYP3A4.
Because the products are identical to those produced
by flavin monooxygenases (FMOs), enzymatic studies
are required to identify which enzyme system is active
during in vivo metabolism.

S-Oxidation

Sulfur is readily oxidized, nonenzymatically as
well as enzymatically (Scheme 11.21). Chlorpromazine
metabolism provides an example of S-oxidation by
CYP3A (Scheme 11.22). Chlorpromazine is also metab-
olized by N-oxidation and N-dealkylation pathways,
resulting in a multiplicity of excreted products.

There are cases of drug substrates metabolized pref-
erentially by CYP3A and not by FMOs. Tazofelone, an
experimental agent for treating patients with inflam-
matory bowel disease, is a sulfur and nitrogen het-
erocyclic compound that is sulfoxidized by human
microsomal CYP3A but not FMO (Scheme 11.23) (28).

Non-CYP Biotransformations

Hydrolysis

Hydrolyses of esters or amides are common reac-
tions catalyzed by ubiquitous esterases, amidases, and

RH

SCHEME 11.17 Dehalogenation produces a free radical intermediate that may be detected

by its interaction with cellular lipids.

ccl,

carbon
tetrachloride

—> CHCl,

+ R (lipid peroxidation)

—» chloroform + free radical

SCHEME 11.18 The metabolism of carbon tetrachloride is characterized
by the formation of free radicals. Halothane and methoxyflurane are similarly

metabolized.
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SCHEME 11.19 The nitrogen atom is a site for oxidation, poten-
tially leading to toxic by-products.

proteases found in every tissue and physiological
fluid. These enzymes exhibit widely differing sub-
strate specificities. The hydrolytic reactions shown in
Scheme 11.24 are the reverse of Phase II conjuga-
tion reactions, especially for the acetylation reaction
discussed later in this chapter.

O

dapsone

(e}

CYP2E1

) CYP3A4

Aspirin (acetylsalicylic acid) is an example of
a compound that is hydrolyzed readily in plasma
(Scheme 11.25). Aspirin has a plasma half-life of
15 minutes in plasma. Salicylic acid, the active metabo-
lite of aspirin (anti-inflammatory activity), has a much
longer half-life of 12 hours. However, salicylic acid
irritates the gastric mucosa, necessitating the use of
acetylsalicylic acid or sodium salicylate in clinical
practice.

Reduction

Although most drugs are metabolized by oxida-
tive processes, reduction may be a clinically important
pathway of drug metabolism. In most cases these
metabolic transformations are carried out by reductase
enzymes in intestinal anaerobic bacteria. In the case of

OO
H

dapsone hydroxylamine

e}

SCHEME 11.20 Dapsone is a substrate for N-oxidation.

SCHEME 11.21 Sulfur is read-
ily oxidized, nonenzymatically as
well as enzymatically.

CYP3A

@Il

N

or FMO

chlorpromazine

S,
I\/\ -

chlorpromazine S-oxide

SCHEME 11.22 5-Oxidation of chlorpromazine by CYP3A or FMO.

CYP3A

tazofelone

HO

tazofelone sulfoxide

SCHEME 11.23 Although S-oxidation is a major route of taxofelone
metabolism, this drug also typifies those with multiple alternative sites of
metabolism.
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SCHEME 11.24 Hydrolytic enzymes are involved in the metabolism

of many endogenous compounds.

CO,H CO,H

OCOCH, OH
—>

aspirin salicylic acid

SCHEME 11.25 Structures of aspirin and its active metabolite
salicylic acid.

prontosil, an aromatic azo-function (Ar;—-N = N-Ar)
is reduced, forming two aniline moieties (Ar;—NH,,
Arp,—NH)>). One of the reduced metabolites is sulfanil-
amide, the active antibacterial agent first recognized
in 1935 (29). Since biotransformation is required for
antibacterial activity, prontosil is referred to as a
prodrug.

A second example, shown in Scheme 11.26, is
the metabolic inactivation of digoxin by Eubacterium
lentum in the intestine (30). Approximately 10% of
patients taking digoxin excrete large quantities of the
inactive reduction product dihydrodigoxin (31). As
discussed in Chapter 4, the enteric metabolism of
digoxin reduces digoxin bioavailability significantly in
some patients. Conversely, when such patients require
antibiotic therapy, the resulting blood levels of digoxin
may reach toxic levels because the antibiotic halts
the previously robust inactivation by E. lentum, and
digoxin bioavailability is thereby increased.

Oxidations

Flavine Monooxygenases

Flavine monooxygenases are microsomal enzymes
that catalyze the oxygenation of nucleophilic
heteroatom-containing (nitrogen, sulfur, phosphorus,
selenium) compounds, producing metabolites struc-
turally similar to those produced by CYPs. Unlike
CYPs, the FMOs do not require tight substrate bind-
ing to the enzyme, but only a single point contact with
the very reactive hydroperoxyflavin monooxygenating
agent. FMOs are also unlike CYPs in that FMOs do not
contain metal and are very heat labile. The quantita-
tive role of FMOs vs CYPs in the metabolism of any
specific drug cannot be predicted from an examina-
tion of the drug structure; in fact, many compounds
are substrates of both enzymes. Six different mam-
malian FMO gene subfamilies have been identified
and polyclonal antibodies have permitted identifi-
cation of FMO isoforms from liver and lung from
different species (humans, pigs, rabbits) (32). FMOs
exhibit a very broad ability to oxidize structurally
different substrates, suggesting that they contribute
significantly to the metabolism of a number of drugs.
FMOs require molecular oxygen, NADPH, and flavin
adenosine dinucleotide. Factors affecting FMOs (diet,
drugs, sex) have not been as highly studied as they
have for CYPs, but it is clear that FMOs are promi-
nent metabolizing enzymes for common drugs such
as nicotine and cimetidine (33).

e}
OH
CH,4 o 2 0]
CH, %Cg

CH, CH, CH —>»>

4{;())7 4{;0)7 447_0)7 OH E. lentum

HO @) @) )
HO HO HO

digoxin

dihydrodigoxin

SCHEME 11.26 Reduction of the side chain of digoxin eliminates pharmacologic activity.
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FMO3

nicotine-N-oxide

nicotine

SCHEME 11.27 Nicotine is oxidized in a stereospecific manner
to an N-oxide.

Nicotine is an example of a compound that
undergoes FMO3-catalyzed N-oxidation, as shown in
Scheme 11.27. About 4% of nicotine is stereoselec-
tively metabolized to trans-(S)-(—)-nicotine N-1" oxide
in humans by FMO3, whereas 30% of an adminis-
tered dose appears as cotinine, a CYP2A6 product
(34, 35). Other examples of FMO N-oxidation include
trimethylamine, amphetamine, and the phenothi-
azines (33). As described previously, FMO3 catalyzes
S-oxidation of substrates such as cimetidine, shown
in Scheme 11.28, and chlorpromazine, also a CYP3A
substrate (Scheme 11.22).

Monoamine Oxidases

Monoamine oxidases (MAO-A and MAO-B) are
mitochondrial enzymes that oxidatively deaminate
endogenous biogenic amine neurotransmitters such as

dopamine, serotonin, norepinephrine, and epinephrine.

MAOs are like FMOs in that they catalyze the
oxidation of drugs to produce drug metabolites
that are identical in chemical structures to those
formed by CYPs. Because the resulting structures are

identical, oxidative deamination by MAO can only
be distinguished from CYP oxidative deamination by
drug and enzyme characterization, not by metabolite
structure. MAOs are found in liver, kidney, intestine,
and brain. Some drugs (tranylcypromine, selegiline)
have been designed as irreversible “suicide” sub-
strates to inhibit MAO in order to alter the balance
of CNS neurotransmitters, and both the response to
these inhibitors and the study of in vitro enzyme
preparations are used to distinguish this enzymatic
process. Similarly, diamine oxidase catalyzes oxidative
deamination of endogenous amines such as histamine
and the polyamines putrescine and cadaverine, and
can contribute to the oxidative deamination of drugs.
Diamine oxidase is found in high levels in liver, intes-
tine, and placenta, and converts amines to aldehydes
in the presence of oxygen, similar to the action of CYPs.

Alcohol and Aldehyde Dehydrogenases

Alcohols and aldehydes are metabolized by liver
dehydrogenases that are nonmicrosomal and by
nonspecific liver enzymes that are important in the
catabolism of endogenous compounds. Ethanol is a
special example of a compound whose metabolism
is clinically relevant in that ethanol may inter-
act with prescribed pharmaceuticals either metabol-
ically or pharmacodynamically. Ethanol is metabo-
lized first to acetaldehyde by alcohol dehydrogenase
and then to acetic acid by aldehyde dehydroge-
nase, as shown in Scheme 11.29. These enzymes also
play an important role in the metabolism of other

DY A
N N _ N N
S/\/ ~ FMO3 ,—(\'S/\/ }I/ N
HN N NEC-N HN\/N (0] NEC-N
o 72
cimetidine cimeditine S-oxide

SCHEME 11.28 Cimetidine is an example of a drug metabolized by FMO3-
catalyzed S-oxidation; other FMO3 substrates include chlorpromazine, also a

CYP3A substrate.

alcohol dehydrogenase

CH,CH,0H + NAD* —
aldehyde dehydrogenase
CH,CHO + NAD* +  H,0

_>

CH,CHO  + NADH + H*

CH,CO,H + NADH  + H*

SCHEME 11.29 The metabolic products of alcohol dehydrogenase are substrates for aldehyde

dehydrogenase.
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drugs containing alcohol functional groups. There
are also CYP-dependent microsomal ethanol-oxidizing
enzymes that provide metabolic redundancy, but
alcohol and aldehyde dehydrogenases are the major
enzymes involved in ethanol metabolism under nor-
mal physiological conditions.

PHASE II BIOTRANSFORMATIONS
(CONJUGATIONS)

Drugs are frequently metabolized by covalent addi-
tion of an endogenous species such as a sugar or an
amino acid. This addition, or conjugation, usually con-
verts a lipophilic drug into a more polar product, as
noted in the example of phenobarbital metabolism
to hydroxyphenobarbital-glucuronide (Scheme 11.1).
There are multiple conjugation reactions — glucuro-
nidation, sulfation, acetylation, methylation, and
amino acid conjugation (glycine, taurine, glutathione).
Taken together, these Phase II biotransformations are
analogous and comparable. However, their catalytic
enzyme systems differ greatly from each other, as
do the properties of resulting metabolites. Not all of
these metabolites are pharmacologically inactive; some
have therapeutic activity whereas others are reactive
and toxic intermediates. As a consequence, it is more
useful to separately present and discuss each of the
three major conjugation reactions. In humans, glu-
curonidation is a high-capacity pathway, sulfation is
a low-capacity pathway, and acetylation exhibits high
interindividual variability.

CO,H
S o]

OH H(? p' /

OH |O-P-0O-P-0O-CH, NH
OH O oOH ¢} N'\<

UDP-a-D-glucuronic acid

SCHEME 11.30 Nitrogen- and

oxygen-linked glucuronide
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Glucuronidation

The glucuronidation pathway often accounts for
a major portion of drug metabolites that are found
excreted in urine. Glucuronides are formed by a
family of soluble liver microsomal enzymes, the
uridine diphosphate (UDP)-glucuronosyltransferases
(UGTs). Although glucuronide formation occurs pre-
dominantly in the liver, it also takes place in the
kidneys and brain. There are two subfamilies compris-
ing multiple (at least 20) isoforms with very different
primary amino acid structures (36, 37). The UGT1
subfamily glucuronidates phenols and bilirubin; the
substrates for UGT2 include steroids and bile acids.
The subfamilies that have been cloned and expressed
exhibit limited substrate specificity. The high capac-
ity of human liver for glucuronidation may be due to
the broad substrate redundancy in this family. UGTs
catalyze the transfer of glucuronic acid from UDP-
glucuronic acid to an oxygen or nitrogen atom in a
drug substrate, as shown in Scheme 11.30. There is
considerable variation allowed in the substrates for
glucuronidation, and phenols, alcohols, aromatic or
aliphatic amines, and carboxylic acids are suitable
functional groups for glucuronidation.

Regarding the glucuronidation of morphine shown
in Scheme 11.31, morphine-3-glucuronide is the
major metabolite (45-55%); morphine-6-glucuronide
is 20-30% of that level. Importantly, morphine-6-
glucuronide is a more potent analgesic than is its
parent compound in humans. On the other hand,
morphine-3-glucuronide lacks analgesic activity, but
antagonizes the respiratory depression induced by
morphine and morphine-6-glucuronide. Recognition

+ CO,H
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R3N OH
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UGT
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N*-glucuronide

formation

markedly enhances the polarity and water solubility of drugs.
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SCHEME 11.31 O-Glucuronides (ethers) can form from phenols such as mor-
phine (3-phenol), p-hydroxyphenobarbital (Scheme 11.1), p-hydroxyphenytoin
(Figure 2.8), and alcohols such as morphine (6-hydroxyl). N-Glucuronides can
be formed from aliphatic amines such as amitriptyline, or aromatic amines such

as the nicotine metabolite cotinine.

of the potency of morphine-6-glucuronide has led
to its testing as a drug for intravenous administra-
tion (38, 39).

Drug N*-glucuronides, the quaternary ammonium
products from glucuronidation of tertiary amines,
have only recently been identified in urine as major
drug metabolites because appropriate analytical meth-
ods were not available previously (40). The percentage
of the administered dose of amitryptiline excreted
in human urine as amitryptiline-N*-glucuronide is
~8%, and 17% of a nicotine dose is recovered as
cotinine-Nj-glucuronide. The pharmacological prop-
erties of most drug N't-glucuronides have not yet
been determined, but the N-glucuronides of aryl-
amines have carcinogenic properties. In particular,
N-glucuronides formed in the liver can be hydrolyzed
in acidic urine to a reactive electrophilic intermediate
that attacks the bladder epithelium.
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3’-phosphoadenosine-5’-phosphosulfate

Sulfation

Sulfation (or sulfonation) is catalyzed by sulfo-
transferases (STs), which metabolize phenols, hydrox-
ylamines, or alcohols to sulfate esters as shown in
Scheme 11.32, converting somewhat polar to very
polar functionalities that are fully ionized at neutral
pH. Like glucuronidation, there are multiple ST sub-
families (more than 10 in humans). One subfamily is
cytosolic and associated with drug metabolism and the
other is membrane-bound, localized in the Golgi appa-
ratus, and associated with sulfation of glycoproteins,
proteins, and glycosaminoglycans (41). The STs are
widely distributed in human tissues. Five cytosolic
ST isoforms have been identified and characterized in
human tissue; four catalyze sulfation of phenols, one
the sulfation of hydroxy steroids.

Also by analogy to glucuronidation, sulfated
metabolites may be pharmacologically more active

Q
R-0-S- OH
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sulfotransferase Q
—_— Ar=0-$-OH

o
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SCHEME 11.32 Sulfation (or sulfonation) metabolizes phenols, hydroxylamines, or alcohols to sulfate
esters, converting a somewhat polar to a very polar functionality that is ionized at neutral pH.
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SCHEME 11.33 Topically applied minoxidil requires sulfation
for bioactivation.

than their respective parent drugs. For example,
minoxidil (shown in Scheme 11.33), when applied
to the scalp for the treatment of baldness, requires
bioactivation by STs present in hair follicles (42, 43).
Minoxidil sulfate is a potent vasodilator, apparently
because it is a potassium channel agonist.

A second example of sulfate bioactivation derives
from the observed carcinogenicity of aromatic amines,
such as those derived from coal tar (44). The poly-
cyclic aromatic amines are N-hydroxylated by CYPs
and then sulfated to form unstable N-O-sulfates that
decompose and produce reactive nitrenium ion inter-
mediates, which form DNA and protein adducts. One
environmental/genetic hypothesis of colon cancer eti-
ology involves the interaction between dietary aro-
matic amines and the polymorphic expression of the
appropriate STs for their activation to procarcinogenic
reactive intermediates (44, 45).

Acetylation

The acetyltransferase enzymes are cytosolic and
found in many tissues, including liver, small intestine,
blood, and kidney. Acetylation substrates are aromatic
or aliphatic amines, or hydroxyl or sulthydryl groups
(Scheme 11.34).

The N-acetyltransferase (NAT) enzymes have been
most highly characterized in humans for the histori-
cal reason that isoniazid, a NAT substrate, has played
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R = NH,
R = OH acetyltransferase
R - SH

>

N N
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H H
CH
o’ NN o NN
H H O
isoniazid N-acetylisoniazid

SCHEME 11.35 Acetylation is the major route of isoniazid
metabolism.

a pivotal role in treating patients with tuberculosis.
The major route of metabolism of isoniazid is shown
in Scheme 11.35.

In treating Caucasian and Black patients with iso-
niazid, it was noted that the half-life of the parent
drug was 70 minutes in about one-half of the patients
(rapid acetylators) and 3 hours in the other half (slow
acetylators). There are two NAT families of enzymes,
NAT1 and NAT2, that are distinguished by their pref-
erential acetylation of p-aminosalicylic acid (NAT1) or
sulfamethazine (NAT2). As discussed in Chapter 13,
isoniazid is a substrate for NAT2, a highly poly-
morphic enzyme, resulting from at least 20 different
NAT?2 alleles. Slow acetylators are homozygous for
the NAT2 slow acetylator allele(s); rapid acetylators
are homozygous or heterozygous for the fast NAT2
acetylator alleles. There are clinical consequences of
fast and slow acetylation from the different blood lev-
els of isoniazid that result from patient differences in
metabolism. Side effects such as peripheral neuropa-
thy (46) and hepatitis (47) occur more frequently with
slow acetylators.

The Phase II acetylation of aromatic hydroxyl-
amines, the products of Phase I metabolism of aro-
matic amines, constitutes a toxic metabolic pathway
that has been implicated in carcinogenesis, as illus-
trated in Scheme 11.36. Rapid acetylators (with respect
to NAT2) have been shown to be associated with an
increased risk of colon cancer. The mechanism of this
toxicity has implicated the intermediacy of the reactive

O O
Ar—l}l—Q R_O_QCH
H CH, 3
O O
R-N—< R-s4
H CHg CH,

SCHEME 11.34 Acetylation targets aromatic or aliphatic amines, hydroxyl or
sulfhydryl groups, transferring the acyl group from Coenzyme A to drug substrates.
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SCHEME 11.36 Reactive nitrenium ions may be produced in the metabolism of aromatic

amines through hydroxylation and acetylation.

nitrenium ion, which is formed spontaneously from
unstable acetylated aromatic hydroxylamines [48].

ADDITIONAL EFFECTS ON DRUG
METABOLISM

Enzyme Induction and Inhibition

The effect of repeated doses of a drug, or of another
drug or dietary or environmental constituent on that
drug, may be to enhance or inhibit the metabolism of
the drug. Both enzyme induction and inhibition are
important causes of drug interactions (Chapter 15).
Phenobarbital is prototypical of one general type of
inducer; polycyclic aromatic hydrocarbons are repre-
sentative of another class that affects different CYPs.
The mechanism for environmental and drug induction
of CYPs involves the intermediacy of ligand-regulated

transcription factors. The pregnane X receptor (PXR)
and the constitutive androstane receptor (CAR) are
both heterodimers with the retinoid X receptor and
are further described in Chapter 15. PXR and CAR
are highly expressed in liver and intestine, and seem
to have evolved to exhibit protective and nonspe-
cific responses to a very wide range of exogenous
compounds, as shown in Figure 11.4 (49).

Species

Different species metabolize drugs to produce
varying and characteristic profiles with regard to
percentages of metabolite formed in both Phase I and
II reactions. This has long been recognized, but it is
now known that there is considerable genetic vari-
ability in the primary structures of the CYPs and in
their regulatory control through DNA- and ligand-
binding domains of the PXR and CAR transcription

"
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Enzyme
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xamples ‘

Ethinylestradiol Efavirenz Warfarin
Erythromycin ~ Cyclosporine ~ Tamoxifen
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FIGURE 11.4 Mechanistic basis of enzyme induction resulting from drug-drug interac-
tions. The orphan nuclear pregnane X receptor (PXR) is a transcription factor that forms a
heterodimer with the nuclear retinoid X receptor (RXR) to regulate expression of the CYP3A
gene. Drug A binds to PXR and induces expression of the CYP3A enzyme, thereby accel-
erating metabolism of drug B. (Reproduced with permission from Wilson TM, Kliewer SA.

Nat Rev Drug Discov 2002;1:259-66.)
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factor receptors. The human and rhesus PXR receptors
share 100% homology in their DNA-binding domain,
and 95% homology in their ligand-binding domain.
In contrast, rats share 96% and 76% homology in
their DNA- and ligand-binding domains, respectively.
The human CAR receptor DNA-binding domain has
66% homology with the human PXR domain and
there is only 45% homology in the ligand-binding
domains, allowing for considerable diversity in PXR-
and CAR-mediated responses to different compounds.
Metabolism studies conducted in rodents, dogs, mon-
keys, and other species may be useful in establishing
guidelines for likely drug effects in humans, but rarely
can be used for predictive interspecies scaling, a topic
discussed in Chapter 30.

Ruelius (50) has reviewed several examples of
species differences in the metabolism of specific drugs.
For example, radiolabeled ciramadol, an orally active
analgesic, was administered to rats, dogs, rhesus mon-
keys, and humans. The interspecies comparison of
the resulting urinary recovery of parent drug and
metabolites in this study (Table 11.3) exemplifies the
experience of investigators with other drugs.

Guengerich (51) has reviewed several studies of
interspecies activities of CYP isoforms. For example,
CYP1A2 has been purified and structurally charac-
terized from rats, rabbits, mice, and humans. The
different CYP1A2 isoforms catalyze most of the same
biotransformations, but there are cases in which the
rat and human isoforms differ in substrate activa-
tion. Considering that rat and human CYP1A2 are
only 75% homologous in amino acid sequence, it
is not surprising that their activities differ. Even a
single amino acid mutation in rat CYP1A2 results
in significant changes in catalytic activity. Further,
the concentrations of CYP1A2 vary by 25-fold in
humans (10245 pmol/mg protein) and differ from
those in the rat (4-35 pmol/mg protein in untreated
vs 830-1600 pmol/mg protein in polychlorinated
biphenyl treated). Monkeys lack CYP1A2, a critical

issue in the choice of this animal for cancer bioas-
says. Interspecies variation in the CYP3A subfamilies
provides an especially important example because
CYP3A4 is involved in the oxidation of 59% of
the drugs used today. Humans express CYPs 3A4,
3A5, and 3A7 (the latter in fetal tissue and pla-
centa); rats express CYPs 3A1, 3A2, 3A9, 3A18, and
3A6; rabbits express only CYP3A6. Such genetically
determined enzyme differences are reflected in other
drug-metabolizing enzymes and in their responses to
inducers and inhibitors, further complicating extrapo-
lation of drug metabolism between species.

Sex

The effects of sex on drug disposition and phar-
macokinetics have been incompletely evaluated but
may be significant. In addition, the contribution of
sex differences is sometimes difficult to separate from
the major complicating effects of dietary and environ-
mental inducers and inhibitors on drug-metabolizing
enzymes. Sex differences in drug metabolism are con-
sidered in detail in Chapter 21.

Age

The effects of age on drug metabolism are dis-
cussed in specific chapters dealing with pediatric
(Chapter 23) and geriatric (Chapter 24) clinical phar-
macology. The most significant age differences are
expressed developmentally in that drug-metabolizing
enzyme systems frequently are immature in neonates.
An important example of this is provided by UDP-
glucuronosyltransferase. Particularly in premature
infants, hepatic UDP-glucuronosyltransferase activity
is markedly decreased and does not reach adult levels
until 14 weeks after birth (52). This results in increased
serum levels of unconjugated bilirubin and a greater
risk of potentially fatal kernicterus, which is likely
when the serum bilirubin levels exceed 30 mg/dL.
Low conjugation capacity can be exacerbated by

TABLE 11.3 Renal Elimination of Ciramidol and Its Major Metabolites following a Single Oral Dose of
[*CICiramidol”

Percentage of dose in urine

Species Total radioactivity Unchanged ciramidol Aryl-O-glucuronide Alicyclic-O-glucuronide
Rat 64 33 3 5
Dog — 3 12 —
Rhesus monkey 88 <1 21 32
Human 94 44 38 2

% Data from Ruelius HW. Xenobiotica 1987;17:255-65.
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concurrent therapy with sulfonamides, which compete
with bilirubin for albumin binding, and can be ame-
liorated either by prenatal therapy of the mother or
by postnatal therapy of the infant with phenobarbi-
tal to stimulate the gene transcription of CYPs and
UDP-glucuronosyltransferase (53). However, pheno-
barbital therapy is no longer favored as a pharma-
cological approach to this problem because prenatal
therapy with phenobarbital results in a significant
decrease in prothrombin levels and because postnatal
phototherapy is much more effective (54).
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Methods of Analysis of Drugs
and Drug Metabolites

SANFORD P. MARKEY
National Institute of Mental Health, National Institutes of Health, Bethesda, Maryland

INTRODUCTION

Pharmacokinetics requires the determination of a
concentration of a drug, its metabolite(s), or an endog-
enous targeted substance in physiological fluids or
tissues with respect to time. These analytical tasks have
stimulated the field of analytical chemistry to devise
technologies that are appropriately sensitive, precise,
accurate, and matched to the demands for speed and
automation, important factors in research and clinical
chemistry. During the past decade, the principal deter-
minant influencing the choice of competing analytical
technologies has been speed — the coupled need to
reduce both the time required for assay development
and the assay cycle time for large numbers of samples.
As a result, instrumentation that can measure drug
concentrations in blood, tissue, and urine with mini-
mal chemical treatment has emerged; this is discussed
in this chapter using recently published examples.

Several terms used frequently in analytical laborato-
ries have significant and specific definitions, important
in the discussion of analytical assays. The limit of detec-
tion is the minimum mass or concentration that can
be detected at a defined signal-to-noise ratio (usu-
ally 3:1). The lower limit of quantification is the analyte
mass or concentration required to give an acceptable
level of confidence in the measured analyte quan-
tity, usually 3-fold the limit of detection, or 10-fold
background noise. Sensitivity of a measurement is the
minimum detectable change that can be observed in
a specified range. For example, a 1-pg sensitivity may
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be measured for a pure chemical standard, but in the
presence of 1000 pg, the assay sensitivity is the abil-
ity to distinguish between 999, 1000, and 1001 pg.
Selectivity of an assay is the ability of the technique
to maintain a limit of detection independent of the
sample’s matrix. A highly selective assay methodol-
ogy will not be affected by the presence or type of
physiological fluid. Accuracy of a method is the abil-
ity to measure the true concentration of an analyte;
precision is the ability to repeat the measurement of
the same sample with low variance. Reproducibility
differs from precision, connoting variability in single
measurements of a series of identical samples as com-
pared to repeated measurements of the same sample.
The U.S. Food and Drug Administration and the cor-
responding European agencies have recognized the
need to establish standardized definitions and prac-
tices for analytical methods. There are several internet
sites containing documentation describing terms and
practices consistent with regulatory agency guide-
lines (for example, www.fda.gov/cder/guidance/
and www.vam.org.uk/).

CHOICE OF ANALYTICAL
METHODOLOGY

The types of information required largely deter-
mine the choices of analytical methodology available.
Pharmacokinetic studies for new chemical entities
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require determinations of the administered drug
and its metabolites. Selective techniques capable of
distinguishing between parent drug and metabolites
are necessary. For some marketed drugs, good medical
practice requires measurements to determine whether
patient blood concentrations are within the desired
therapeutic index. Instrumentation and immunoassay
kits are commercially available for highly prescribed
medications with narrow therapeutic indices, as well
as for drugs of abuse.

The scale of a planned pharmacokinetic study fur-
ther determines the assay methodologies to be con-
sidered. For a typical pharmacokinetic study of a new
chemical entity, the analyst must choose methods suit-
able for analyzing at least 30 to 50 samples/patient
plus 10 to 15 standards and procedural blanks. Quality
control measures may require an additional 10 to 15
samples containing pooled and previously analyzed
samples, to permit assessment of run-to-run repro-
ducibility. To maximize instrumental efficiency, ana-
lysts commonly choose to process more than a single
patient’s samples at one time, resulting in runs usually
containing >100 patient samples plus standards and
quality control samples. Standard curves are determi-
nations of instrument response to different known con-
centrations of analyte, and are required to precede and
follow each group of patient samples to assess quality
control. Highly automated, rugged, and dependable
instrumentation is critical because analyses must con-
tinue without interruption until the entire sample set
has been analyzed. If the assay cycle time is short (few
seconds/sample), the instrumentation requires stabil-
ity of operation over only 5-10 minutes. However,
when assays involve multiple stages, such as deriva-
tization and chromatographic separation, assay cycle
time is more typically 5-30 minutes/sample. The
resulting requirement for more than 3 days of instru-
mental operation may introduce conditions and costs
that then serve to limit and define the study protocol.
When possible, methods that are selective and sensi-
tive and that do not require separation or chemical
reactions are chosen, because, clearly, time and cost
are critical factors. Early in the drug discovery pro-
cess, any conceivable and accessible analytical method
may be chosen. After demonstration of the poten-
tial for commercial development, time and effort can
be directed toward simpler and more cost-effective
analytical methods that can be marketed as kits for
therapeutic drug monitoring.

In the past 10 years, the pharmaceutical indus-
try research laboratories involved in evaluating new
agents have shifted their emphasis from predomi-
nantly using ultraviolet (UV) to mass spectromet-
ric (MS) detectors with liquid chromatography (LC)

separations. The driving force for the utilization
of more expensive instrumentation has been the
decreasing time allotted for quantitative assay method
development. Improvements in mass spectrometric
instrumentation have now made LC/MS routine and
widely available. The required assay limit of quan-
tification has remained relatively constant for some
classes of drugs, typically in range of nanograms
to micrograms (per milliliter), but newer drugs are
designed to be more selective to minimize side effects,
dropping therapeutic concentrations to picograms per
milliliter. Once new drugs have passed through the
initial stages of development, then the market for ther-
apeutic drug monitoring dictates that more robust and
less expensive technologies be utilized, amenable to
instrumentation accessible to hospital clinical chem-
istry laboratories. Consequently, analytical kits sold
for drug monitoring are likely to be based upon
immunoassay methodologies. The emerging develop-
ment of chip-based microanalytical methods suggests
that instrumentation for therapeutic drug develop-
ment and monitoring will continue to evolve while
using many of the same separation and spectro-
scopic principles. This chapter is written to provide
an introduction to the principles of some of the most
commonly used analytical methodologies in clinical
pharmacology.

CHROMATOGRAPHIC SEPARATIONS

Chromatography refers to the separation of materials
using their relative solubility and absorption differ-
ences in two immiscible phases, one stationary and
the other mobile. The defining work of Mikhail Tswett
in 1903 demonstrated the separation of colored plant
pigments on a carbohydrate powder through which
hydrocarbon solvents were passed. The same princi-
ples apply to the rainbow-like dispersion of colors seen
when ink soaks through a shirt pocket.

Modern chromatographic science has refined these
basic principles in high-performance liquid chromatogra-
phy (HPLC). A schematic outline of an HPLC instru-
ment is shown in Figure 12.1. Modern HPLC systems
are designed to make separations rapid, reproducible,
and sensitive. Particulate adsorption material that is
packed in a chromatographic column is engineered
to have small and uniform particle size (typically,
3 or 5 pm). Columns 1-5 mm in diameter and
5-15 cm long exhibit sufficient resolution to effect
useful separations. Columns of such lengths, when
packed with small particles, require high pressure
(typically, several hundred pounds per square inch)
to force solvent flow at 0.1-1.0 mL/min, requiring
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FIGURE 12.1 Schematic of HPLC system, showing component modules.

inert, precision-machined, high-pressure fittings and
materials. Pumps are designed to deliver precisely
metered, pulseless flow of the mobile phase, composed
of either organic and/or aqueous solutions. Pumps
are controlled electronically so that a gradient of the
mobile-phase solvents from the pumps can be con-
tinuously programmed. The polarity, the pH, or the
ionic concentration differs in the solutions in solvent
reservoirs that are pumped into a mixing chamber and
then directed into the column. During an analytical
run, this enables the mobile phase to be varied so
that materials in a mixture partition with respect to
solubility in the mobile phase and adsorption on the
stationary phase. When a component is more soluble
in the mobile phase than in the film on the particle,
it will elute from the column and be detected with
respect to a characteristic chemical property, such as
UV absorption (Figure 12.1).

The popularity and acceptance of HPLC in clinical
assays is due to the versatility and wide applicability
of the methodology. Most pharmaceuticals are small
molecules (<1000 Da) with some lipid solubility. They
commonly share the property that they adsorb to sil-
ica particles coated with stable organic hydrocarbon
films and can then be eluted when the organic con-
tent of the mobile phase is increased. Consequently, a
single analytical system can be used for many types
of analyses, tailored to each by changing the solvents
and gradients. The reproducibility of HPLC separa-
tions can be rigorously controlled due to extensive
engineering of all of the components in these systems.
Reproducibility is especially dependent on consistent
gradient elution and establishing equilibrium condi-
tions before each run. The most reproducible HPLC
separations are isocratic, using a single solvent dur-
ing the analysis. In practice, the complexity of most
biological fluids necessitates mobile-phase gradient
programming to accomplish the desired separations

and cleanse the column of adsorbed components from
each injected sample.

ABSORPTION AND EMISSION
SPECTROSCOPY

Spectroscopy is the measurement of electromag-
netic radiation absorbed, scattered, or emitted by
chemical species. Because different chemical species
and electromagnetic radiation interact in characteristic
ways, it is possible to tailor instrumentation to detect
these interactions specifically and quantitatively.
A simple absorption spectrophotometer, depicted
schematically in Figure 12.2, contains components
that are common to many spectroscopic devices and
are representative of many of the basic principles of
instrumentation found in analytical biochemistry.

A light source produces radiation over the wave-
length region where absorption is to be studied. For
the visible spectrum, a source producing radiation
between 380 and 780 nm is required; for ultravio-
let radiation, radiation between 160 and 400 nm is
required. Both wavelength ranges can be supplied
by hydrogen or deuterium discharge lamps combined
with incandescent lamps. A high-quality light source
combines brightness with stability to produce a con-
stant source of radiant energy. The monochromator is
a wavelength selector (prism or grating), separating
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FIGURE 12.2 Schematic layout of components of an absorption
spectrophotometer.
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the discrete component energies of the light source.
The quality of a monochromator is related to its ability
to resolve radiation in defined wavelengths with-
out loss of intensity. An inexpensive substitute for a
monochromator is a filter, passing a fixed, discrete
band of energy. When a discrete wavelength is passed
through a solvent or through solvent containing dis-
solved sample, some of the radiant energy is absorbed,
depending upon the chemical structure of the sample.
Colored substances, such as hemoglobin, absorb in the
visible region. Colorless proteins containing aromatic
amino acids absorb UV light at 280 nm; all proteins
absorb UV light at 214 nm due to the amide function.
Many carbohydrates and lipids do not absorb light in
the UV or visible region and are consequently trans-
parent. The absorption characteristics of each chemical
structure can be predicted based on the presence
or absence of component functional groups, such as
aromatic, unsaturated, and conjugated groups.

The quantity of absorbed energy is proportional to
the concentration of the sample, the molar absorptivity
of the sample and its solvent, and the distance or path
length of the sample container or cell. Molar absorptiv-
ity is an expression of the intensity of absorbance of a
compound at a given wavelength relative to its molar
concentration. The light transmitted through the sam-
ple or solvent cell is directed onto a photosensitive
detector, converted to an electronic signal, and sent
through amplifiers to a recorder or computer. Most
spectrophotometers contain optics designed so that the
signal from light absorbed by the solvent is compared
and subtracted from the signal from the light absorbed
by the sample in an equal quantity of solvent.

The data resulting from spectrophotometric anal-
yses of a sample in a transparent solvent is termed
optical density. The measurement of the optical density
of a sample at varying wavelengths is the absorbance
spectrum. The absorbance spectrum of a drug may
not be very different from absorbance spectra of
many of the common metabolic intermediates in cel-
lular metabolism. Because endogenous cellular inter-
mediates are present typically in 103-10° greater
concentrations than are drugs (typically nanomo-
lar to micromolar), it is usually not possible to
use absorbance spectrophotometry alone to detect
differences between drug-treated and untreated fluids.
However, absorbance spectrophotometers, particu-
larly in the ultraviolet range, are popular detectors for
HPLC. For many drugs, the separation power of HPLC
can provide sufficient discrimination for quantifying
parent drug and metabolites, as illustrated later in this
chapter.

Some compounds emit light at characteristic fre-
quencies when radiation of a particular energy
is absorbed. The resulting emission spectrum is
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FIGURE 12.3 Schematic layout of components of an emission
spectrophotometer.

significantly more unique than is an absorbance
spectrum. Consequently, the measurement of emitted
(fluorescent or phosphorescent) light can frequently
be used for sensitive measurements of trace amounts
of naturally luminescent compounds. The instrumen-
tation for emission spectrophotometry is similar to
that for absorbance instrumentation in the selection of
monochromatic radiation to pass through the sample.
Subsequently, a second monochromator or filter is
used to collect and separate the radiation emitted prior
to detection, as illustrated in Figure 12.3. Drugs that
are naturally fluorescent may be candidates for direct
fluorescent assay, but frequently a specific separation,
such as HPLC, precedes fluorescent detection in order
to lower interference from background. A further way
to enhance selectivity is to measure the absorption
and emission of polarized light. This approach is rel-
evant to large molecules with restricted rotational
movements, such as antigen—-antibody complexes. An
antigen, such as a drug, can be labeled with a fluores-
cent tag, and the florescent emission of polarized light
is measured in a competitive antibody-binding assay,
as described for cyclosporine later in this chapter.

IMMUNOAFFINITY ASSAYS

Antibodies created by the immune response system
can be powerful analytical reagents exhibiting unique
specificity for molecular recognition. Antibodies are
proteins that exhibit high affinity toward a specific
aspect of an antigen, such as a particular amino acid
sequence or chemical structure. The science of gen-
erating antibodies to low molecular weight drugs as
antigens is highly advanced, beyond the scope of this
chapter; in general, however, drugs are covalently
bound to multiple sites on a large carrier protein,
and antibodies that recognize the drug functionality
are harvested. An expanding library of antibodies is
commercially available. Additionally, there are com-
mercial services that will generate custom poly- or
monoclonal antibodies to any drug or protein.

The analytical use of antibodies is predicated on
their specificity and affinity with regard to bind-
ing a targeted analyte in the presence of a complex
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mixture such as serum. This affinity interaction con-
trasts with chromatographic media, which bind and
release components with respect to general physico-
chemical parameters, such as acidity, size, and lipid
solubility. The antibody-antigen interaction is analo-
gous to the selectivity of a molecular lock-and-key,
in contrast to the general nonspecific interactions of
chromatography. The epitope (or keylike) region of an
antigen that binds to an antibody can be exquisitely
specific. Monoclonal antibodies recognize a single epi-
tope; polyclonal antibodies recognize multiple epi-
topes. Both types of antibodies are likely to recognize,
or cross-react with, metabolites or congeners of an
antigen with unpredictable (but reproducible) affinity.
Mass production and purification of mono- and poly-
clonal antibodies as reagents afford materials that are
used routinely to recognize and separate targeted ana-
lytes. Antibodies can be bound to films, papers, sur-
faces, or chromatographic supports. There are inherent
variations in the affinities and properties of antibodies.
Consequently, cost and availability of antibody mate-
rials are directly related to the degree to which they
have been pretested and characterized.
Quantification requires measurement of the extent
of antibody-antigen interaction, and the assessment of
the amount of bound vs free antigen. Immunoaffinity
assays must be coupled with colorimetric, spectro-
scopic, or radiometric detection in order to create
an output signal. An assay may incorporate a step
to separate the antibody-ligand complex (heteroge-
neous assay) or may entail direct detection of the
extent of antigen—antibody complex formation (homo-
geneous assay). The latter type of assay is particularly
popular in clinical chemistry because of its inher-
ent simplicity. Homogeneous immunoassays may use
a marker-labeled antigen (for example, a fluorescent
tag on a target analyte drug) to indicate whether
binding has decreased or increased, directly reflect-
ing the bound/free ratio of the drug. Examples of
immunoaffinity-based assays are discussed later in
this chapter using cyclosporine as a target analyte.
Immunoaffinity-based assays are routinely devel-
oped for new biologicals and products of the biotech-
nology industry as part of their characterization as
new agents. In contrast, assays used for pharmacoki-
netic studies of new chemically synthesized entities are
less likely to be immunoaffinity based because ana-
lysts are required to measure accurately the concen-
tration of the administered parent drug. Metabolism
of the parent drug can result in metabolites that are
structurally very similar and that cross-react with
antibodies to the parent drug, but exhibit different
pharmacological activity. For this reason, determi-
nation of the structures of these metabolites and,
commonly, the measurement of their concentrations

are key parts of the analytical requirements asso-
ciated with drug development. As a general rule,
immunoaffinity assays cannot be interpreted without
prior knowledge of the metabolic fate of a drug, found
by using an assay that is drug and metabolite specific.

MASS SPECTROMETRY

The analysis of the mass of an organic compound
provides information on component elements and
their arrangement. For example, the mass spectrum of
water, HyO (Figure 12.4A), illustrates several charac-
teristics of such data. The bar graph in Figure 12.4A
plots mass-to-charge ratio (m/z) on the x axis, and
relative ion intensity on the y axis. All forms of mass
spectrometry require the analysis of ions, not neutral
molecules. Water, composed only of oxygen (16 Da)
and two atoms of hydrogen (1 Da), has a molecular
mass of 18 Da. When water is ionized, m/z 18 is not
only the molecular ion but also the strongest signal, or
base peak. There are signals seen for unpaired (odd)
electron fragment ions containing the components Ot
atm/z16,and OHT at m/z 17, as well as HOHT There
are no signals at other m/z, such as 12, 13, 14, 20, or 21,
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FIGURE 12.4 Electron impact ionization mass spectra of water
(A) and acetaminophen (B). The intensities of the fragment ions are
normalized against those of the predominant ion (base peak), which,
in the case of water, is also the molecular ion with mass/charge ratio
(m/z) = 18.
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because elements with those masses are not present. To
generalize, mass spectra can be interpreted by a simple
arithmetic accounting of elemental constituents.

The same principles of analysis can be applied to
the mass spectra of more complex organic molecules.
For example, the mass spectrum of acetaminophen is
shown in Figure 12.4B. A molecular ion is seen for the
total assembly of all of the elements CsHoNO, at m/z
151. The strongest signal at m/z 109 derives from the
loss of ketene (CH,C=O0) as a stable neutral fragment
from the ionized molecule. The mass spectrum bar
graph format presents a fragmentation pattern, reveal-
ing characteristics of a molecule’s architecture, such as
the presence of an acetyl function. The interpretation of
electron ionization mass spectra in this way provides
a rich resource of substructural information.

How mass spectra are produced largely deter-
mines the kind of information in the spectra (1, 2).
Mass spectrometry differs from absorbance or emis-
sion spectroscopy in that it is a destructive technique,
consuming sample used during the measurement pro-
cess. Mass spectrometry is also a very sensitive tech-
nique, consuming as little as a few attomoles (10718
moles, or 10° molecules) in the best cases, more typi-
cally requiring form 1 to ~10 femtomoles (10~'>moles)
for the routine quantitative analyses common in the
pharmaceutical industry.

From the overview diagram in Figure 12.5, there are
several integral components that comprise every mass
spectrometer. First, all substances must be ionized in
order to be mass analyzed. The physical principles
focusing and separating molecules require that the
molecules be positively or negatively charged so that
electric and magnetic fields affect the motion of the
resulting ions. Second, the ions must enter a mass ana-
lyzer in a vacuum chamber maintained at a pressure
sufficiently low as to permit ions to travel without
interacting with other molecules or ions. Third, there
must be an ion detector capable of converting the
impinging ion beam into an electronic signal. Fourth,
there must be controlling electronics, usually inte-
grated with a computer, to regulate the ionization,
mass analysis, ion detection, and vacuum systems and
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FIGURE 12.5 Schematic overview of components of a mass
spectrometer.

to record and process ion signals. There are efficient
ionization methods for producing ions in vacuo of
organic compounds of any size or complexity from
gases, liquids, or solids.

Two of the most common mechanisms widely
used by investigators in clinical pharmacology are
electron (Figure 12.6A) and electrospray ionization
(Figure 12.6B). Electron ionization of neutral organic
molecules in the vapor phase occurs when electrons
emitted from a heated filament remove an electron
from the molecule. The resultant odd-electron ions are
focused and accelerated into a mass analyzer by elec-
tric fields. Electron ionization, and a closely related
method, chemical ionization, were the principal meth-
ods used in clinical pharmacology until around 1990.
Electrospray ionization of neutral organic molecules
in liquid solutions occurs when liquids flow through a
conductive needle bearing several thousand volts at
atmospheric pressure. The emerging liquid forms a
sharp cone, with microdroplets of ion clusters bear-
ing multiple charges and attached solvent molecules.
A gas stream dries the clusters, and the resulting de-
solvated singly and multiply charged ions are guided
into the vacuum system of the mass analyzer. Because
of its compatibility with liquid samples, electrospray
is currently the principal method of ionization used in
clinical pharmacology assays.

Following ionization, the charged molecular, cluster,
or fragment ions are accelerated and focused into a
mass analyzer. The type of mass analyzer influences
the region and quality of the mass spectrum. Some
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FIGURE 12.6 Schematic representation of electron impact (A)
and electrospray (B) mass spectrometer ionization sources.
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analyzers have a limited mass range (for example, m/z
0 to 1000, or 0 to 20,000). Others have limited reso-
lution of m/z (for example, the ability to resolve the
difference between m/z 1000 and 1001, or 1001.000
and 1001.010). The initial report of mass analysis in
pharmacology used magnetic sector mass analyzers in
the identification of metabolites of chlorpromazine (3).
This work introduced the concept of selected ion moni-
toring, or mass fragmentography, a technique of alter-
nating between preselected ions of interest, thereby
enhancing sensitivity and making the mass spectrom-
eter a sophisticated gas chromatographic detector. The
principles of online chromatography and selected ion
monitoring are integral in all modern mass spec-
trometric instrumentation. Currently, however, the
most commonly used mass analyzers in pharmacol-
ogy include time-of-flight, quadrupole, and ion traps
(illustrated in Figure 12.7).

The  time-of-flight (TOF) mass analyzer
(Figure 12.7A) separates ions by accelerating a pulse
of ions in vacuum and then measuring their time of
arrival at a detector. Because all ions are given the
same initial kinetic energy, lighter ions arrive at the
detector faster than do heavier ions. All ions from a sin-
gle pulse are analyzed, so there is no upper mass limit
on TOF analyzers. Resolution is a function of flight
path length and initial position in the beam of pulsed
ions. The inherent simplicity, speed, and mass range
of TOF analyzers have resulted in low-cost, higher
performance instrumentation for routine analyses.

A quadrupole mass analyzer (Figure 12.7B) filters
ions using radiofrequency alternating voltages at a
constant direct current potential on paired cylindrical
rods. A continuous beam of ions enters the alternat-
ing field region at low energy. Resonant positive ions
of a particular m/z ratio traverse the field region and
pass through to the detector, oscillating first to poles
of negative charge and then, when the field alternates,
being drawn toward the opposite pair of rods. Non-
resonant ions collide with the surface of the rods and
do not reach the detector. Quadrupole mass filters are
designed to filter limited mass ranges, typically m/z 10
to 2000 for organic ion analysis. Quadrupole analyzers
are widely used in clinical pharmacology, especially
with electrospray ionization.

A quadrupole ion trap (Figure 12.7C) mass analyzer
collects ions in stable trajectories using a radiofre-
quency oscillating voltage on a central ring elec-
trode. A gated electron beam ionizes neutral molecules
within the trap, or ions may be injected into the trap
from external ion sources. A second radiofrequency
field between the end caps causes ions of a particular
m/z to go into an unstable trajectory and pass through
the holes in one end cap to the ion detector. Several
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FIGURE 12.7 Schematic representations of three mass analyzers.
(A) Time-of-flight; (B) quadrupole; (C) quadrupole ion trap.

millisecond trapping and ejection cycles are performed
over defined m/z ranges. The capability of ion traps to
store and accumulate selected ions and subsequently
to fragment and analyze the fragments has made
these a popular low-cost alternative to tandem mass
spectrometers.

Permutation of ionization and mass analyzer alter-
natives presents many instrument configurations to
prospective users, and there continues to be significant
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instrumentation development leading to new capa-
bilities with different configurations. Consequently,
no single ionizer/mass analyzer dominates the clin-
ical pharmacology market. The option of tandem
mass analysis may be the deciding factor in instru-
ment selection. Tandem mass analysis, termed MS/MS
analysis, entails the separation of a mass-resolved
ion beam, and its subsequent fragmentation and fur-
ther mass analysis. In a two-stage MS/MS analysis,
the second mass analyzer provides a mass spectrum
of ions from the initial mass spectrum. Some of
the most common tandem mass analyzer configura-
tions are quadrupole—quadrupole-quadrupole (qqq),
quadrupole—quadrupole-TOF (qqTOF), and linear, or
quadrupole, ion trap. MS/MS analysis significantly
increases the selectivity of analytical mass spectrom-
etry by requiring not only that a specific mass is
characteristic of a compound, but also that specific
mass fragments be present in a characteristic pattern
to yield a second product ion. In Figure 12.4B, the
primary mass spectrum of acetaminophen is charac-
terized by m/z 151 as a base peak with a significant
fragment ion at m/z 109, which derived from that
molecular species. Thus, in a chromatography-MS/MS
analysis, an instrument could be set to pass m/z 151
in a first stage of analysis and m/z 109 in the second
stage. The result would be a time-varying signal rep-
resenting only ions of m/z 109 that derived from m/z
151, a very stringent criterion for mass detection. As
a result, this particular signal would be detected only
when acetaminophen eluted from the chromatograph.

MS/MS analysis is possible with high sensitivity
because the transmission and storage of mass resolved
ions are efficient. Because the chemical background
is reduced, MS/MS analyses also frequently have
enhanced sensitivity and selectivity when compared
to MS analyses. Ion traps have a further advantage
of allowing serial experiments, by trapping a specific
ion, then causing it to fragment, trapping a specific
fragment, and then fragmenting and mass analyzing
the secondary fragment, and so on (e.g., MS® or MS").

EXAMPLES OF CURRENT
ASSAY METHODS

There are many possible permutations for coupling
one of the chromatographic or immunoaffinity sep-
arations with one or another of the spectrometric
detection technologies. HPLC with UV or fluores-
cence spectrometry, and HPLC with MS, are among
the most widely used quantitative analytical methods
in the pharmaceutical development of new chemi-
cal entities because of their general applicability and

sensitivity relevant to clinical pharmacology. Homo-
geneous immunoaffinity assays are frequently a first
choice for protein or other biotechnology products.
Immunoaffinity assays with fluorescence polarization
or enzyme reaction monitoring are popular commer-
cialized methods for older chemical entities. A dis-
cussion contrasting alternative combined methods of
analysis for nucleoside drugs and cyclosporine fol-
lows, because these analyses illustrate the variety
and respective merits of combined analytical methods
widely used in pharmacological research.

HPLC/UV and HPLC/MS Assay of New
Chemical Entities — Nucleoside Drugs

Examples of the use of HPLC/UV and HPLC/
MS/MS are provided by the analyses of fluoro-
dideoxyadenosine (F-ddA; Figure 12.8), a synthetic
dideoxynucleoside inhibitor of human immunodefi-
ciency virus (HIV) reverse transcriptase that was eval-
uated at the Laboratory of Medicinal Chemistry of
the National Cancer Institute (NCI). F-ddA is metab-
olized to fluoro-dideoxyinosine (F-ddl), also a reverse
transcriptase inhibitor.

Selection of a suitable assay method for these com-
pounds began with consideration of the chemical
characteristics of the drug and the determination of
the likely range of blood and tissue concentration
required for pharmacological effect (4). F-ddA and
F-ddI absorb UV radiation at 260 nm, making them
logical candidates for an HPLC/UYV assay. The analyt-
ical conditions reported for the previously marketed
analog, didanosine (ddI), were useful for reference,
but, compared to ddl, fluorine substitution makes
F-ddA a more lipophilic and acid stable drug.

The analyst facing the challenge of designing an
assay begins by characterizing the chromatography of
analytes, choosing column materials and eluents either
recommended for structurally similar compounds or
broadly applicable in pharmacology. Conditions are
required that provide retention and elution of F-ddA
and F-ddI with symmetrical peak shape and ade-
quate separation. Choice of any specific buffer and
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FIGURE 12.8 Chemical structures of F-ddA and F-ddl.
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elution program results from incremental trials, with
the objective of improving chromatographic separa-
tion and peak shape sufficiently to enable quantitative
measurement in the biological fluid being sampled.
In this case, the investigators used a phenylsilicon
reverse-phase column with a mobile-phase linear gra-
dient ranging in composition from 2 to 36% methanol
in 0.01 M phosphate buffer.

Direct injection of biological fluids into chromato-
graphic columns is possible, but some type of solvent
extraction or prefiltration is recommended to preserve
the life of the column, by removing cellular debris
or particulate material. After obtaining satisfactory
chromatograms of pure analyte, the analyst adds the
same quantity of analyte to a blank biological fluid
to determine the chromatography and background in
the presence of the biological matrix. The chromato-
graphic profile of the biological fluid with and without
added analyte standards will determine the necessity
for alternative chromatographic conditions, column
selection, and sample cleanup.

Often filtration can be combined with sample
enrichment by flowing the sample through cartridges
packed with granular materials or media. Solid-phase
extraction cartridges contain any of a wide variety of
chromatographic media, such as normal or reverse-
phase coated silica or ion exchange polymers. They are
like minichromatographic columns, but are optimized
for sample cleanup prior to chromatography and not
for analytical separations. A cartridge is chosen that
will trap target analytes from the biological fluid, per-
mit rinses to remove salts, and allow efficient elution
of the analytes in a convenient quantity of organic
solvent. In many cases, the process of solid-phase
extraction cleanup has been adapted to robotic sys-
tems, enabling analysts to scale procedures from single
samples to automated 96- or 384-well formats. For the
analysis of F-ddA and F-ddl, patient plasma is diluted
with water and applied to an octadecylsilyl reverse-
phase cartridge, washed with phosphate buffer, and
the analytes are eluted with methanol/water. The elu-
ent is concentrated either under a nitrogen stream in a
chemical fume hood or in a centrifugal rotary evapo-
rator, and the final sample is redissolved for injection
into the analytical column.

Contemporary quantitative assays require the ana-
lyst to select appropriate compounds to serve as inter-
nal standards. A fixed quantity of an internal standard
is added to each sample so that the intensity of the
signals from the analyte from each sample can be
normalized to those from the internal standard and
compared to samples analyzed during the same run,
or from another analytical set on another date. Inter-
nal standards must have chemical properties similar to

those of the target analyte, be available in pure form,
and be separable on chromatography. Like the target
analyte, it is critical that the internal standards are
chromatographically well separated from endogenous
components. For the NCI F-ddA and F-ddl analy-
ses, the investigators selected the structurally related
chloro—analogs as internal standards.

Six to eight different concentrations of each analyte
are prepared to construct a set of standard solutions
(standards) that covers the range of biological sample
concentrations to be measured. An aliquot of a solution
containing one or more internal standards is precisely
added to every tube in the set of standards and biolog-
ical samples. Data from the analysis of the standards
are used to generate a standard curve in which rela-
tive signal response (i.e., standard response/internal
standard response) is plotted against the concentra-
tion of the standards. The standard curve then is used
to convert the relative signal response from analy-
sis of the biological samples (i.e., biological sample
response/internal standard response) to absolute con-
centration data. Appropriately chosen internal stan-
dards and chromatography columns will result in
the generation of linear standard curves, with pro-
portional increases in the ratio of analyte to internal
standard with increasing mass of analyte.

Biological sample processing may require addi-
tional considerations prior to analyses. The expected
presence of HIV in the blood samples for F-ddA anal-
yses required the NCI analysts to test methods to
inactivate virus without altering the quantification of
drug or metabolite. Several procedures were tested
and it was determined that the addition of a small
quantity of Triton X-100 detergent eliminated virus
without affecting sample integrity or chromatography.
Many drugs are stable in biological fluids when stored
frozen, but chemical stability, reactive intermediary
metabolites, and effects of storage may be important
considerations in the analyses of other drugs and their
metabolites. The addition of chemical preservatives,
protein denaturants, or detergents may be required,
and these issues are best reviewed at the outset of
assay development.

A chromatogram is the plot or graph of detec-
tor signal (e.g., UV absorbance) vs time that results
when a sample is eluted from the chromatographic
column and passed through the detector. Typical
analytical HPLC chromatographic analysis of many
drugs requires 15-35 minutes. Following each chro-
matographic run, the mobile-phase gradient must be
returned to the starting condition, requiring an addi-
tional 5-15 minutes for stabilization.

The HPLC/UV chromatograms of pre-dose and F-
ddA patient plasma with added 5’-Cl-deoxyadenosine
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FIGURE 12.9 HPLC/UV analysis of plasma from a patient before (A) and after (B) receiving an F-ddA dose.
5’-Cl-dA was added to the plasma as the internal standard. The plasma analyzed in (B) was obtained 85 minutes
after beginning a 100-minute intravenous infusion. Arrows indicate the time of elution for each component. The
dotted line indicates the methanol concentration gradient. Data courtesy of Dr. J. Kelly, NCI, NIH.

(5’-Cl-dA) internal standard are shown in Figure 12.9.
The dotted line on the chromatogram indicates the
composition of the programmed linear elution gradi-
ent throughout the run. The pre-dose plasma analysis
contains peaks for endogenous plasma components
absorbing at 260 nm. The background peaks will vary
from individual to individual because dietary sub-
stances, other drugs, and intermediary metabolites
will contribute to the recorded signal. Therefore, it was
important to design the assay so that there were no
interfering signals for endogenous components elut-
ing at the expected retention times of F-ddl, or the
internal standard (5'-CIl-dA).

The HPLC/UV F-dd A method was used to produce
preliminary pharmacokinetic data in monkeys (5). The
limit of quantification for both F-ddA and F-ddI was
50 ng/mL using this assay. However, for clinical phar-
macokinetic studies, the NCI investigators required
a more sensitive assay. Due to the number of clini-
cal samples, an assay faster than 45-50/min/sample
was also desirable. Conversion from HPLC/UV to
HPLC/MS conditions required the substitution of
volatile buffers compatible with electrospray ioniza-
tion. The analysts defined fast isocratic conditions
for the HPLC/MS chromatography, eliminating the
need for gradient programming. Because of enhanced
detection selectivity, background interference is sig-
nificantly less with MS than with UV detection, so
that chromatography can be faster and gradient pro-
gramming can be omitted. Therefore, HPLC/MS/MS
analysis of the F-ddA samples was completed in
10-minute cycles using a 25% methanol/0.25% acetic
acid eluent, about four to five times faster and at 10-
fold greater sensitivity than for HPLC/UV gradient
analyses.

The electrospray ionization mass spectra of F-ddA
and F-ddI are similar to spectra of other nucleosides
and typical of many drugs in that they exhibit intense
MHT protonated molecular ions. Recording the signal
from a single characteristic ion produced a selected ion
chromatogram, a record that is considerably more spe-
cific than is a UV absorbance chromatogram. However,
MS/MS offers even greater stringency by recording
the signal characteristic of a fragment formed from a
selected ion, a process known as selected reaction moni-
toring (2). Using MS/MS, the F-ddA-MH™ ion at m/z
254 is further fragmented in the second mass spectrom-
eter to produce an intense adenine ion (BHp™) m/z
136 and a weak F-dideoxy fragment at m/z 119. The
unique specificity of this method results from the fact
that signals are monitored only from compounds that
have the appropriate chromatographic elution time
and produce ions at m/z 254 that fragment further to
m/z 136 (denoted m/z 254 to 136). Selected reaction
monitoring also reduces background without sacri-
ficing signal strength. There is no background signal
in pre-dose patient plasma at the retention value for
F-ddA. Likewise, there are no interfering signals for
F-ddI (m/z 255 to 137).

Like HPLC/UV, quantitative mass spectrometric
assays require internal standards to be added to every
sample to compensate for fluctuations in sample han-
dling and instrument performance. Commonly, struc-
tural analogs of the target analytes are the most readily
available internal standards, although for highest pre-
cision and accuracy, nonradioactive, stable isotope
analogs or isotopomers (°H, '3C, 1N, 180) are pre-
ferred. For the HPLC/MS/MS analysis of F-ddA, two
chloro analog internal standards, 2-Cl-A (m/z 302 to
170) and 2-CI-I (m/z 303 to 171), were chosen, and the
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FIGURE 12.10 Plasma concentration vs time profiles for F-ddA
and F-ddI after oral administration of 4.5 mg/kg F-ddA to a patient,
showing the limit of quantification (LOQ) by different measure-
ments. (®, O) Levels of F-ddA measured by HPLC/MS/MS and
HPLC/UV; (M, O) levels of F-ddI measured by HPLC/MS/MS and
HPLC/UV. Data courtesy of Dr. J. Kelley, NCI, NIH.

limit of quantification (LOQ) was 4 ng/ml (16 nM) for
F-ddA and 8 ng/ml (32 nM) for F-ddL

The pharmacokinetic results obtained with HPLC/
UV and HPLC/MS/MS are shown in Figure 12.10.
Dotted lines indicate the LOQ for F-ddA by both assay
methods. Data for F-ddI obtained by either method
show good agreement, being well above the LOQ
for both techniques. On the other hand, all of the
F-ddA data points are below the LOQ by HPLC/UV.
Nonetheless, measurements reported below LOQs can
be useful in that they help define what assay sensitivity
must be achieved for pharmacokinetic data analysis.

This description of F-ddA quantification provides
a specific example from which some general obser-
vations about HPLC/UV and LC/MS assays may be
drawn. Liquid chromatographic separations are well
suited to pharmacokinetic requirements, because the
same physicochemical characteristics that determine
drug bioavailability (solubility, polarity, chemical sta-
bility) can be translated to liquid chromatography.
The selectivity of detection (UV absorbance, fluores-
cence, mass, or mass-to-mass fragment), and not the
detector sensitivity, frequently defines assay LOQ.
The general applicability of LC/MS/MS recommends
its acceptance as a preferred assay method. This
preference is reinforced by simpler and more facile
assay development using LC/MS/MS, compared to
HPLC/UV. Chromatographic separation is critical in
HPLC/UV because there is an unavoidable UV back-
ground arising from biological matrix components
with physicochemical characteristics similar to those of
drugs. Consequently, analysts developing HPLC/UV

(or fluorescence) methods must test and refine chro-
matographic columns, solvents, and gradients in order
to establish the required selectivity for any target
analyte. That process may require days or weeks of
research time. Even after chromatographic conditions
have been optimized, the analysis of each sample is
likely to require 15-30 minutes of chromatography,
followed by another 5-30 minutes to accommodate
column flushing and re-equilibration to initial condi-
tions. In contrast, LC/MS/MS assays can be developed
rapidly by choosing generic chromatographic sepa-
ration conditions. LC is required mostly to separate
analytes from the physiological fluid matrix, with most
of the separation selectivity provided by the MS/MS
selected reaction monitoring. Analysis cycle times can
be reduced to 2 to 5 minutes or less because fast,
gradient trap, and elution conditions can be devised
with short columns. Finally, LC/MS procedures can
be easily modified to include the metabolites in the
analyses, simply by adding another target mass and
mass fragmentation.

The capability of mass spectrometry to analyze mul-
tiple drugs in physiological fluids and the demand of
high-throughput screening has led some pharmaceuti-
cal companies to test the concept of “cassette dosing,”
that is, the analysis of pharmacological data gener-
ated by simultaneous administration of several drugs
to a single animal, cell preparation, or enzyme incu-
bation setup (6, 7). Although LC/MS is compatible
with the determination of multiple drugs in a mix-
ture, the drugs are not independent variables when
coadministered in vivo because of their interactions
with metabolic enzymes. Consequently, cassette dos-
ing has not been generally adopted as a means of
short-cutting either the in vitro or in vivo study of drug
metabolism.

HPLC/MS/MS Quantitative Assays of
Cytochrome P450 Enzyme Activity

Knowledge of potential drug-drug interactions has
led to a need to assay specific cytochrome P450 (CYP)
enzyme activities to determine whether new drug
entities have inhibitory properties. Enzyme activity
measurements require kinetic assays that will remain
highly specific in the presence of the new drug entities
that are being evaluated. That requirement led Walsky
and Obach (8) to develop a panel of 12 validated
LC/MS/MS assays for 10 of the human CYP enzymes
most commonly involved in drug metabolism. The
assay of CYP2B6 activity is described in some detail
here because it illustrates the principles applied to the
separation and analytical steps common to all of the
assays. Each CYP enzyme can be distinguished by a
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FIGURE 12.11 Metabolism of bupropion by CYP2B6 to hydroxy-
bupropion and the structure of the stable isotope-labeled internal
standard [2Hg]hydroxybupropion.

characteristic marker substrate, a compound whose
metabolism has been demonstrated to correlate with
the concentration of the CYP enzyme protein. Bupro-
pion hydroxylation is a selective in vitro indicator of
CYP2B6 activity (9, 10) (Figure 12.11).

For the enzyme assay, bupropion is added to pooled
liver microsomes and incubated for 20 minutes. Incu-
bations are terminated by the addition of an acidic
solution containing a fixed quantity of the deuterium-
labeled internal standard [*Hglhydroxybupropion.
The incubation mixture and appropriate standard
samples are filtered and stored in 96-well plates for
automated LC/MS/MS analyses. Once loaded into the
LC/MS injection system, the analyses proceed com-
pletely unattended in an automated sequence. HPLC
analyses are performed on a short 30-mm reverse-
phase column with a 3-minute gradient elution to
facilitate rapid analytical cycle times. The eluent from
the HPLC column is diverted to waste except during
a time-interval bracketing analyte elution. The elu-
ent then is connected to an electrospray needle and
the ionized (protonated) analyte and internal stan-
dard are transmitted into a tandem mass analyzer,
a triple quadrupole in this example (8). At a mil-
lisecond frequency, preselected ions are alternatively
transmitted from the first quadrupole, into a second
quadrupole collision chamber, and the resulting frag-
ment ions are mass separated and detected in the third
quadrupole region. In the case of hydroxybupropion
and its isotopomer, the protonated molecular species
at m/z 256 and 262 (Figure 12.12) are alternatively
selected and fragmented (Figure 12.13) many times
per second. Both hydroxybupropion and its internal
standard fragment due to controlled collisions with
inert gas molecules in the second quadrupole cham-
ber. The characteristic chlorophenylacetyl fragments
at m/z 139 are produced and are mass separated

from other fragments in the third quadrupole. The
resulting selected reaction monitoring data can be dis-
played in a chromatogram format (Figure 12.14). Facile
quantification is possible by measuring the ratio of
the relative intensity of the signal from unlabeled
hydroxybupropion (area = 628) to that from its deuter-
ated isotopomer (area = 96,538). The resulting data
are used to construct kinetic profiles. CYP2B6 was
determined to exhibit a K, of 81.7 4+ 1.3 and Vi of
413 £+ 2 pmol/mg/min for microsomes pooled from
54 human livers. Adding varying concentrations of
new drug entities permits the measurement of their
potential inhibitory properties.

The HPLC/MS/MS assays of other CYP enzymes
are very similar in principle and use the identical
instrumentation but employ different internal stan-
dards. As a consequence of the high degree of speci-
ficity of MS/MS selected reaction monitoring, batteries
of CYP assays can be robotically programmed for high
throughput with little additional manpower.

HPLC/UV and Immunoassays of Cyclosporine:
Assays for Therapeutic Drug Monitoring

Cyclosporine (cyclosporine A) is a potent and
widely used immunosuppressive agent with a narrow
therapeutic index. As a consequence, there is ongoing
competition to develop rapid and accurate assays for
therapeutic monitoring of cyclosporine blood concen-
trations in transplant patients treated with this drug.
This competition produced refinement and automa-
tion of the reference HPLC/UV methods initially
developed for cyclosporine as well as the develop-
ment of faster, automated assays suitable for routine
use in hospital clinical laboratories. Consideration
of the immunoassay and chromatographic methods
developed for cyclosporine offers an opportunity to
review the usual process of clinical assay development
and maturation. When developing new chemical enti-
ties, pharmaceutical researchers pay a premium for the
speed of assay development and an assurance of assay
selectivity. However, for marketed drugs, clinical lab-
oratories require reliable and accurate assays that are
less expensive and less demanding of sophisticated
equipment and operator skill.

Cyclosporine is a hydrophobic cyclic peptide of fun-
gal origin and is composed of 11 amino acid residues.
The structure of cyclosporine shows that all of the
constituent amino acids are aliphatic (Figure 12.15).
UV absorbance at 210 nm is due to the amide
bonds in the molecule and is consequently not as
intense or distinctive as that of many drugs con-
taining aromatic rings. Development of cyclosporine
as a pharmaceutical occurred in the 1970s, a period
when HPLC/UV, but not LC/MS, methods were
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FIGURE 12.13 Collision-induced MS/MS spectra of the MH™
ions at m/z 256 and 262 of hydroxybupropion (solid line) and
[2Hglhydroxybupropion (dotted line). Note that the fragment ions
do not display the characteristic chlorine isotope pattern because
only the higher abundance 3°Cl species was selected for MS/MS.
The origin of fragments at m/z 167 and 139 is shown; neither retains
deuterium atoms present in the internal standard. Data provided by
R.L. Walsky and R.S. Obach, Pfizer, New York, NY.

available. Consequently, HPLC/UV was the ini-
tial benchmark clinical chemical assay method for
cylcosporine, verified subsequently by comparison
with newer LC/MS/MS methods (11, 12).

HPLC/UV methods for cyclosporine analyses use
whole blood samples with cyclosporine D added as

peak profiles are free from interference, indicating the specificity
and selectivity of the measurement. The internal standard signal is
~153 times the intensity of hydroxybupropion. Data provided by
R.L. Walsky and R.S. Obach, Pfizer, New York, NY.

an internal standard (13, 14). Patient blood samples
are diluted with a solution of the internal standard
in organic solvents to affect cell lysis, dissociation,
and solubilization of the cyclosporine. After centrifu-
gation, the analytes in the supernatant are adsorbed
on a solid-phase extraction cartridge, washed, and
eluted. Interfering lipids are removed from the elu-
ent by extraction with a hydrocarbon solvent, and
the sample is separated on a reverse-phase column
at 70°C using isocratic conditions, monitoring UV
absorbance at 210 nm. Isocratic elution conditions
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FIGURE 12.15 Chemical structure of cyclosporine.

facilitate faster analytical runs because, as previously
noted, there is no time required for resetting gradi-
ents and stabilizing the chromatographic conditions.
One sample requires 5 to 15 minutes of chromatog-
raphy time. The LOQ of the HPLC/UV method is
~20-45 ng/L, which is acceptable because the thera-
peutic range is 80-300 pg/L. Cyclosporine HPLC/UV
assay methods have been optimized in a variety of
research and commercial laboratories. It is possible for
future improvements to be made in sample processing,
but this assay represented state-of-the-art HPLC/UV
analyses in the mid-1990s (13, 14).

There are several commercial and widely used
immunoassays for cyclosporine measurement.
Fluorescence polarization immunoassay (FPIA) is
one popular technique, typical of a homogeneous
immunoassay, and instructive with regard to its
principles and limitations. FPIA depends upon the
difference in fluorescence characteristics of bound and
free fluorescent antigen (15, 16). FPIA instrumentation
uses a polarized light source to excite emission by
the fluorescein-tagged antigen, in this case fluorescein-
tagged cyclosporine. Because cyclosporine is not fluo-
rescent, competition of cyclosporine in patient blood
samples with fluorescein-tagged cyclosporine is used
as the basis of quantification of cyclosporine concen-
trations. In the absence of available antibody, the
fluorescein-tagged cyclosporine is randomly oriented
in solution. Polarized light preferentially excites those
molecules with the fluorescein oriented relative to
the plane of the incident light. The degree of polar-
ization of the emitted light depends on the percent-
age of molecules that are fixed or highly oriented.
Binding to a macromolecule has the effect of slow-
ing random molecular motion in solutions, and thus
bound fluorescein-tagged cyclosporine-antibody com-
plexes emit polarized light more efficiently than does
free fluorescein-tagged cyclosporine. By competing
with free fluorescein-tagged cyclosporine for antibody
complex formation, cyclosporine present in patient

blood reduces emission of polarized light and enables
the FPIA assay to measure the bound/free ratio of
fluorescein-tagged cyclosporine directly and, by ref-
erence to a standard curve, the cyclosporine concen-
tration in the blood sample.

FPIA is not affected by background light interfer-
ence, but is affected by cyclosporine metabolites that
cross-react with the antibody. FPIA instrumentation
can, in principle, be adapted to quantify any drug for
which a fluorescein-tagged analog and specific anti-
bodies can be prepared. The instrumentation is highly
automated and designed for routine use in hospi-
tal clinical laboratories. Unattended assay of a single
sample requires 14 minutes, but most of the time is
required for incubation, so analysis of a full carousel
of 20 samples requires only 19 minutes. The LOQ for
FPIA assays of cyclosporine is 25 ng/L.

Several enzyme immunoassays (EIAs) are also
popular commercial clinical assays with cyclosporine
measurement capability [e.g., Enzyme Monitored
(Multiplied) Immunoassay Technique (EMIT™),
Cloned Enzyme Donor Immunoassay (CEDIA™)].
All homogeneous EIAs are competitive immunoas-
says in which enzyme-labeled antigen competes
with sample antigen for a limited quantity of anti-
body binding sites. The resulting enzyme-labeled
antigen—-antibody bound complex exhibits a change
in its rate of enzymatic action in comparison with
free enzyme-labeled antigen. A kinetic measure-
ment of the reaction rate corresponds to determi-
nation of the bound/free antigen ratio, and conse-
quently permits the drug concentration in the sample
to be measured. The reagents for the cyclosporine
EMIT assay use cyclosporine linked to recombi-
nant glucose-6-phosphate dehydrogenase. The active
enzyme converts bacterial coenzyme NAD" to NADH,
resulting in a change of UV absorbance. Enzyme
activity is decreased when added monoclonal anti-
body binds to the cyclosporine-linked enzyme. High-
est enzyme activity corresponds to occupation of all
antibody sites by high levels of cyclosporine in the
blood sample.

The reagents for CEDIA detect the association of
two cloned fragments of B-galactosidase, an enzyme
that catalyzes the hydrolysis of a chlorophenol-3-
galactopyranoside to generate a product detected by
UV absorbance at 570 nm. One cloned fragment of
the B-galactosidase is linked to cyclosporine. When a
monoclonal antibody to cyclosporine is added, com-
petition is established between the cyclosporine in
the blood sample and the cyclosporine linked to the
B-galactosidase fragment. Higher enzyme activity cor-
relates with higher concentrations of cyclosporine in
patient blood. Both EMIT and CEDIA assays are
kinetic measurements that are performed in clinical
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autoanalyzers, much like the FPIA assay previously
described.

In addition to the FPIA, EMIT, and CEDIA methods,
several other commercial homogeneous immunoas-
says have been developed for cyclosporine quantifica-
tion. Each manufacturer develops and controls the
distribution of their antibodies and labeled cyclo-
sporine antigens that define the quantitative response
characteristics of their assay kits. Polyclonal antibod-
ies are raised in animals and recognize cyclosporine
through a variety of epitope sites; monoclonal anti-
bodies are more specific with regard to structural
epitope selection. However, more than 30 cyclosporine
metabolites have been characterized and many of them
exhibit cross-reactivity (i.e., high affinity) toward poly-
and monoclonal antibodies. As a consequence, most
of the immunoassays report values that are elevated
in comparison to the HPLC/UV or LC/MS/MS ref-
erence data. This has led to considerable debate and
discussion in the clinical chemistry community with
regard to methods for the analysis of cyclosporine
and interpretation of the resulting data (11-14, 17-29,
29-32). Several LC/MS/MS methods have been pro-
posed as suitable alternatives in routine clinical chem-
istry environments (33-35). To some extent, the higher
capital cost of the LC/MS/MS equipment is offset
by lower reagent expenditures and applicability to
multiple clinical drug assays.

Summary of F-ddA, CYP2B6, and
Cyclosporine Analyses

The choice of assay technologies illustrated in
the discussions of methods for F-ddA, CYP2B6, and
cyclosporine demonstrates that there are many chem-
ical, enzymatic, and instrumental options in devising
quantitative measurements of drugs and drug metabo-
lites. When new chemical entities are being studied, it
is likely that a premium will be paid for the versatility
and selectivity of mass spectrometry and the requisite
trained scientists required to obtain and interpret data.
However, after drugs with narrow therapeutic indices
are marketed and widely distributed, commercial con-
siderations will drive the development of techniques
that can be applied more widely using general clini-
cal laboratory instrumentation and less highly trained
technical staff.
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INTRODUCTION

The juxtaposition in time of the sequencing of the
entire human genome and of the realization that med-
ication errors constitute one of the leading causes of
death in the United States (1) has led many to believe
that pharmacogenetics may be able to improve phar-
macotherapy. As a result, a fairly uncritical series
of hopes and predictions have led not only physi-
cians and scientists, but also venture capitalists and
Wall Street, to believe that genomics will lead to a new
era of “personalized medicine.” If this is to occur, it
will require a series of accurate and reliable genetic
tests that allow physicians to predict clinically rele-
vant outcomes with confidence. This short summary
of the state of pharmacogenetics is intended as an
introduction to the field, using pertinent examples to
emphasize the important concepts of the discipline,
which we hope will transcend the moment and serve
as a useful group of principles with which to evaluate
and follow this rapidly evolving field.

It is particularly important to realize that the huge
amount of media, Internet, and marketing hyperbole
surrounding pharmacogenetics at this time should be
greeted with a healthy dose of scientific skepticism.
First, we must note that pharmacogenetics is not a
new discipline. The coalition of the science of genet-
ics, founded by the work of an Austrian monk, Gregor
Mendel, with peas, and the ancient science of phar-
macology did not occur until the twentieth century,
but it was early in that century. After the rediscovery
of the Mendelian laws of genetics at the dawn of the
twentieth century, some connection with the ancient
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science of pharmacology would seem inevitable, and
indeed a series of investigators contributed important
observations that named and then laid the foundations
of the field (Table 13.1) (2). These rested in part in
genetics and in part in pharmacology.

In the area of genetics, the separate observa-
tions of Hardy and Weinberg that resulted in the
Hardy—Weinberg law are particularly pertinent to
modern pharmacogenetics. This law states that when
an allele with a single change in it is distributed at
equilibrium in a population, the incidences p and g
of the two resulting alleles will result in a genotype
incidence that can be represented by the following
equation:

PP2pq+q =1

Two important predictions follow: (1) The incidence
of heterozygotes (2pg) and of the homozygous q geno-
type (¢*) can be predicted if the incidence of the
homozygous p genotype (p?) is known. (2) If this
equation accurately predicts the incidence of geno-
types and alleles, then we are dealing with a single
change that results in two alleles and two resultant
phenotypes. If genotypes are present in a population
in disequilibrium with this law, the influence of pop-
ulation concentrating factors or environment must be
invoked, and a pure genetic etiology is inadequate.
In the area of pharmacology, the identification of
the series of proteins in the familiar pharmacologic
cascade essentially identified not only a series of tar-
gets for drugs but also a series of genetic “targets”
that might contribute to interindividual variability in

Copyright © 2007 by Academic Press.
All rights of reproduction in any form reserved.
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TABLE 13.1 Early History of Pharmacogenetics

Date Event

1932 First inherited difference in a response to a
chemical — inability to taste phenythiourea

World War I  Hemolysis in African-American soldiers treated
with primaquine highlights importance of
genetic deficiency of glucose-6-phosphate
dehydrogenase

1957 Motulsky proposes that “inheritance might explain
many individual differences in the efficacy of
drugs and in the occurrence of adverse drug

reactions”

1959 Vogel publishes “pharmacogenetics: the role of
genetics in drug response”

1959 Genetic polymorphism found to influence
isoniazid blood concentrations

1964 Genetic differences found in ethanol metabolism

1977 CYP2D6 polymorphism identified by Mahgoub

et al. and Eichelbaum ef al.

drug response. The proteins involved turned out to be
diverse in structure, function, and location, ranging
from those that control and facilitate drug absorp-
tion, through the enzymes in the gastrointestinal tract
and liver that influence drug elimination, to molecules
involved in the complex series of interactions that
occur during and after the interaction between drugs
and cellular receptor molecules. Along the way, the
complexity of human response to exogenous xeno-
biotics was constantly reemphasized. The complex-
ity was then exploited to the benefit of patients, as
demonstrated by the early work on propranolol, the
first B-adrenoreceptor blocker, and cimetidine, the
first H2-receptor blocker. Subsequent work demon-
strated the involvement of multiple intracellular pro-
teins in the second-messenger response proposed by
Earl Sutherland, and in the responses to steroids and
other exogenous molecules that have intranuclear sites
of action. The twentieth century in pharmacology
therefore laid the ground for work in the twenty-
first century, which will involve the study of genetic
changes in this cascade of important proteins, even as
genetic information itself leads to the identification of a
large number of new protein and genetic drug targets.

HIERARCHY OF PHARMACOGENETIC
INFORMATION

An important second principle of modern pharma-
cogenetics is illustrated in Figure 13.1, in which the
hierarchy of useful information from pharmacogenetic
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FIGURE 13.1 The hierarchy of pharmacogenetic information
from single nucleotide polymorphisms (SNPs). The size of the bar
at each level of the pyramid represents an approximation of the
number of SNPs in each category. At the base is the total num-
ber of SNPs, estimated to be somewhere between 20 million and
80 million. Most of these are not in exons, the expressed sequences
that code for proteins, and so the second level is much smaller, in
the 300,000 range. Exon-based changes are more likely to result in
a clinical effect, but there are good examples of intronic changes
and promoter variants that result in important, expressed changes.
Nonsynonymous SNPs are those that result in a change in amino
acid, and the number of these that are nonconservative and there-
fore have a greater chance of changing the structure or activity of
the protein domain they code for is even smaller. Through a wide
range of techniques, laboratory scientists are expressing these vari-
ants and testing whether they change activity in vitro, and it is clear
that most do not, so the number of SNPs at this level of the hierarchy
shrinks further. SNPs that result in statistically significant changes in
pharmacokinetics due to changes in receptors, transporters, or drug-
metabolizing enzymes that are rate limiting are well described, but
few and far between. Very few of these result in clinically significant
changes and drug response, and even fewer could be measured by

the epidemiologists and managers that measure aggregate clinical
outcomes.

studies is illustrated. Although this figure illustrates
an information hierarchy for single nucleotide poly-
morphisms (SNPs), it could equally well be used
for deletions, insertions, duplications, splice variants,
copy number polymorphisms, or genetic mutations in
general. There is a large amount of research activ-
ity at the base of this pyramid at the moment,
and available information about the presence, inci-
dence, and validity of individual SNPs is large and
rapidly expanding as the result of the work of
the SNP consortium, the Human Genome Project,
and a large number of individual scientists. As we
ascend the pyramid toward increasingly functional
data, the pyramid becomes dramatically thinner as
the databases containing data about nonsynonymous
SNPs, nonconservative amino acid changes, and SNPs
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that change activity in vitro, clinical pharmacokinetics,
drug response, or finally clinically important out-
comes are progressively smaller. The number of SNPs
that have been clearly shown to bring about clini-
cally important outcomes is indeed small, and this is
reflected in the fact that few pharmacogenetic tests are
routinely available to physicians, although a number
have become available in the past five years.

This figure also makes clear the long scientific route
from the discovery of an individual SNP to the actual
demonstration of a clinically important outcome. This
is particularly pertinent in view of the simple fact
that the vast majority of individual polymorphisms
in human DNA likely have no dynamic consequence.
A lot of work in the laboratories of molecular biolo-
gists and geneticists can therefore be expended to little
avail. As a result, a number of clinical pharmacologists
and scientists with expertise in pharmacology, genet-
ics, and medicine have elected to start at the other
end, the top of the pyramid. By searching for out-
liers in populations that demonstrate aberrant clinical
responses and by focusing on these polymorphisms,
they hope to elicit valuable genetic, mechanistic, and
clinical lessons. This approach has already borne con-
siderable fruit, as illustrated later in this chapter. It is
important to note that these approaches have tended
to be most successful when collaborative groups of
physicians, pharmacologists, bioinformatics experts,
statisticians and epidemiologists, molecular biologists,
and geneticists have been able to form translational
teams to carry research from the clinic to the laboratory
and back.

It is possible for scientists who study specific drug
responses to place the phenomena that they study at
individual points in time within this hierarchy of infor-
mation. For example, the cytochrome P450 enzymes
present in the human liver and gastrointestinal tract
have a long pharmacogenetic history and genetic vari-
ants in some are placed at present in the top two rows
of the hierarchy. Of course, there are many individ-
ual SNPs in the genes corresponding to these enzymes
that have no functional consequence, and these remain
in the bottom row. In contrast, the majority of the
information available at present about drug receptors,
transporters, or ketoreductases occupies the lower few
rows of the pyramid, although this is starting to
change.

For obvious reasons, we have more information
about drug responses that are easy to measure. Genetic
changes that result in changes in plasma concen-
trations of drugs that can be measured easily are
relatively amenable to study by analytical chemists
and clinical pharmacokineticists, whereas genetic
polymorphisms in receptors that might influence

drug response require careful clinical pharmacologic
studies. These simple observations emphasize the
need for a qualified cadre of clinical pharmacolo-
gists in the field of pharmacogenetics to effectively
exploit the huge amount of information made avail-
able by the sequencing of the human genome. They
perhaps explain also the already apparent concentra-
tion of contributions from clinical pharmacologists to
the field.

IDENTIFICATION AND SELECTION OF
OUTLIERS IN A POPULATION

Figure 13.2 illustrates one useful means of identi-
fying population outliers that allows investigators to
focus on these individuals and take information from
the top of the hierarchy of information presented in
Figure 13.1 and apply it fairly quickly to questions of
clinical relevance. Figure 13.2 contains both histograms
and Normit plots that illustrate the range of metabolic
capacities for CYP2C19 in a population. A Normit plot
is essentially a means of describing this range as a
cumulative distribution in units of standard deviation
from the mean. The cumulative plot of a pure normal
distribution will be a straight line, the slope of which
is determined by the variance of the distribution. In
other words, the steeper the slope, the more tightly the
group would be distributed around the mean, whereas
a more shallow slope would indicate a more broadly
distributed group. The value of this analysis to phar-
macogeneticists is that changes in the slope of the line
indicate a new distribution, and if this different pop-
ulation represents more than 1% of the total, it can
reasonably be expected to be genetically stable, and to
be termed a polymorphism. In the case illustrated, the
six subjects on the right were all shown to possess,
in both of the alleles coding for CYP2C19, an SNP
that was subsequently shown to render the enzyme
inactive (3). Figure 13.2 also illustrates the point that
a number of probes can be developed to determine
the phenotype that results from the expression of such
a genotype. In this case, the study was carried out to
demonstrate the utility of a single dose of the pro-
ton pump inhibitor omeprazole to serve as a probe
for the genetic polymorphism in CYP2C19. As sum-
marized in Table 13.2, ideal characteristics of probes
for phenotyping include specificity for the trait in
question, sensitivity and ease of available assays, and,
most important, the requirement that they be clinically
benign. The absence of some of these characteristics
in many probes and the difficulty in finding ideal
probes are some of the most significant impediments
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FIGURE 13.2 Normit plots (®) of CYP2C19 activity as indicated by the metabolism of mephenytoin and omeprazole as probe drugs.
Comparisons for a population of 142 study partcipants are shown based on log hydroxylation indices for mephenytoin [log;p(umol
(S)-phenytoin given/umol 4’-hydroxymephenytoin recovered in urine)] and omeprazole [logig(omeprazole/5'-hydroxyomeprazole)], and
ratio of (S)-mephenytoin/(R)-mephenytoin recovered in urine. In the histograms, rapid metabolizers are represented by lightly shaded bars
and slow metabolizers by darkly shaded bars. The same seven individuals were identified by all three methods as poor CYP2C19 metabolizers.
(Reproduced with permission from Balian JD et al. Clin Pharmacol Ther 1998;57:662-9.)

to progress in developing clinically useful pharmaco-
genetic tests, and are a key issue that critical scientific
evaluators should address.

Upon the identification of an outlier phenotype such
as this, the logical next step is a valid demonstration
that it can be explained by a genetic change. Family
and twin studies are a valuable means of confirming
this, and have been the standard in the field since the
days of Mendel. These remain an important part of
any genetic association study, but they are now being
replaced by genetic tests that are able to define changes
at specific loci and to test for their presence in broad,
unrelated groups of people.

The clinical relevance of the CYP2C19 polymor-
phism, primarily present in Asian populations (4), has
been studied by a number of investigators who have
shown that the cure rate for Helicobacter pylori infection
is greater in patients who are genetic poor metaboliz-
ers (5). When given omeprazole doses of 20 mg/day
for 4 weeks, these individuals have plasma areas under

TABLE 13.2 Properties of an Ideal Probe for
Phenotyping

Specific for the pharmacogenetic trait in question
Sensitive

Simple to administer

Inexpensive

Easy to assay

Clinically benign

the curve (AUCs) that are 5- to 10-fold higher than
are those of extensive metabolizers (6). The resultant
decreases in gastric acid exposure are associated with
a clinically important difference in the response of
H. pylori to treatment (7). As illustrated in Figure 13.3,
patients with duodenal ulcers who were poor metab-
olizers (PMs) had a 100% cure rate, but extensive
metabolizers (EMs) with both alleles active had only a
25% cure rate when treated with an omeprazole dose
of 20 mg/day. Despite the apparent importance of
these data, it might reasonably be argued that select-
ing a 40- or 60-mg dose of omeprazole for all patients
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FIGURE 13.3 Effectiveness of omeprazole and amoxacillin in
eradicating Helicobacter pylori infection in duodenal ulcer patients
with CYP2C19 genotypes (WT, wild-type allele; M, mutant allele.
(Data from Furuta et al. Ann Intern Med 1998;129:1027-30.)
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might result in a uniformly beneficial outcome without
the need for pharmacogenetic testing.

EXAMPLES OF IMPORTANT GENETIC
POLYMORPHISMS

Pharmacologically significant genetic variation has
been described at every point of the cascade lead-
ing from the pharmacokinetics of drug absorption to
the pharmacodynamics of drug effect (Figure 13.1),
in many cases reflecting interindividual differences
in proteins involved in the absorption, distribution,
elimination, and direct cellular action of drugs.

Drug Absorption

One of the most well-known polymorphisms rele-
vant to pharmacodynamic response is in the aldehyde
dehydrogenase gene (ALDH?) (8). There are 10 human
ALDH genes and 13 different alleles that result in an
autosomal dominant trait that lacks catalytic activity
if one subunit of the tetramer is inactive. ALDH? defi-
ciency occurs in up to 45% of Chinese, but rarely in
Caucasians or Africans, and results in buildup of toxic
acetaldehyde and alcohol-related flushing in Asians.
Although the genetics of this enzyme and of alcohol
metabolism are generally well characterized, a genetic
diagnostic test would have little clinical utility because
the carriers of the defective alleles are usually acutely
aware of it. This illustrates a more widely relevant
point: the availability of genetic testing methodology does
not necessarily mean that it is clinically useful, and the
incremental value of any pharmacogenetic test is inversely
related to our ability to predict drug response with the
clinical tools we already have available.

Drug Distribution

P-Glycoprotein

As discussed in Chapter 14, an elegant series of
studies in mice that have the multidrug-resistance
(MDR) gene for P-glycoprotein (P-gp) knocked out
have clearly demonstrated an important role for this
multidrug transporter in the absorption and dis-
position of a large number of clinically important
medicines (9-11). The first significant MDR mutated
allele was shown to change the pharmacokinetics of
digoxin in a marked and likely clinically significant
manner. Many other transporters have been identified
more recently, but the contribution of genetic varia-
tion within them to clinical response remains unclear
at present. This may in part relate to the ability of most

drugs to employ multiple transporters, to the promis-
cuous ability of many transporters to interact with a
large number of drugs, and to the fact that we have yet
to identify a human “knockout” of any transporter.

Drug Elimination

The CYP2D6 Polymorphism

No protein involved in drug metabolism or
response that has a pharmacogenetic component
has been more studied than CYP2D6. In 1977,
British investigators described a polymorphism in the
hydroxylation of the antihypertensive drug debriso-
quine (12, 13). Independently, Eichelbaum et al. (14)
showed in Germany that the oxidation of sparteine
also is polymorphic. The metabolic ratios (MR = ratio
of parent drug/metabolite) of the two drugs were
closely correlated, indicating that the same enzyme,
now termed CYP2D6, is responsible for the two
metabolic reactions (15).

The incidence of PMs of debrisoquine/sparteine
now has been investigated in many populations, in
most of them with a fairly small number of sub-
jects (16). Bertilsson et al. (17) found 69 (6.3%) PMs
of debrisoquine among 1011 Swedish Caucasians
(Figure 13.4). This incidence is very similar to that
found in other European (16) and American (18)
Caucasian populations. It was shown that the inci-
dence of PMs among 695 Chinese was only 1.0% using
the antimode MR = 12.6 established in Caucasian pop-
ulations (Figure 13.4) (17). A similar low incidence of
PMs has been shown in Japanese (18) and Koreans (19).

CYP2D6 Alleles Causing Absent or Decreased Enzyme
Activity

The gene encoding the CYP2D6 enzyme is local-
ized on chromosome 22 (20). Using restriction frag-
ment length polymorphism (RFLP) analysis and the
allele-specific polymerase chain reaction (PCR), three
major mutant alleles were found in Caucasians (21-24).
These are now termed CYP2D6*3, CYP2D6*4, and
CYP2D6*5 (Table 13.3) (25). In Swedish Caucasians, the
CYP2D6%*4 allele occurs with a frequency of 22% and
accounts for more than 75% of the mutant alleles in this
population (26). The CYP2D6%*4 allele is almost absent
in Chinese, accounting for the lower incidence of 1%
PMs in this population compared to 7% in Caucasians
(17). As shown in Table 13.3, the occurrence of the gene
deletion (CYP2D6%5) is very similar, ranging from 4
to 6% in Sweden, China, and Zimbabwe. This indi-
cates that this is a very old mutation, which occurred
before the separation of the three major races 100,000 to
150,000 years ago (27). It is apparent from Figure 13.4
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FIGURE 13.4 Distribution of the urinary debrisoquine/4-hydroxydebrisoquine metabolic ratio
(MR) in 695 Chinese and 1011 Swedish healthy individuals. The arrows indicate MR = 12.6, the
antimode between EMs and PMs established in Caucasians. A line is drawn at MR = 1. Most Chi-
nese EMs have MR > 1, while most Swedish EMs have MR < 1. (Reproduced with permission from
Bertilsson L et al. Clin Pharmacol Ther 1992;52:388-97.)

that the distribution of the MR of Chinese extensive
metabolizers (EMs) is shifted to the right compared
to Swedish EMs (p < 0.01) (17). Most Swedes have
MR < 1, whereas the opposite is true for Chinese
study participants. This shows that the mean rate of
hydroxylation of debrisoquine is lower in Chinese EMs

than in Caucasian EMs (17). This right shift in MR in
Asians is due to the presence of a mutant CYP2D6*10
allele at the high frequency of 51% in Chinese (28, 29)
(Table 13.3). The SNP C188T causes a Pro34Ser amino
acid substitution that results in an unstable enzyme
with decreased catalytic activity (29). As shown in

TABLE 13.3 Frequency of Normal CYP2D6*1 or *2 Alleles and Some Alleles Causing
No or Deficient CYP2D6 Activity in Three Different Populations”

CYP2De6 alleles

Functional mutation Consequence

Allele frequency (%)?

Swedish Chinese Zimbabwean

*1 or *2 (wild type) 69 43 54
*3 (A) A2637 deletion Frame shift 21 0

*4 (B) G1934A Splicing defect 22 0-1

*5 (D) Gene deletion No enzyme 4 6

*10 (Ch) C188T Unstable enzyme n.d. 51

*17 (2) C1111T Reduced affinity n.d. nd. 34

% Data are from Refs. 8, 26, 27, 29, and 30.
b n.d., Not determined.
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FIGURE 13.5 Distribution of the debrisoquine MR in three
genotype groups related to the CYP2D6*10 allele in 152 Korean
individuals. Wild type (WT) = CYP2D6*1 (or *2) and mutant
(MUT) = CYP2D6*10. (Reproduced with permission from Roh HK
et al. Pharmacogenetics 1996;6:441-7.)

Figure 13.5, the presence of this C188T mutation causes
arightward shift in the population of Koreans that was
studied (29). The high frequency of this CYP2D6*10
allele is similar in Chinese, Japanese, and Koreans.
Masimirembwa et al. (30) found a right shift of
debrisoquine MR in black Zimbabweans similar to
that found in Asians. A mutated allele that encodes
an enzyme with decreased debrisoquine hydroxylase
activity was subsequently identified and named
CYP2D6*17. Among black Africans, the frequency of
this allele was found to be 34% in Zimbabweans (30)

(see Table 13.3), 17% in Tanzanians (31), 28% in
Ghanaians (32), and 9% in Ethiopians (33). This and
many other studies demonstrate the genetic hetero-
geneity of different populations in Africa. Wennerholm
et al. (34) administered four different CYP2D6 sub-
strates on separate occasions to Tanzanians with
different genotypes. Subjects with the CYP2D6*17/*17
genotype had a decreased rate of metabolism
of debrisoquine and dextromethorphan but nor-
mal metabolism of codeine and metoprolol. This
demonstrates a changed substrate specificity of the
CYP2D6*17-encoded enzyme in a population-specific
manner (34).

There are population-specific CYP2D6 alleles with
the CYP2D6*4 genotype in Caucasians, with a C1934A
mutation giving a splicing defect so that no enzyme is
encoded. The CYP2D6*10 and CYP2D6*17 alleles in
Asians and Africans, respectively, encode two
different enzymes with decreased activity. In several
studies, a close genotype and phenotype relation-
ship has been demonstrated in Caucasians and Asians
(26, 28, 29). However, in studies in Ethiopia (33),
Ghana (32), and Tanzania (31) a lower CYP2D6 activity
inrelation to genotype has been demonstrated, indicat-
ing that in addition to genetic factors, environmental
factors such as infections or food intake are of pheno-
typic importance in Africa. Evidence for an environ-
mental influence on CYP2D6-catalyzed debrisoquine
hydroxylation also was demonstrated by comparing
Ethiopians living in Ethiopia or in Sweden (35).

Gene Duplication, Multiduplication, and Amplification as
a Cause of Increased CYP2D6 Activity

The problem of treating debrisoquine PMs with var-
ious drugs has been extensively discussed over the
years since the discovery of the CYP2D6 polymor-
phism (16). However, much less attention has been
given to patients who are ultrarapid debrisoquine
hydroxylators and who lie at the other extreme of
the MR distribution. Bertilsson et al. (36) described a
woman with depression who had an MR of debriso-
quine of 0.07; this patient had to be treated with
500 mg of nortriptyline daily to achieve a therapeu-
tic response. This is three to five times higher than
the recommended dose. The molecular genetic basis
for the ultrarapid metabolism subsequently was iden-
tified both in this patient and in another patient, who
had to be treated with megadoses of clomipramine
(37). These two patients had an Xbal 42-kb fragment
containing two different functionally active CYP2D6
genes in the CYP2D locus, causing more enzyme to
be expressed. That same year, a father and his daugh-
ter and son with 12 extra copies of the CYP2D6 gene
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were described (38). This was the first demonstration
of an inherited amplification of an active gene encod-
ing a drug-metabolizing enzyme. These subjects were
ultrarapid hydroxylators of debrisoquine, with MRs
ranging from 0.01 to 0.02.

The 12.1-kb fragment obtained by EcoRI RFLP
analysis represents a duplicated or multiduplicated
CYP2D6*2 gene (38). There are now also a few exam-
ples of duplicated CYP2D6*1 and CYP2D6*4 genes
(39). In Swedish Caucasians, the frequency of subjects
having duplicated /multiduplicated genes is about 1%
(40). In southern Europe, the frequency increases to
3.6% in Germany (41), 7-10% in Spain (39, 42), and 10%
on Sicily (43). The frequency is as high as 29% in black
Ethiopians (33) and 20% in Saudi Arabians (44). Thus,
there is a European-African north-south gradient in
the incidence of CYP2D6 gene duplication. The high
incidence among Ethiopians and Saudi Arabians indi-
cates that the high incidence in Spain and Italy may
stem from the Arabian conquest of the Mediterranean
area (39). The high frequency of duplicated genes
among Ethiopians might be the result of a dietary pres-
sure favoring the preservation of duplicated CYP2D6
genes, because this enzyme has the ability to metabo-
lize alkaloids and other plant toxins (44).

Kawanishi et al. (45) recently studied 81 depressed
patients who failed to respond to antidepressant drugs
that are substrates of CYP2D6. CYP2D6 gene duplica-
tion was analyzed based on the hypothesis that there
is an overrepresentation of ultrarapid metabolizers as
a cause of nonresponse. Of the 81 patients, 8 had a
gene duplication (9.9% and 95% confidence interval
3.4 to 16.4%) (45), higher than the 1% found in healthy
Swedish volunteers (40). These findings suggest that
ultrarapid drug metabolism resulting from CYP2D6
gene duplication is a possible factor responsible for

the lack of therapeutic response in some depressed
patients.

Metabolism of CYP2D6 Drug Substrates in Relation to
Genotypes

Although CYP2D6 represents a relatively small pro-
portion of the immunoblottable CYP450 protein in
human livers, it is clear that it is responsible for the
metabolism of a relatively large number of important
medicines (28). Since the discovery of the CYP2D6
polymorphism in the 1970s, almost 100 drugs have
been shown to be substrates of this enzyme. Some of
these drugs are shown in Table 13.4. The CYP2D6 sub-
strates are all lipophilic bases. Both in vitro and in vivo
techniques may be employed to study whether or not a
drug is metabolized by CYP2D6. In vivo studies need to
be performed to establish the quantitative importance
of this enzyme for the total metabolism of the drug. We
illustrate here some of the key principles involved in
the study of this important enzyme, using the example
of the tricyclic antidepressant nortriptyline.

Nortriptyline was one of the first clinically impor-
tant drugs to be shown to be metabolized by CYP2D6
(46, 47). The early studies, prior to the era of genotyp-
ing, were performed in phenotyped panels of healthy
study participants and the results subsequently were
confirmed in patient studies as well as in vitro, using
human liver microsomes and expressed enzymes. In a
subsequent study, Dalen et al. (48) administered nor-
triptyline as a single oral dose to 21 healthy Swedish
Caucasian participants with different genotypes. As
seen in the left panel of Figure 13.6, plasma con-
centrations of nortriptyline were higher in partici-
pants with the CYP2D6*4/*4 genotype (no functional
genes) than in those with one to three functional

TABLE 13.4 Some Drugs Whose Metabolism Is Catalyzed by the CYP2D6 Enzyme
(Debrisoquine/Sparteine Hydroxylase)

B-Adrenoreceptor Antiarrhythmic
blockers Antidepressants Neuroleptics drugs Miscellaneous
Metoprolol Anmitriptyline Haloperidol Encainide Codeine
Propranolol Clomipramine Perphenazine Flecainide Debrisoquine
Timolol Desipramine Risperidone Perhexiline Dextromethorphan
Fluoxetine Thioridazine Propafenone Phenformin
Fluvoxamine Zuclopenthixol Sparteine Tramadol
Imipramine
Mianserin
Nortriptyline

Paroxetine
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FIGURE 13.6 Mean plasma concentrations of nortriptyline (NT) and 10-hydroxynortriptyline in different geno-
type groups after a single oral dose of nortriptyline. The numerals close to the curves represent the number of
functional CYP2D6 genes in each genotype group. In groups with 0-3 functional genes, there were five individuals
in each group. There was only one person with 13 functional genes. (Reproduced with permission from Dalén P

et al. Clin Pharmacol Ther 1998;63:444-52.)

genes (gene duplication). The plasma concentrations
of the parent drug were extremely low in one person
with 13 CYP2D6 genes, the son in the family previ-
ously mentioned (genotype CYP2D6*2 x 13/*4). The
plasma concentrations of the nortriptyline metabolite,
10-hydroxynortriptyline, show the opposite pattern,
that is, highest concentrations in the person with 13
genes and lowest in the PMs (Figure 13.6, right panel).
This study clearly shows the impact of the detri-
mental CYP2D6%*4 allele as well as the duplication/
amplification of the CYP2D6*2 gene on the metabolism
of nortriptyline (48).

A relationship between CYP2D6 genotype and
steady-state plasma concentration of nortriptyline and
its hydroxy metabolite also has been shown in Swedish
depressed patients treated with the drug (49). Using
the same protocol as in the study of Dalén et al.
(48) in Swedish Caucasians, Yue et al. (50) investi-
gated the influence of the Asian-specific CYP2D6*10
allele on the disposition of nortriptyline in Chinese
patients living in Sweden. Morita et al. (51) corre-
lated the CYP2D6%10 allele with steady-state plasma
levels of nortriptyline and its metabolites in Japanese
depressed patients. The conclusion from these two
studies is that the Asian CYP2D6*10 allele encodes
an enzyme with decreased nortriptyline-metabolizing
activity. However, this effect is less pronounced than
is the effect of the Caucasian-specific CYP2D6%*4 allele,
which encodes no enzyme at all. Although CYP2D6

genotyping may eventually find clinical use as a tool to
predict proper dosing of drugs such as nortriptyline in
individual patients, it must, however, be remembered
that there are population-specific alleles.

Drugs metabolized by CYP2D6 include all the
B-adrenoreceptor blockers that are known to be metab-
olized, including propranolol (52), metoprolol (53),
carvedilol (54), and timolol (55). While few studies
of patient response are available, an elegant clinical
pharmacologic study has demonstrated lower resting
heart rates in PMs who were administered timolol (55).
On the other hand, a key principle is illustrated by
studies demonstrating that altered pharmacokinetics
of propranolol in Chinese patients were nof accom-
panied by the expected pharmacodynamic changes
(56). In this case, increased concentrations in poor
metabolizers apparently were offset by changes in
pharmacodynamic responsiveness.

While it is often held that genetic polymorphisms
are most important when they affect drugs that have
a narrow therapeutic index for which dangerous tox-
icity may result or perilous lack of effect may ensue,
this need not be the case. For example, CYP2D6 con-
verts codeine, likely the most widely prescribed opiate
in the world and the mainstay of pain control for
a large number of patients, to its active metabolite
morphine. Thus, patients who have deficient CYP2D6
are unable to make morphine, and pharmacodynamic
studies have shown that this results in decreased pain
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control (57) as well as in decreased codeine effects on
pupillary size and respiratory function (58).

Last, an important lesson that has been learned from
research on CYP2D6 is that many, but not all, genetic
polymorphisms can be mimicked by drug interac-
tions. Not only is codeine metabolism by CYP2D6
potently inhibited by quinidine (58), but the inhibition
of this enzyme by commonly prescribed drugs such
as fluoxetine (59), paroxetine (60, 61), and the major-
ity of antipsychotic drugs (62), including haloperidol
(63), is also well described. These interactions are likely
clinically relevant and more prevalent in many cir-
cumstances than is the PM genotype (64). Of note,
the ultrarapid metabolizer phenotype of CYP2D6 has
not at present been shown to be mimicked by a drug
interaction, and the rare reports of effects of metabolic
inducers on CYP2D6 activity are unclear, and appear
modest at best (65).

The Thiopurine S-Methyltransferase Polymorphism

One of the most developed examples of clini-
cal pharmacogenomics involves the polymorphism
of thiopurine S-methyltransferase (TPMT). This is a
cytosolic enzyme whose precise physiological role is
unknown. It catalyzes the S-methylation of the thio-
purine agents azathioprine, 6-mercaptopurine, and
6-thioguanine using S-adenosylmethionine as a methyl
donor (66). Originally found in the kidney and liver
of rats and mice, it was subsequently shown to be
present in most tissues, including blood cells (67).
Due to its good correlation with TPMT activity in
other tissues, TPMT activity is measured clinically
in easily obtained erythrocytes (67). TPMT activity
is polymorphic and a trimodal distribution has been
demonstrated in Caucasians (67). About one person in
300 is homozygous for a defective TPMT allele, with
very low or absent enzyme activity. Eleven percent are
heterozygous with an intermediate activity (67). The
frequency with which TPMT activity is lost varies in
different populations and has been reported to be as
low as 0.006-0.04% in Asian populations, in contrast
to the frequency of 0.3% in Caucasians (68).

The TPMT gene is located on chromosome 6 and
includes 10 exons (68). TPMT*3A, the most com-
mon mutated allele, contains two point mutations in
exons 7 (G460A and Alal54Thr) and 10 (A719G and
Tyr240Lys). Two other alleles contain a single muta-
tion, the first SNP (TPMT*3B) and the second SNP
(TPMT*3C) (69). Aarbakke et al. (70) have reviewed
the variant alleles of the TPMT gene and the rela-
tionship to TPMT deficiency. In Caucasians, TPMT*3A
accounts for about 85% of mutated alleles, and in such
populations the analysis of the known alleles may

predict the TPMT activity phenotype. In a Korean pop-
ulation, TPMT*3A was absent and the most common
allele was TPMT*3C (71, 72). However, early inves-
tigations focused on allele-specific screening for only
four alleles, namely, TPMT*2, TPMT*3A, TPMT*3B,
and TPMT*3C (72). Due to the limited scope of the
screening used in the majority of studies investigat-
ing ethnic-specific TPMT allele frequencies, continued
studies in different populations involving full-gene
sequencing or similar techniques seem necessary (73).
Otherwise, selecting only those alleles that are more
frequent in a single population may result in important
alleles being overlooked in other populations.

Azathioprine and 6-mercaptopurine are immuno-
suppressants that are used to treat patients with
several conditions, including immunological disor-
ders, and to prevent acute rejection in transplant
recipients. In Europe, azathioprine, the precursor of
6-mercaptopurine, has been the thiopurine of choice in
inflammatory bowel disease, whereas in parts of North
America, 6-mercaptopurine is more commonly used.
6-Mercaptopurine also is commonly used in acute lym-
phoblastic leukemia of childhood (74). Azathioprine
is an imidazole derivative of 6-mercaptopurine and
is metabolized nonenzymatically to 6-mercaptopurine
as shown in Figure 13.7. 6-Mercaptopurine is metab-
olized by several pathways, one of which is
catalyzed by TPMT and leads to inactive methyl-
thiopurine metabolites. Other pathways catalyzed
by several other enzymes lead to the active thiogua-
nine nucleotides (6-TGNs). The resulting 6-TGNs act
as purine antagonists through their incorporation into
DNA and subsequent prevention of DNA replication.
The reduction in DNA replication suppresses vari-
ous immunological functions in lymphocytes, T-cells,
and plasma cells (74). Numerous studies have shown
that TPMT-deficient patients are at very high risk
of developing severe hematopoietic toxicity if treated
with conventional doses of thiopurines (75). High con-
centrations of 6-TGNs in patients with low TPMT
activity may cause toxicity and bone marrow sup-
pression. On the other hand, low concentrations in
patients with high TPMT activity may increase the
risk of therapeutic failure and also of liver toxicity,
due to the accumulation of other metabolites such
as 6-methylmercaptopurine nucleotides (Figure 13.7).
Other less serious side effects of azathioprine are gas-
trointestinal symptoms such as nausea and vomiting.
These side effects represent azathioprine intolerance
that is not clearly associated with TPMT activity or
metabolite levels.

Another important issue apart from avoiding
adverse effects is, of course, the treatment effect.
Several studies have shown a relationship between
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FIGURE 13.7 Thiopurine metabolic pathways. TPMT, Thiopurine methyltransferase;
XO, xanthine oxidase; HPRT, hypoxanthine guanine phosphoribosyltransferase; IMPDH,

inosine monophosphate dehydrogenase.

therapeutic effects and TPMT activity or 6-TGN con-
centrations in red blood cells. However, more clinical
studies are needed to establish therapeutic concen-
tration ranges for the various conditions in which
these drugs are used. So far, most drug effect stud-
ies are focused on 6-TGN concentrations. However,
other enzymes and metabolites are also involved in
the complex metabolism of thiopurines. Thus, there
might be other as yet unknown factors involved in
the metabolism and action of thiopurine drugs that
are better correlated with treatment outcome and
that should be focused on. These, notably, CYP2C9,
CYP2C19, and CYP2D6 could reasonably be found in
further studies.

In conclusion, low TPMT activity due to TPMT
polymorphism can lead to severe myelosuppres-
sion in patients treated with thiopurines such as
6-mercaptopurine. A number of studies have shown
pretreatment TPMT status testing to be cost-effective
and a reliable way of predicting life-threatening bone
marrow toxicity. Many authors, including the present
authors, are of the opinion that TPMT phenotype sta-
tus testing should be incorporated in routine clinical
practice to avoid severe adverse drug reactions and to
adjust dosing in patients identified with intermediate as
well as low to absent TPMT activity. Although the pre-
treatment TPMT status of patients can be measured by
phenotype or genotype, the clinical utility of measur-
ing TPMT genotype is uncertain in view of the difficul-
ties involved in interpreting the consequences of novel
polymorphism detection and the chance of missing

clinically relevant allelic variation in different racial
groups. There clearly is a need for further genotype-
phenotype correlation studies as well as for further
drug effect studies in which relevant metabolites are
monitored. Furthermore, standard genotyping tech-
niques cannot, as yet, predict those individuals with
very high TPMT activities who may not respond to
standard doses of azathioprine or 6-mercaptopurine.
Thus, despite its clinical importance, pharmacogenetic
testing for this polymorphism remains problematic,
since a large number of alleles must be tested, genetic
haplotype identification is difficult, and phenotypic
measurements that quantify the enzyme in erythro-
cytes remain more useful than do genetic tests.

N-Acetyltransferase 2

In marked contrast to the data on genetic
changes in thiopurine methyltransferase, mutations in
N-acetyltransferase 2 (NAT-2) are very common, but
have little clinical significance (8). NAT-2 can there-
fore be placed on the pyramid of genetic information
at a point where clear pharmacokinetic changes have
been noted, but important pharmacodynamic conse-
quences have not yet been demonstrated. In addition,
as with CYP2D6, it is clear that a large number of
mutations and at least 17 different alleles contribute to
this change in activity (76). The slow acetylator phe-
notype is present in roughly 50% of Caucasian and
African populations studied, but in as few as 10% of
Japanese and in as many as 80% of Egyptians (77, 78).
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Woosley et al. (79) demonstrated that slow acety-
lators develop positive antinuclear antibody (ANA)
titers and procainamide-induced lupus more quickly
than do rapid acetylators. However, this finding did
not lead to widespread phenotypic or genetic testing
because all patients will develop positive ANA titers
after one year of procainamide therapy and almost a
third will have developed arthralgias and/or a skin
rash (80). Although a number of researchers have
attempted to associate this polymorphism with the
risk for xenobiotic-induced bladder, colorectal (81),
or breast cancer (82), there are at present no com-
pelling data that warrant phenotypic testing for this
polymorphism in order to improve treatment with
any medicine, much less a genetic test that would
have to accurately identify such a large number of
alleles.

Mutations That Influence Drug Receptors

B2-Adrenoreceptor Mutations in Asthma

Since the first descriptions of genetic polymor-
phisms in the 2 receptor that may play a pathogenic
role in the development of asthma (83, 84), a number of
investigators have shown an association between these
mutations and patient response to treatment for this
disease. A number of missense mutations within the
coding region of the type 2 B-receptor gene on chromo-
some 5g31 have been identified in humans. In studies
utilizing site-directed mutagenesis and recombinant
expression, three loci at amino acid positions 16, 27,
and 164 have been found to significantly alter in vitro
receptor function. The Thrl64lle mutation displays
altered coupling to adenylyl cyclase, the Argl6Gly
mutation displays enhanced agonist-promoted down-
regulation, and the GIn27Glu form is resistant to
down-regulation (84). The frequencies of these various
B2-adrenoreceptor (32AR) mutations are no different
in asthmatic than in normal populations, but Lima et al.
(85) have shown that the albuterol-evoked increase
in forced expiratory volume in 1 second (FEV;) was
higher and bronchodilatory response was more rapid
in Argl6 homozygotes than in a cohort of carriers of
the Gly16 variant. In addition, an association has been
demonstrated between the same B2AR polymorphism
and susceptibility to bronchodilator desensitization in
moderately severe stable asthmatics. Although these
data are compelling, careful studies have concluded
that the B2AR genotype is not a major determinant of
fatal or near-fatal asthma (86), and widespread test-
ing of asthmatic patients for the presence of genetic
polymorphisms in the B2AR is not yet routinely car-
ried out. Nevertheless, a number of other potential

target proteins may alter the susceptibility and
response of asthmatic patients, including histamine
N-methyltransferase (87) and the lipoxygenase system,
and further developments in the genetics of asthma
pharmacotherapy seem likely.

Mutations in Endothelial Nitric Oxide Synthase

An association has been made between cardiovas-
cular disease and specific mutations in endothelial
nitric oxide synthase (eNOS), the enzyme that cre-
ates nitric oxide via the conversion of citrulline to
arginine in endothelial cells and in platelets (88). A
firmer understanding of the mechanism of this effect
has been provided by a series of careful studies of fore-
arm vascular vasodilation conducted by Babaoglu and
Abernethy (89), who showed that acetylcholine, but
not nitroprusside-mediated vasodilation, was compro-
mised by the Glu298Asp mutation in this enzyme.
These results demonstrate the value of careful clinical
pharmacologic studies in confirming a pharmacolog-
ical consequence of a polymorphism that otherwise
would only have had an association with cardiovas-
cular disease. The implications of these findings for
patients with hypertension, congestive heart failure,
and a variety of other disorders are clear issues for
future investigation.

Somatic Mutations in the EGF Receptor in Tumors

From the perspective of general practitioners and
most patients, the treatment of non-small-cell lung
cancer has not significantly advanced over the past
20 years. The advent of treatment with the tyrosine
kinase inhibitor gefitinib brought a new approach, but
it was clear from the start that only a few patients
appeared to benefit. Recently, mutations in the epider-
mal growth factor receptor (EGFR) have been identi-
fied that appear to identify a subpopulation of patients
who do respond well (90). This work has identi-
fied “gain of function” somatic mutations within the
tumors of these patients that appear to enhance their
responsiveness to gefitinib, an important conceptual
advance from the assumption that all mutations are
inevitably deleterious. While the study was conducted
on only a small number of patients and their tumors,
it is not difficult to recognize the potential importance
of this finding for those patients whose tumors do
carry the relevant mutations that correlate with a pos-
itive response to gefitinib treatment. Further studies
are ongoing that have been designed to replicate these
data in larger populations, and to refine the genetic sig-
nature of “responder” tumors. These data also directly
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challenge the prevailing paradigm that a drug should
be effective in all patients in order to be useful.

Combined Variants in Drug Metabolism and
Receptor Genes: Value of Drug Pathway
Analysis

Each drug has a pharmacokinetic pathway of
absorption, metabolism, and disposition that is ulti-
mately linked to an effect pathway involving receptor
targets and downstream signaling systems. It is clearly
possible that many of the proteins in these path-
ways may be genetically polymorphic. It is instructive
to examine one pathway in which consideration of
the effect on patient response of variants in a gene
involved in drug metabolism combined with variants
in a receptor provides greater predictive power than
when either is considered alone.

Warfarin is a commonly used anticoagulant that
requires careful clinical management to balance the
risks of overanticoagulation and bleeding with those
of underanticoagulation and clotting. In a series of
well-designed studies, Rettie et al. (91) first showed
that CYP2C9 is the principal enzyme involved in the
metabolism of (S)-warfarin, the active stereoisomer
of warfarin. Two relatively common variant forms
with reduced metabolic activity have been identified,
CYP2C9*2 and CYP2C9*3 (92). Patients with these
genetic variants have been shown to require lower
maintenance doses of warfarin, and these investiga-
tors subsequently showed a direct association between
CYP2C9 genotype and anticoagulation status or bleed-
ing risk (93). Finally, employing knowledge of the
pathway of warfarin’s action via vitamin K carboxy-
lase (VKOR), these authors showed, first in a test
population and then in a validation population of
400 patients at a different medical center, that pre-
dictions of patient response based on identification of
variants in the carboxylase combined with those in
CYP2C9 were more powerful than when only a single
variant was used (94).

A final key pharmacogenetic principle made clear
by these studies is the crucial importance of replicating
pharmacogenetic findings in relatively large datasets
consisting of patients in real clinical practice. This
is related to the very first pharmacogenetic principle
described in this chapter, namely, that the excessive
initial hyperbole surrounding many pharmacogenet-
ics studies before they are replicated has resulted in
an inappropriately high level of expectation of clin-
ically meaningful results in the near term, and may
have impeded researchers who wish to replicate the
data in other populations.

CONCLUSIONS AND FUTURE DIRECTIONS

There are many potential pitfalls that lie in the
way of researchers on the route from the discovery
of a mutation in human DNA that codes for a phar-
macologically important protein to the development
of a clinically useful pharmacogenetic test. Very few
such tests have been developed as yet, but a consider-
able number seem likely to be found useful over the
next decade in guiding the treatment of patients with
cancer, asthma, depression, hypertension, and pain.

In the development of new pharmacogenetic tests,
as for any other clinically applied test, assay sensitiv-
ity, specificity, and positive predictive value will have
to be scrutinized rigorously. In addition, the reliability
of DNA testing in terms of intra- and interday variabil-
ity and the rigor of assays when applied to multiple
DNA samples will have to be demonstrated almost
more carefully than it would be for routine assays for
serum chemistries or hematology. This is because there
are significant societal pressures that insist upon the
accuracy of a diagnostic test that informs a physician
and a patient about an individual’s genetic makeup.
The requirement for robust tests has not prevented
any other technology from entering clinical practice
though, and already a number of array-based genetic
tests are available that are able to diagnose geno-
types simultaneously at a relatively large number
of loci.

When the technical barrier of developing tests with
adequate sensitivity, specificity, and reproducibility
is overcome, it seems very likely that the practice
of medicine will evolve so that individual patients
can be treated for their diseases with appropriately
individualized doses of medicines, or indeed differ-
ent medicines directed at specific therapeutic targets,
based on their genotype or phenotype.
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Equilibrative and Concentrative
Transport Mechanisms

PETER C. PREUSCH
National Institute of General Medical Sciences, National Institutes of Health, Bethesda, Maryland

INTRODUCTION

The processes of drug absorption, distribution,
metabolism, and elimination include membrane trans-
port steps that traditionally have been thought of as
being mediated by passive diffusion. For example,
a small molecule of moderate polarity such as ethanol,
which serves as a marker for total body water, dif-
fuses freely through all membranes, whereas a large,
highly polar molecule such as inulin, which serves as
a marker of extracellular fluid space, is unable to cross
cell wall membranes. Passive diffusion also appears to
mediate the distribution of anesthetic gases and many
lipophilic drugs. However, in recent years, there has
been increased appreciation of the role that specific
membrane transport proteins play in the processes
of drug absorption, distribution, and elimination by
both renal and nonrenal pathways. The potential to
exploit such transporters to enhance drug bioavailabil-
ity and to improve tissue-specific delivery has been
recognized. The role of membrane transport proteins
as principal agents in the resistance of some tumors
to chemotherapy and in the development of microbial
antibiotic resistance has become well established. The
potential benefit of intentional cotherapy to enhance
drug absorption and efficacy has been explored.

Recent advances include systemization of the
nomenclature for transporters (as a result of the com-
pletion of the human genome), solution of the molec-
ular structure of several transporters, and increased
evidence that individual variations in transporter
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genes contribute to variations in drug responses and
adverse drug reactions. Interest in membrane trans-
porters in drug therapy has led to a series of meetings
and books addressing this area of research (1-4).

MECHANISMS OF TRANSPORT ACROSS
BIOLOGICAL MEMBRANES

Research in vitro and in vivo (particularly in micro-
organisms) has defined four basic mechanisms of
transport across biological membranes (5-7):

1. Passive diffusion (i.e., self-diffusion across the
lipid bilayer).

2. Facilitated diffusion (i.e., via antibiotic carriers or
membrane channels).

3. Carrier-mediated transport (i.e., via membrane
transporter proteins).

4. Carrier-mediated active transport (i.e., via
energy-linked transporters).

Active transport may be subdivided into primary
transport, which is directly coupled to substrate oxi-
dation or high-energy phosphate hydrolysis, or sec-
ondary transport, which is coupled to cotransport of
another molecule or ion down its thermodynamic gra-
dient. We will first consider the thermodynamics of
membrane transport and then review the four basic
mechanisms.
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Thermodynamics of Membrane Transport

The basic principles of transport across a semiper-
meable membrane and the relevant thermodynamic
and flux equations governing transport are well
established. Books on transport appear quite regu-
larly and often include this material in an intro-
ductory chapter (8). Friedman (5), Fournier (9), and
Lakshminarayanaiah (10) give quite exhaustive treat-
ments of the problem from the bioengineering,
biophysical, and biological points of view. The fol-
lowing discussion, with reference to Figure 14.1 and
Table 14.1, is limited to the most basic thermody-
namic equations and a qualitative discussion of the
principles.

For a neutral solute, the thermodynamic driving
force for transport across the membrane (AGtransp) is
determined by the ratio of solute concentrations inside
[S;] and outside [S,] the membrane and is given by the
first term of Equation 14.1.

AGtyansp = 2.303RT 1og [Si1/[So] + nF W + AGpump
(14.1)

where R = 1.987 cal/mol°K = 8.314 Joules/mol°K,
T = absolute temperature in °K, n = Avogadro’s num-
ber, F = 23.06 cal/mol-mV = 96.5 Joules/mol-mV,
and Ay = transmembrane electrical potential (mV).
This movement is entropically driven, since there are
more ways to arrange molecules in the larger volume
represented by the sum of the compartment volumes
than there are in the donor volume alone. An order
of magnitude difference in concentration corresponds
to an energy of 1.35 kcal/mol (5.67 kJ/mol) at 23°C,

e

+ ‘ -
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FIGURE 14.1 Model for equilibrative transport across a perme-
able membrane separating two compartments, arbitrarily desig-
nated outside (o) or inside (i), containing a diffusible solute S. The
solute is shown as occurring in equilibrium with a non-membrane
permeant protonated state SHT and with non-membrane-permeant
macromolecular bound species SB. The pH and dissociation con-
stants (Kp) of the binding sites for S may differ in the two compart-
ments. S is shown as undergoing irreversible chemical conversion
to another species, S, in the inside compartment only. (See text for
additional details.)

TABLE 14.1 Thermodynamic Factors in Drug Transport

Relevant
Driving force Example compartments
Diffusion Caffeine All body
compartments
Membrane 99mTe [ abeled Cardiac
potential sestamibi mitochondria
pH trapping Phenobarbital Renal tubule
Protein binding Warfarin Plasma/liver
distribution
Active transport Captopril Small intestine
Chemical Cytarabine Leukocyte
modification

or 1.41 kcal/mol (5.94 kJ /mol) at 37°C. At equilibrium,
the concentration on both sides of the membrane will
be equal.

For a charged solute, the driving force must also
include a term reflecting any transmembrane poten-
tial difference (Ay). This term may add to or oppose
the driving force of the initial concentration gradi-
ent. At equilibrium (AG = zero) the concentration
gradient must be in balance with the electrostatic
potential difference. Thus, charged species may be
concentrated (electrophoresed) into a compartment
against a concentration gradient. An order of magni-
tude difference in concentration of a charged solute
across a membrane corresponds to 58.5 mV at 23°C
and 61.5 mV at 37°C for a singly charged species, and
about 30 mV for a doubly charged species, and so on.
Alternately, one can consider the process of transport-
ing a charged molecule across a membrane as a process
that will contribute to establishing a transmembrane
potential. Such transport is called electrogenic. The
combined effect of the concentration gradient of an
ion across the membrane and the influence of the
membrane potential defines the electrochemical poten-
tial gradient for that species across the membrane.
This total electrochemical potential may be expressed
in kilocalories, Joules, or, commonly, millivolts. Most
cells, whether microorganisms in growth medium or
mammalian cells in communication with body fluids,
have a negative potential inside versus their surround-
ings. Therefore, the uptake of cations into cells is a
thermodynamically favorable process.

In the case of active transport, the movement of
the substrate is coupled to some other energetic pro-
cess (AGpump), such as cotransport of another substrate
or ion according to its electrochemical potential gra-
dient or the hydrolysis of ATP. Active transport is
generally considered to involve specifically coupled
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reactions catalyzed by a single transmembrane protein
assembly. For example, members of the ATP-binding
cassette family of transport proteins specifically couple
the energy of ATP hydrolysis to the pumping of
substrate molecules across a transmembrane concen-
tration gradient. Members of the major facilitator
superfamily couple the transport of protons, sodium,
potassium, or other ions (including organic ions such
as o-ketoglutarate) down their electrochemical con-
centration gradients to transport of a host of other ions
and molecules.

In real cells, multiple transmembrane pumps and
channels maintain and regulate the transmembrane
potential. Furthermore, those processes are at best
only in a quasi-steady state, not truly at equilibrium.
Thus, electrophoresis of an ionic solute across a mem-
brane may be a passive equilibrative diffusion process
in itself, but is effectively an active and concentra-
tive process when the cell is considered as a whole.
Other factors that influence transport across mem-
branes include pH gradients, differences in binding,
and coupled reactions that convert the transported
substrate into another chemical form. In each case,
transport is governed by the concentration of free and
permeable substrate available in each compartment.
The effect of pH on transport will depend on whether
the permeant species is the protonated form (e.g.,
acids) or the unprotonated form (e.g., bases), on the
pK; of the compound, and on the pH in each compart-
ment. The effects can be predicted with reference to
the Henderson-Hasselbach equation (Equation 14.2),
which states that the ratio of acid and base forms
changes by a factor of 10 for each unit change in either
pH or pK;:

[base]
[acid]

pH = pK, + log (14.2)

Thus, if the unprotonated form of a base with pK,
of 9.0 is permeant (e.g., amines) and the pH outside
increases from 7 to 8, the concentration of the free base
increases from 1% to about 10% of the total (a large
effect). If the protonated form were the permeant
species of similar pK; (e.g., phenols), the same unit pH
change would yield a change in the permeant species
from about 99% to 90% of the total (not a very impor-
tant change). Transmembrane gradients of metal ions
or other titrants that interact with drug molecules will
similarly affect drug transport, depending on the con-
centration ranges, dissociation constants, and identity
of the free drug or complex as the permeant species.

Plasma protein binding is important in pharmaco-
kinetics because it influences the concentration of
free drug available for transport. As discussed in

Chapter 15, this leads to interactions between com-
pounds that compete for the same binding sites on
serum albumin. However, coadministered compounds
also may compete for tissue binding sites, as demon-
strated by the interaction between quinidine and
digoxin (11). The extent of drug distribution across
a membrane will depend on the relative affinity of
competing compounds for both plasma and tissue
binding sites.

Finally, transport can also be driven by the con-
version of intracellular substrate to another chemical
form. For example, in the case of nucleoside drugs,
conversion to the corresponding nucleotides by appro-
priate kinases may be the limiting factor in cellular
uptake and activation. The same principle applies
to sulfation, glucuronidation, prodrug activations, or
other metabolic processes that provide a removal of
the transported species from the transportable (free)
internal pool. In some cases, transport is directly cou-
pled to substrate modification, as in the uptake of
sugars into bacterial cells by phosphoenolpyruvate
(PEP)-coupled phosphorylation systems.

Passive Diffusion

Passive diffusion is the transport of a molecule
across a lipid bilayer membrane according to its elec-
trochemical potential gradient without the assistance
of additional transporter molecules. This process can
be studied in pure lipid membranes, although it is
acknowledged that the properties of even relatively
pure lipid patches in native membranes are altered by
the high density of neighboring protein molecules. The
physical and functional properties of membranes can
be modeled with varying levels of detail and math-
ematical complexity. The simplest model represents
the membrane as a single semipermeable barrier sepa-
rating two uniform aqueous compartments. Transport
is characterized by a single reversible rate constant.
A more complex model represents the membrane as
an intervening third compartment of 25-30 A thick-
ness with properties equivalent to a bulk organic
solvent. Transport is modeled as a reversible parti-
tion of molecules from the donor aqueous phase into
the membrane compartment and rate-limiting release
of the solute from the organic membrane phase into
the receiving compartment. This model yields a rate
equation of the same form as the Michaelis-Menten
equation in enzyme kinetics. Although such kinetics
are observed for mediated membrane transport, they
are not typically observed for simple diffusive trans-
port. A more sophisticated model adds barriers of
high charge density and high dielectric constant on
either side of the organic compartment to represent
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the phospholipid head groups. Still other models
may incorporate unstirred diffusion layers extend-
ing into the aqueous compartments. These models
reveal different points of view about what constitutes
the most important rate-determining barrier to bulk
transport.

Molecular dynamics simulations (12, 13) have
provided a provocative image of passive diffusion
of solute molecules within the membrane bilayer
(Figure 14.2). These simulations illustrate the rapid
but restricted mobility of the lipid side chains, and
demonstrate that the membrane hydrophobic region
is not particularly well modeled by bulk solvent
properties. They suggest the spontaneous formation
of voids and transient channels within the mem-
brane and the ability of small molecules and ions
to diffuse within the membrane by hopping among
these voids (~8-A jumps on a 5-psec time scale).

FIGURE 14.2 Molecular dynamics simulation of the diffusion
of benzene within a hydrated lipid bilayer membrane. Benzene
molecules are shown as Corey-Pauling-Koltun (CPK) models;
atoms in the phospholipid head groups are shown as ball and
stick models; and hydrocarbon chains and water molecules as dark
and light stick models, respectively. (Reproduced with permis-
sion from Bassolino-Klimas D, Alper HE, Stouch TR. Biochemistry
1993;32:12624-37.)

They highlight the importance of concerted large con-
formational motions, occurring with relatively low
frequency compared to the continual small motions
(~1.5 A occurring on the 100-fsec time scale). Thus far,
these methods have been used to successfully model
the diffusion of water, hydrogen ions, small organic
molecules, and various drugs within the bilayer. They
have provided reasonably good agreement with exper-
imental data on intramembrane diffusion. The types of
motion available to small molecules such as benzene
differ qualitatively from those available to a fairly large
organic drug such as nifedipine.

Thus far, no one has successfully modeled the full
process of transport of druglike molecules from one
aqueous compartment into the membrane and into
the other aqueous compartment. The problem has
been that the feasible time scale for molecular dynam-
ics simulations is presently in the nanosecond range,
whereas the rates of drug transport are typically in
the millisecond range. The process has been approx-
imated for several small compounds by constraining
solute molecules to different specific depths in a sim-
ulated membrane. Both the free energy of partitioning
from an aqueous to a lipid environment and the local
diffusion coefficients at each depth can be calculated.
These can be used to calculate an overall permeability
coefficient. The relative values (but not the absolute
values) agree with experimental data (14, 15).

Extensive efforts have been made to develop
quantitative structure/activity relationships (QSARs)
that predict membrane transport (16, 17). Particu-
larly extensive use has been made of log P (log
solvent/water partition coefficient values) and the
Hansch equation (Equation 14.3):

log (1/C) = —k (log P)* + k' (log P) + po + k" (14.3)

where C = substrate concentration or dose producing
a given effect (EDsp, ICsp, rate of reaction or transport),
log P = partition coefficient or lipophilicity factor m,
o0 = Hammett electronic substituent effect constants,
and k, k', k", p = regression coefficients. Derivation of
this correlation originally was based on the expecta-
tion that passive diffusion across a lipid bilayer would
be the limiting factor in drug action, but many other
factors, such as enzyme inhibition and receptor bind-
ing data, often also correlate well. The octanol/water
partition coefficient (10g Poctanol/water) 1S most com-
monly used and is generally assumed unless otherwise
noted. Reverse-phase HPLC and immobilized artificial
membrane methods for estimating log P have largely
replaced actual liquid/liquid extraction methods for
determining these values (18, 19). The ability to cor-
relate log P values with structure has become quite
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TABLE 14.2 Sample of QSAR Studies on Transport?

Physical parameters

Drug class System correlated with activity”

Absorption as log (% absorbed), log permeability, or log k

Barbiturates Gastric log Pcrycly /waters Rm
Sulfonamides Gastric 10g Pisoamyl /alcohol /water
Anilines Gastric pKa

Xanthines Intestinal Dphss

Cardiac glycosides Intestinal 1og Poctanol jwaterr Rm

Excretion as log (% excreted), log CL, or log k

Penicillins Biliary log P

Sulfathiazoles Biliary log Poctanol fwater» PKa
Sulfapyridines Renal R, pKa
Sulfonamides Renal n, pKa
Amphetamines Renal 108 Pheptane /buffer

@ Adapted from Table VI in Austel B, Kutter R. Absorption, dis-
tribution and metabolism of drugs. In: Toplis JG, ed. Quantitative
structure activity relationships. Medicinal chemistry monographs,
vol 19. New York: Academic Press; 1983. p. 437-96.

b Parameters: k = rate constant, CL = clearance, P = partition
coefficient for indicated solvents, Ry, = relative mobility under spe-
cific chromatographic conditions, Dppj 5.3 = distribution coeffficient
(a partition coefficient corrected for fractional ionization at pH 5.3),
© = substitutent lipophilicity values.

good, and calculated log P values (CLOGP) are now
often used.

Table 14.2 presents a selection of drugs, trans-
port sites, and parameters that have been studied
in QSAR studies relevant to drug absorption and
excretion measurements excerpted from a much larger
table (17). Overall conclusions from this work are
that transportability correlates with (1) lipophilicity
(log P), (2) water solubility, (3) pK,, and (4) molecular
weight. Correlations with lipophilicity are almost
always good. Although different log P ranges are
optimal for oral (logP = 0.5—2.0), buccal (logP =
4—4.5), and topical (log P > 2.0) delivery, there is much
overlap. Unfortunately, increasing drug lipophilicity
may increase delivery generally throughout the body
and do little to improve selective delivery to target
tissues. Water solubility bears on the total concentra-
tion available for transport (e.g., in GI absorption).
Solubility is more difficult to predict from struc-
ture than is log P, although calculated estimates
can be made from melting point data and calcu-
lated solvation energies. Molecular weight is related
to diffusivity (D o 1/1¥/MW), in both the mem-
brane and the aqueous phases. It has been found
empirically that there is a cutoff molecular weight
(< 500-650) above which passive diffusion across most

biological membranes is excluded. An analysis of
2245 compounds from the World Drug Index database
for which human clinical data are available led to the
so-called Lipinsky’s Rules of 5 (20). Poor absorption
is predicted if two or more of the following occur:
(1) H-bonding donor groups > 5, (2) H-bonding accep-
tor groups >5, (3) (N + O atoms) > 10, (4) MW > 500,
and (5) CLOGP > 5.0 (or measured log P > 4.15).

Apart from these basic rules of thumb, the ability
to predict the relationship between molecular struc-
ture and transport across biological membranes is
limited beyond narrow ranges of known compounds.
Confounding factors include inaccurate, incomplete,
and/or noncomparable data, and the potential exis-
tence of multiple drug transport mechanisms in real
biological membranes. In particular, limited QSAR
data are available for the specific drug transporters
that are considered in the following sections.

Carrier-Mediated Transport: Facilitated
Diffusion and Active Transport

Several characteristics distinguish carrier-mediated
transport from passive diffusion. Rates are gener-
ally faster than for passive diffusion, and transport
is solute specific and shows a greater temperature
variation (Qpp). Transport is saturable, resembling
Michaelis-Menten enzyme kinetics. Transport rates
may not be the same in both directions across the mem-
brane at a given substrate concentration. Transport
may be inhibitable by competitive transport substrates
or by noncompetitive inhibitors acting at other sites.
Transport may be regulated by cell state (e.g., by
phosphorylation, induction, or repression of trans-
porter molecules) or by gene copy number. Transport
is tissue specific because it depends on the expres-
sion of particular transporters that do not occur in
all membranes. Active transport is a special form of
carrier-mediated transport in which solute concentra-
tion is mechanistically linked to energetically favorable
reactions (Equation 14.1). Distinction between pri-
mary pumps and secondary transporters may be made
on the basis of cosubstrate dependence (e.g., oxida-
tive substrate, adenosine triphosphate, or phosphe-
nolpyruvate requirement) or of the effects of various
ionophores, uncouplers, and inhibitors of primary
pumps.

Mechanisms of drug transport in vivo have been bet-
ter established in bacterial systems than in mammalian
systems, owing to greater experimental control and
ability to genetically manipulate properties of the bac-
terial systems. Table 14.3 lists examples of drugs for
which the transport in bacteria is dominated by the
indicated mechanisms (7).
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TABLE 14.3 Transport Mechanisms in Bacteria?

Transport mechanism Example

Passive diffusion across lipid bilayer = Fluoroquinolones
Tetracyclines (hydrophobic)
Facilitated diffusion (nonselective)l ~ B-Lactams

Tetracyclines (hydrophilic)

Mediated transport (selective) Imipenem
Catechols

Active transport Aminoglycosides
Cycloserine

® Adapted from Table 1 in Hancock REW. Bacterial trans-
port as an import mechanism and target for antimicrobials. In:
Georgopapadakou NH, ed. Drug transport in antimicrobial and
anticancer chemotherapy. New York: Marcel Dekker, Inc.; 1995.
p- 289-306.

The distinction between facilitated diffusion through
channels and carrier-mediated transport is somewhat
artificial, but may be justified on the basis of speci-
ficity. For example, B-lactams in general can pass
through nonselective bacterial outer membrane porin
(e.g., OmpF) channels via passive diffusion, whereas
imipenem (and related zwitterionic carbapenems) can
also utilize OprD channels, which preferentially rec-
ognize basic amino acids and dipeptides. The identi-
fication of mutants that selectively confer imipenem
resistance suggests that more intimate protein—-drug
associations are involved in carrier-mediated transport
than in facilitated diffusion, which may be limited only
by pore diameter.

The tetracyclines provide an interesting example
in that bacterial uptake is passive (by both non-
mediated and carrier-mediated pathways), efflux is
active, and their transport is subject to pH, mem-
brane potential, and metal ion gradient effects (21).
Tetracycline is both a weak base (pK;; = 3.3) and
a weak acid (pKpz = 7.7, pKyz = 9.7) and is sub-
ject to pH trapping. Furthermore, the anions can
chelate divalent cations such as magnesium, form-
ing metal chelates that have altered solubility. Uptake
across the outer membrane of gram-negative bacteria
is nonmediated for hydrophobic tetracyclines and car-
rier mediated via porins (e.g., OmpF) for hydrophilic
homologs. Nonmediated diffusion via the lipopolysac-
charide depends on the uncharged species, whereas
carrier-mediated diffusion via the porins favors the
magnesium-bound anion (net positive charge) and
is enhanced by the Donnan membrane potential. In
contrast to most mammalian membranes, passive dif-
fusion across the lipopolysaccharide outer membrane

of Escherichia coli is slower for more hydrophobic
analogs and may account for their lower antimicrobial
activity. Uptake across the cytoplasmic membrane
is by nonmediated passive diffusion of the neutral
species, and is thermodynamically driven by the pH
gradient across the inner membrane (pH 7.8 inside,
pH 6.1 outside, for cells grown at a nominal pH 7.0).
On the other hand, efflux of tetracycline is due to
active transport via TetA, which catalyzes antiport
of the [Mg-anion chelate]'* (out) in exchange for a
proton (in).

Uptake Mechanisms Dependent
on Membrane Trafficking

Pinocytosis (cell sipping) has been thought to be a
nonspecific, nonsaturable, non-carrier-mediated form
of membrane transport via vesicular uptake of bulk
fluid into cells from the surrounding medium (22, 23).
This mechanism is most relevant to large particles and
polymer conjugates. The term “pinocytosis” has fallen
from favor and one suspects that many events pre-
viously ascribed to nonspecific pinocytosis are now
recognized as being due to specific receptor-mediated
endocytosis. Endocytosis is specific and intrinsic to the
mechanism of action of many macromolecular drugs.
This process is also used to deliver small molecules
as prodrugs, and mediates the distribution and clear-
ance of many contemporary pharmacological agents,
including many biotechnology products, most peptide
hormones, and cytokines (e.g., insulin, growth hor-
mone, erythropoetin, granulocyte colony-stimulating
factor, and interleukins) (24).

Receptor-mediated endocytosis plays an impor-
tant role in the pharmacokinetics and nephro- and
ototoxicity of aminoglycoside antibiotics. As was
shown in Chapter 3 (Figure 3.6), gentamicin exhibits
flip-flop kinetics, wherein elimination appears as the
initial phase, followed by a very slow distribution
phase (25). The first phase corresponds to clearance
from plasma by glomerular filtration, the second phase
to redistribution of drug from the tissues, particu-
larly kidney, back into the central compartment. After
glomerular filtration, aminoglycosides are taken up
via endocytosis at the brush border by renal prox-
imal tubule epithelial cells (26). The accumulation
of antibiotic (as much as 10% of the dose) in these
cells results in lysosomal disruption and cell necro-
sis, producing dose-limiting nephrotoxicity. However,
the uptake is saturable, so that, for a given total intra-
venous dose, accumulation in the kidney is lower
when multiple intermittent doses are given rather than
when a continuous dose is infused over the same time
period (27). This allows far greater peak therapeutic
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concentrations than could be tolerated otherwise, a
clinically important consideration because aminogly-
cosides exhibit peak concentration-dependent bacte-
ricidal effects (28). The optimum dose and interval
for various aminoglycosides remain areas of ongoing
research (29, 30).

The endocytosis of aminoglycosides via clathrin-
coated pits is thought to involve initial binding
of the polybasic cationic drugs to anionic lipids.
Recently, megalin (also known as gp330 and as low-
density lipoprotein receptor-related protein-2), a
receptor protein on the brush border, has been impli-
cated (31). Megalin knockout mice accumulate only
about 5% as much of an intraperitoneal gentamicin
dose in their kidneys as do wild-type mice. This pro-
tein is involved in the uptake of many low molecular
weight proteins containing positively charged regions,
including vitamin-binding proteins, lipoproteins, hor-
mones, and also calcium. Competition for megalin
binding between calcium and aminoglycosides may
be the basis for the ability of oral calcium loading to
attenuate aminoglycoside nephrotoxicity. The megalin
receptor is most highly expressed in proximal renal
tubule cells. It is also expressed in an eclectic assort-
ment of other cells, including the epithelium of the

inner ear, which may explain ototoxicity associated
with long-term aminoglycoside treatment (32, 33).

Transcytosis is the receptor-mediated uptake of a
ligand on one side of the cell, vesicular transport
across the cell, and exocytosis of the vesicle contents
on the opposite side. This process is responsible for
the uptake of the iron-binding protein transferrin (Tf)
across the blood-brain barrier (BBB) by the transfer-
rin receptor (TfR). Monoclonal antibodies that rec-
ognize the transferrin receptor (mABTfR) are also
carried across the cell and have been used to deliver
various cargos. An early demonstration used mABTfR
conjugated to avidin to deliver vasoactive intesti-
nal peptide (VIPa) disulfide-linked to biotin. Reduc-
tases in the brain cleaved the disulfide linkage,
releasing VIPa to express its pharmacological effect
(Figure 14.3) (34, 35).

Applications of transcytosis have been extended to
additional receptors, cargos, and delivery sites (36).
The TfR has been used to deliver !'In-labeled DTPA-
EGF-PEG-biotin-streptavidin-mABT{R (DTPA = the
metal chelator diethylenetriaminepentaacetic acid;
EGF = endothelial cell-derived growth factor; PEG =
polyetheylene glycol) across the BBB, where binding
to cells expressing EGF receptor (EGFR) was useful
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FIGURE 14.3 Mechanism of transcellular drug delivery across the blood-brain barrier. (A) Schematic
representation of vesicle trafficking and topology. (B) An example of this drug transport mechanism in the
delivery of a biotin-vasoactive intestinal peptide (VIPa) disulfide-linked prodrug across the blood-brain
barrier via the transferrin receptor. See text for details. (Adapted from Bickel U, Pardridge WM. Vector-
mediated delivery of opiod peptides to the brain. In: Rapaka RS, ed. Membranes and barriers: Targeted drug
delivery. NIDA Res Monograph 154. Washington, D.C.: NIH Pub. #95-3889; p. 28-46.)



204 Principles of Clinical Pharmacology

for radioisotopic imaging of brain tumors. Delivery of
brain-derived neurotrophic factor (BDNF) as a BDNF-
biotin-streptavidin-mABT{R conjugate was shown to
be neuroprotective in a rat stroke model. Delivery
of antisense oligonucleotides against human EGFR
(hEGFR) to human glioma cell brain tumors in a severe
combined immunodeficient (SCID) mouse model was
accomplished by encapsulating the oligos in liposomes
that were modified by attachment of both PEG-
mABT{R (which facilitated transport across the BBB)
and PEG-mABInsulinR (which facilitated uptake into
the glioma cells). A similar approach has been used
to deliver the vectors for tyrosine hydroxylase gene
therapy in a Parkinson’s disease model.

The vitamin B12 receptor, which facilitates uptake
of the vitamin—intrinsic factor vitamin-binding protein
complex, has been used to enhance oral delivery
and gastrointestinal uptake of peptides and proteins
as their vitamin B12 conjugates (37). Commercial
efforts are under way to exploit this receptor as
well as the fetal Fc receptor, which facilitates intes-
tinal uptake of antibodies from colostrum/milk (38),
and the polymeric immunoglobulin receptor, which
facilitates the serosal to mucosal transport of
IgA and IgM (39).

Protein transduction is a property of certain pro-
tein sequences (e.g., Drosophila antennapedia homeobox
domain, human immunodeficiency virus TAT protein
transduction domain, transportan, and penetratin) that
are capable of penetrating cell membranes and deliver-
ing conjugated cargos (e.g., peptides, proteins, nucleic
acids) into the cell and even the nucleus (40-43).
Simple highly basic peptides (e.g., multimers of lysine
or arginine) function similarly (44). The mecha-
nism and cellular apparatus required for uptake are
unclear, but initially appeared to be self-directed,
energy independent, and not receptor mediated.
Recent work suggests uptake may be via endo-
cytosis and depend on the presence of negatively
charged glycosaminoglycans on the surface of tar-
get cells (45, 46). In any case, these fusion proteins
have been used to deliver pharmacologically active
substances in both in vitro and in vivo animal mod-
els (47, 48). For example, the Arg;-peptide was used
to deliver a cardioprotective peptide agonist of pro-
tein kinase Ce to intact rat heart in an isolated organ
ischemia—-reperfusion model (49). The third helix of
the Antennapedia homeobox domain was used to
enhance gene therapy using adenovirus to deliver
green fluorescent protein (GFP) or PB-galactosidase
reporters and endothelial nitric oxide synthase (NOS)
in a NOS3~/~ mouse model or vascular endothelial
growth factor in a mouse ischemic hind limb
model (50).

Paracellular Transport and Permeation
Enhancers

The majority of this chapter focuses on transport
across cell membranes. However, paracellular transport,
or movement between cells, is also important in drug
action. Paracellular transport is of interest for the deliv-
ery of hydrophilic and macromolecular drugs and
for molecules that would otherwise be degraded dur-
ing transcellular passage. Paracellular transport is less
selective with respect to size, charge, and hydropho-
bicity of the solute than is either passive diffu-
sion or transporter-mediated processes. Selected tissue
barriers, such as gastrointestinal epithelium, epithe-
lial (ductal) surfaces of hepatic and renal cells, and
capillaries forming the blood-brain barrier, are ren-
dered highly impermeable to many molecules by the
formation of tight junctions between cells. Consider-
able work has gone into characterizing the macro-
molecular components and overall structure of tight
junctions (51, 52). Permeation enhancers are molecules
that disrupt the function of tight junctions and increase
paracellular transport (53-58). Substances such as cal-
cium chelators, bile salts, anionic surfactants, medium-
chain fatty acids, alkyl glycerols, cationic polymers,
cytochalsin D, tumor necrosis factor-a. (TNF-0), and
enterotoxins have been tested in various in vitro assays
and in vivo animal models. Permeation enhancers have
been used in animal models to increase the bioavail-
ability of orally delivered medications and to improve
transport into brain tissues. Mannitol, ceftoxin, dex-
trans, proteins, radiocontrast dyes, and various ions
have been used as markers of enhanced permeability.

DESCRIPTION OF SELECTED MEMBRANE
PROTEIN TRANSPORTERS

A large number of transport functions in vari-
ous tissues have been defined physiologically and/or
pharmacologically. A substantial number can now be
associated with specific gene, mRNA, and deduced
protein sequences. Relatively few have been isolated
and fully characterized biochemically. Lists of trans-
port functions, transporters, and substrates can be
found in various reviews (59-67). It is not always clear
when the nomenclature refers to a transport activity
or to specific, genetically defined transport protein.
A nice compilation of transporter sequence data is
given in Griffith and Sansom (68). Table 14.4 provides
a partial listing of membrane transporter families.

The ATP-binding cassette (ABC) superfamily
and the major facilitator (MF) superfamily account
for the majority of membrane transporters.
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TABLE 14.4 Partial Listing of Membrane Transporters

Transporter HUGO* Common names of
family designation  representative substrates
ABC superfamily
MDR-1,2 ABCB14 P-Glycoprotein, organic
cations, neutrals, lipids
cBAT/BSEP ABCBI11 Canalicular bile acid

transporter, bile salts

MRP1,2,3,...,n ABCCI,...,n Organic anions, GSX
conjugates, GSH

cotransport
cMOAT ABCC2 Canalicular multispecific
anion transporter (= MRP2)
BCRP/MXR ABCG2 Mitoxantrone, doxorubicin,

daunorubicin

Major facilitator superfamily

PEPT1,2 SLC15A1,2 Proton-coupled oligopeptide
transporter

CNT1,2 SLC28A1,2 Na+—c0upled nucleotide
transporter

NTCP SLC10A12  Na'-coupled taurocholate
protein

OATP SLC21A3 Polyspecific organic anion
transport protein

OAT-K1 SLC21A4 Renal methotrexate
transporter

OCT SLC22A1,2 Organic cation transporters
electrogenic

RFC SLC19A1 Reduced folate carrier

? Human Genome Organization.

Peptide transporters of both types have been reported.
Both anion and cation pumps of both types are known.
Although most ABC family members catalyze active
transport coupled to ATP hydrolysis, members of the
MF superfamily may catalyze either mediated diffu-
sion or active transport (coupled most often to H* or
Nat cotransport). A few examples suffice to illustrate
the general points.

ATP-Binding Cassette Superfamily
P-Glycoprotein

The most extensively studied drug transporter, and
the paradigm for the ABC transport superfamily,
is P-glycoprotein (P-gp), the product of the mdrl
(multidrug resistance) gene (69-71). This transporter
was discovered during the 1970s through studies
of chemotherapy-resistant tumors in cancer patients.
Multidrug resistance can be acquired both by patients
receiving chemotherapy and by cultured cells exposed
to chemotherapeutic agents in wvitro. Cells, which

become resistant to one chemotherapeutic agent, are
often found to also be resistant to a wide range of
other drugs to which they have never been exposed.
Although other mechanisms can occur, the most
common mechanism entails increased expression of
a membrane phospho-glycoprotein of approximately
170 kDa, which is an active efflux transporter. This
protein was dubbed P-glycoprotein (P for altered
permeability). Human MDR-1 and MDR-2 are 76%
identical in sequence, but only MDR-1 plays a role
in drug resistance. MDR-2 is most likely involved
in transport of phosphatidylcholine. Similar proteins
occur in rodents, and knockout mice have been valu-
able in defining the in vivo roles of these proteins.

The mdrl gene encodes a 1280-amino acid
protein, and is thought to contain 12 hydrophobic
transmembrane (TM) helices (two groups of six) with
globular cytosolic domains inserted between TM6 and
TM7 and at the end of TM12 (Figure 14.4). This
motif is characteristic of the ABC superfamily of mem-
brane transport proteins. Each of the globular domains
contains one ATP hydrolysis site that includes the
canonical Walker A (nucleotide binding) and Walker B
(magnesium binding) sequences, which also occur in
other ATPases. In addition, both include the Walker C
(linker peptide or dodecapeptide) region that is a sig-
nature of the ABC superfamily. Another notable mem-
ber of the class is the cystic fibrosis transmembrane
conductance regulator (CFTR), which has an identical
topology, but seems to function as an ATP-regulated
chloride channel.

The multidrug resistance-related protein (MRP)
family and the mitoxantrone-resistance (MXR) family
discussed in the following section are also ABC trans-
porters. All members of the class include two TM
domains and two cytoplasmic ATPase domains. The
order of these domains within a polypeptide and
their arrangements into single or multiple polypep-
tides include all possible variations. In some cases, the
proteins are expressed as half-transporters containing
only one TM domain and one ATPase domain. How-
ever, these appear to be functional as either homo- or
heterodimers with another TM and ATPase domain.
Three glycosylation sites occur within the first extracel-
lular loop of P-gp. These are not required for transport
function, but do affect the half-life of the protein,
its folding within the endoplasmic reticulum, and its
delivery to the cell surface. A series of phosphory-
lation sites occurs in the linker domain between the
first half-molecule and the second half. Again, these
are not required for transport activity, but may play a
regulatory role.

The mechanism of ATP hydrolysis by MDR-1 has
been examined and is not fundamentally different
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FIGURE 14.4 A hypothetical two-dimensional model of human P-glycoprotein based on hydropathy analysis of the amino
acid sequence and its functional domains, depicting amino acid residues (o), the positions of selected mutations that alter
the substrate specificity of P-gp (e), ATP sites (large circles), N-linked glycosylation sites (squiggly lines), phosphorylation sites
(circled P), and Walker A, B, and C regions. Numbers refer to specific amino acid positions, and bars above the model indicate
regions labeled with photoaffinity analogs. (Reproduced with permission from Ambudkar SV, Dey S, Hrycyna CA, Ramachandra
M, Pastan I, Gottesman MM. Annu Rev Pharmacol Toxicol 1999;39:361-98.)

from that of the more familiar F1 ATPase, but the
mechanism of coupling ATP hydrolysis to transmem-
brane transport of substrates is clearly quite different.
Turnover of the enzyme probably involves a two-
stroke sequence: (1) binding of substrate and hydrol-
ysis at one of the ATP sites in order to load the
transported molecule on one side of the membrane and
(2) hydrolysis at the second ATP site in order to expel
the substrate from the other side of the membrane.
An alternate two-stroke model involves (1) substrate
binding followed by ATP hydrolysis to expel the sub-
strate from the cell and (2) ATP hydrolysis at the
second site in order to re-cock the enzyme into a con-
formation that can bind substrate. These mechanisms
are not distinguishable at this time. Evidence sug-
gests that substrate binds by absorption from within
the inner leaflet of the membrane bilayer, rather than
from bulk solvent in the cytosol. In this sense, the
action of MDR-1 is like that of MDR-2, which is
thought to flip phosphatidylcholine from the inner
leaflet to the outer leaflet of the membrane. MDR-1
has been called a hydrophobic vacuum cleaner, whose
evolutionary job was to clean membranes of foreign
natural toxins. Expulsion of substrate into the aqueous
phase outside the cell is facilitated by trapping agents

(such as serum albumin) that prevent re-entry of the
hydrophobic substrate into the membrane. Intracellu-
lar auxillary proteins may also play a role in delivering
hydrophobic substrates to the transporter binding site.

The structure of P-glycoprotein has not been deter-
mined. However, X-ray crystallographic structures
have been determined for bacterial members of the
ABC transporter family: the MsbA lipid A “flippases”
from E. coli (72) and Vibrio cholera (73) and the cobal-
amin uptake transporter BtuCD protein of E. coli (74).
These structures are consistent with the overall picture
of P-glycoprotein function described here.

The most challenging mechanistic question about
P-gp is the basis of its ability to transport such a
wide range of molecular structures (see Chapter 15,
Table 15.2). Correlations with lipophilicity (e.g., log P)
essentially reflect the concentration of the substrate
in the membrane with K,, values in the 1-10 mmol
of drug per mole lipid range, despite solution
concentrations ranging over the 1-10 nM range (75).
For comparable membrane concentrations, H-bond
acceptors are most important. Pharmacophore search
algorithms suggest two important patterns: Type I,
having two acceptors spaced 2.5 A apart, and
Type II, having three acceptors spaced 2.5 A apart in
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a V-shape, with the outer two 46 A apart (76).
Binding requires at least one of these units. Transport
requires at least two Type I units. These require-
ments can be related to the position of H-bond
donor groups in the proposed transport pathway
(see later). Additional factors affecting binding and
transport include molecular weight, size or surface
area, and presence of amine groups and unsatu-
rated rings. Size, surface area, or cross-sectional areas
may be related to ability to fit through the pro-
posed transport channel. In the low dielectric medium
of the membrane (or interior of a protein shielded
from water), the strengths of electrostatic bonds
(aromatic-ring cation, H-bonds, and dipole-dipole
interactions) are much stronger than they are in water.
Substrates with low electrostatic bonding energy
may bind but are not transported (e.g., inhibitors,
such as progesterone, dexamethasone, hydrocortisone,
quinidine, terfenadine, GF120918, S9788). Substrates
with intermediate bonding energy are transported
but may be competitive inhibitors of other substrates
(e.g., aldosterone, cis-flupenthixol, diltiazem, nicardi-
pine, trifluoperazine, verapamil). Those with high
bonding energy are transported slowly and thus are
also inhibitors (e.g., cyclosporine, SDZ PSC-833).

Extensive substrate structure-activity studies and
transporter mutagenesis, chemical, and photolabel-
ing studies have been used to test structure-function
hypotheses for P-gp. The model that emerges is one
of multiple partially overlapping binding sites with
few absolutely required determinants. Most of the
substrate-contacting residues are located in two clus-
ters in TM5,6 and TM11,12. It is hypothesized that
these form two binding sites: one for high-affinity
substrate recognition inside the cell, and one for low-
affinity binding effectively outside the cell. There may
also be an allosteric binding site, but the kinetics of
membrane-bound enzymes and their substrates are
difficult to interpret.

Multidrug Resistance-Related Protein

The MRP family of transporters is closely related
and structurally similar to the MDR family (64, 65).
MRP1 was initially identified in lung cells, which were
known not to express P-gp. It has been shown to
pump anionic compounds (as opposed to the cations
pumped by P-gp). Substrates for MRP1 include anionic
natural products; glutathione, glucuronyl, and sul-
fate conjugates; and, in some cases, neutral molecules
coupled to glutathione transport without conjugation.
In liver cells, MRP1 is present on the sinusoidal surface
of the hepatocyte. MRP2 is similar to MRP1, except in
its tissue distribution and localization. In liver cells,

it is expressed on the canalicular membrane, and is
also known as the canalicular multispecific organic
anion transporter ((MOAT). Homology searching has
revealed seven MRP family members. MRP3 is simi-
lar to MRP1, but with narrower substrate specificity.
MRP4 and MRP5 act as nucleotide transporters. MRP6
and MRP7 can be recognized by their sequences, but
their functions are unknown at this time.

Multifacilitator Superfamily Transporters

The Nucleotide Transporters

The nucleotide transporter (NT) family is illus-
trative of the multifacilitator superfamily (60, 61).
Both naturally occurring nucleosides and most nucleo-
side drugs are very hydrophilic and do not readily
cross bilayer membranes except by mediated or
active transport. The relevant transport activities
have been defined functionally by their substrates,
cosubstrates, and inhibitor sensitivities. Currently
known nucleoside transport activities are either equi-
librative or concentrative. The equilibrative trans-
porters allow the free exchange of nucleosides across
membranes according to their concentration gradi-
ents. Concentrative transporters translocate nucleo-
sides into a cell against a thermodynamic gradient by
coupling transport to the electrogenic cotransport of
sodium ions into the cell. Equilibrative (e) transporters
are ubiquitous. Two classes can be distinguished:
nitrobenzylthioinosine sensitive (es) or insensitive (ei).
Five classes of concentrative transporters (N1-N5) can
be distinguished by their substrate specificities. These
transporters are selectively expressed in epithelial tis-
sues (intestine, kidney, and choroid plexus) and in
lymphoid cells and tissues.

The es transporter of erythrocytes has been identi-
fied by photoaffinity labeling, purified, and character-
ized as a relative of the equilibrative GLUT1 glucose
transporter (a member of the 12-transmembrane-
spanning helices major facilitator superfamily). Vari-
ations in molecular weight and glycosylation state
occur in various species and tissues. The N3 concen-
trative transporter of rabbit kidney SNST1 was cloned
by hybridization to a probe for the rabbit intestine
Nat-coupled glucose transporter SGLT1 (a member
of the Na*t-coupled organic cotransporter family). As
in the case of the GLUT1 family, the sequence sug-
gests a protein with 12 transmembrane spans; how-
ever, in this instance several amino acid residues
are clearly implicated in the Na™ cotransport func-
tion. An N2 transporter gene (cntl) has been cloned
from rat intestine by expression in Xenopus oocytes.
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In this case, the sequence suggests a 14-TM-helix pro-
tein with multiple glycosylation and phosphorylation
sites. Although differing in molecular detail, it is likely
that all members of the equilibrative and Na™-linked
families will be similar in overall three-dimensional
structure and transport mechanism. However, there
is a wealth of detailed variation upon which selec-
tivity in drug transport or transporter inhibition may
eventually be based.

Cells differ in their reliance on nucleoside uptake
and salvage versus de novo biosynthetic pathways for
normal growth, and, hence, they differ in their sensi-
tivity to nucleoside drugs. Table 14.5 [adapted from
Tables 14 in Cass (61)] lists some nucleoside drugs,
diseases for which they have been used, and the trans-
porters that recognize them. In addition to the es, ei,
and N1-N5 nucleoside transporters, some nucleoside
drugs also utilize nucleobase (NB) transporters.

The greatest successes with nucleoside drugs
have been in the treatment of leukemias, lym-
phomas, HIV, and herpes virus infections. These
drugs act intracellularly after conversion to nucleotide
phosphates, generally by blocking DNA synthesis.
Although nucleoside transport is important, the lim-
iting step that defines the activity of nucleoside drugs

TABLE 14.5 Nucleoside Drugs, Indications, and

Transporters”

Transporter
Nucleoside drug Clinical indication specificity?
Cladribine (Cl-dAdo) Leukemia es, ei, N1, N5
Cytarabine (araC) Leukemia es, ei
2-Fludarabine (F-araA) Leukemia es, N1, N5
Pentostatin (dCF) Leukemia es
Floxidine (F-dURd) Colon cancer es, el
Didanosine (ddI) HIV es, NB
Zalcitabine (ddC) HIV es, N2
Zidovudine (AZT) HIV N2
Acyclovir (ACV) HSV NB
Gancyclovir (GCV) HSV es, NB
Vidarabine (araA) HSV es, ei, N1
Idoxuridine (IdUrd) HSV es

Trifluridine (F3-dThd) HSV
Ribavirin (RBV) RNA/DNA viruses

Not determined

Not determined

7 Adapted from Tables 1-4 in Cass CE. Nucleoside transport.
In: Georgopapadakou NH, ed. Drug transport in antimicrobial and
anticancer chemotherapy. New York: Marcel Dekker, Inc.; 1995.
p- 408-51.

b es, Equilibrative transporter sensitive to nitrobenzylthioino-
sine (NBT); ei, equilibrative transporter insensitive to NBT; N1-N5,
concentrative transporters; NB, nucleobase.

is often the nucleotide kinase-mediated conversion of
the nucleoside to the nucleotide. However, resistance
to nucleoside therapy has been observed for cells with
reduced transport activity as well as for cells with
altered kinase activity or altered target sensitivity.

Bacterial Nutrient Transporter Models for the
Multifacilitator Superfamily

The E. coli lactose permease (product of the lacY
gene) is the best-described member of the multi-
facilitator superfamily (MFS). The permease LacY
couples the thermodynamically unfavorable concen-
tration of lactose into the cell to the favorable uptake
of protons. Extensive sequence insertion—deletion,
site-directed mutagenesis, chemical labeling, cross-
linking, spin label, and fluorescent label techniques
have been used to determine the topology and to
study structure—function relationships in this protein
(Figure 14.5) (77). These approaches showed that the
protein contains 12 TM helices, provided a basic
model for their organization in the membrane, and
revealed substrate-induced changes in organization
suggestive of the transport pathways and mechanism.
Remarkably, only six of the amino acids in the side
chains are irreplaceable.

Attempts to obtain three-dimensional structures
of MFS proteins have long been frustrated by their
inherent conformational flexibility. A low-resolution
(6.5 A) structure was obtained for the oxalate trans-
porter (OXIT) from Oxalobacter formigenes by single-
particle cryoelectron microscopy (78). This model
shows a twofold-symmetrical arrangement of 12 TM
helices, forming a central pore with oxalic acid bound.
A high-resolution (3.5 A) structure of a conforma-
tionally restricted mutant of E. coli Lac permease
with a lactose analog bound was determined (79) and
published simultaneously with that of the glycerol-
3-phosphate transporter (GlpT) from E. coli in the
absence of substrate (80). These structures showed the
same helical arrangement as the OxIT structure but
allowed sequentially specific identification of the pro-
tein components. The helices are organized into two
distinct domains composed of six N-terminal helices
and six C-terminal helices with equivalent packing,
related to each other by intramolecular twofold rota-
tion. In the LacY structure, an internal hydrophilic
cavity (~25 A wide by 15 A deep) is formed by
helices I, II, IV, V and helices VII, VIII, X, XI, in
which the lactose analog was observed bound to the
predicted Glul26 (helix IV) and Argl44 (helix V)
residues. Additional details of the substrate binding
site and proton pathway are evident and these enhance
interpretation of the earlier biochemical studies.
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FIGURE 14.5 Secondary structure model of Lac permease. Residues crucial for active transport are E126, R144, E269, R302, H322, and E325;
charge pairs are D237-K358 and D240-K319. Solid rectangle outlines represent helical regions defined by single-amino-acid deletion analysis.
Ionizable residues D68, K73, R74, E131, K131, E139, R142, and K336 are predicted to be within the cytoplasmic ends of transmembrane helices II,
I, IV, and V by deletion analysis. Residues in squares represent positions where transport activity of single Cys replacement mutants are
inhibited by N-ethylmaleimide treatment. Residues in circles represent positions where missense mutations have been shown to inhibit lactose
accumulation. Residues in P28, G46, A127, C148, G159, Q242, A273, and Q359 represent positions where both results have been observed.
Two-tone arrowheads indicate locations where discontinuities in the primary sequence (“split” Lac permeases) have been introduced, and solid
arrowheads indicate regions where polypeptides have been inserted into the permease. In general, most splits/insertions in the loop regions
are tolerated (except in the VIII-IX loop) and most splits/insertions in the putative transmembrane domain result in little or no transport
activity. (Reproduced with permission from Kaback HR, Sabin-Toth M, Weinglass AB. The kamikaze approach to membrane transport.
Nat Rev Mol Cell Biol 2001;2:610-20.)

The GlpT transporter is proposed to function via a ROLE OF TRANSPORTERS
single-binding-site, alternating-access mechanism. The IN PHARMACOKINETICS
translocation pathway is proposed to occur between AND DRUG ACTION
the N- and C-terminal halves of the protein. Binding of
glycerol-3-phosphate (G3P) is proposed to occur at the There is increasing recognition of the important
site formed between Arg45(helix I) and Arg269(helix role played by protein transporter molecules in
VII) and is proposed to lower the barrier for confor- the processes of drug absorption, distribution, and
mational exchange. A rocking motion is proposed to elimination. This is particularly true with respect to
expose the binding site to alternate membrane faces. the barrier and drug-eliminating functions of gas-
Exchange of G3P for inorganic phosphate (Pi) allows trointestinal epithelial cells, hepatocytes, and renal
the protein to return to its starting conformation and tubule cells (62). Figure 14.6 depicts a schematic of
allows the higher cytoplasmic Pi concentration to drive drug transport in the body and some of the known

uptake of G3P. transport proteins. Transporters also are important
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FIGURE 14.6 Schematic of drug transport in the body, indicating cellular topology for selected transporters. Capillaries and epithelial cells
with tight junctions are represented by ¢, organic cations by OC™, and organic anions by OA ™. Members of the ABC superfamily of transport
proteins (Q) include P-glycoprotein (P-gp); multidrug resistance proteins MRP1, MRP2, or cMOAT; and the bile acid transporter (BAT). Active
transporters ([J) include the guanidium transporter (Gu), triethylammonium transporter (TEA), N-methylnicotinamide transporter (NMN), and
proton-coupled oligopeptide transporter (POT). Carrier-mediated transport or facilitated diffusion (O) includes the Type I (I) and Type II (I)
cation carriers and the multispecific non-charge-selective carrier (M). Also represented are Na®™/K* P-type ATPase (¢) and intracellular

sequestration ().
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determinants of the response of cancers and bacteria
to chemotherapy.

Role of Transporters in Drug Absorption

As described in Chapter 4, oligopeptide and mono-
carboxylic acid transporters facilitate the absorp-
tion of certain drugs. There have been a number
of demonstrations that these natural transport
pathways can be exploited to enhance drug action.
An example demonstrating this concept is the dis-
covery that valacyclovir is a substrate for the PEPT-1
transporter (81). Valacyclovir is an amino acid ester
prodrug of the antiviral drug acyclovir. The useful-
ness of acyclovir is somewhat limited by its poor
bioavailability. However, the oral bioavailability of
valacyclovir is increased three- to fivefold in humans.
Experiments using a rat intestinal perfusion model
demonstrated a 3- to 10-fold increased intestinal per-
meability of valacyclovir over acyclovir. The effect was
specific (i.e., exhibited structure-activity preferences
among a family of amino acid ester prodrugs), and
was stereospecific for L-valine, saturable, inhibitable
by known PEPT-1 substrates (cephalexin, dipeptides),
and competitive with other amino acid ester prodrugs
(e.g., Glyacyclovir, Val-AZT). Studies using Chinese
hamster ovary (CHO) cells expressing hPEPT-1
demonstrated competition between valacyclovir and
the classic PEPT-1 substrate [*Hlglycylsarcosine.
Experiments in Caco-2 cells showed enhanced, sat-
urable, and inhibitable mucosal to serosal transport,
consistent with active transport via the PEPT-1 trans-
porter. In contrast, serosal to mucosal transport was
shown to be by passive diffusion. Furthermore, trans-
port was accompanied by hydrolysis of the prodrug,
such that although drug was taken up as valacyclovir,
it appeared on the serosal side as acyclovir. Following
up the wvalacyclovir-PEPT-1 discoveries, valganci-
clovir was developed to exploit the same delivery
strategy (82). In a clinical trial for cytomegalovirus pro-
phylaxis, a daily oral dose of 900 mg valganciclovir
was as effective as a daily 1-hour intravenous infusion
of 5 mg/kg ganciclovir at (83, 84).

These examples are unusual in that valacyclovir
is an amino acid ester of a nucleoside that does not
closely resemble the normal dipeptide substrates of
the PEPT-1 transporter. A number of other drugs
(such as methotrexate) are probably transported by
proteins that normally transport the metabolites that
they resemble and antagonize (e.g., folates). However,
these cases represent fortuitous examples of drug
transportability “natural selection” during the drug
discovery and development process. With increased
understanding of the specificity determinants of

nutrient transport, a rational basis for designing or
redesigning drugs to exploit specific transporters
may emerge. For example, XP13512 is a prodrug of
gabapentin, which is beginning Phase II clinical tri-
als. Absorption of gabapentin is limited by saturation
of relevant small intestinal amino acid transporters.
XP12512, which is metabolized to gabapentin in the
intestine and liver, has a sustained action due to its
ability to use several uptake transporters located in
the large as well as the small intestine (85, 86).

As discussed in Chapters 4 and 15, both P-gp and
CYP3A4 are colocalized in intestinal epithelial cells
and may limit bioavailability either by intestinal first-
pass metabolism by CYP3A4 or by P-gp-mediated
exsorption. Many of the substrates for CYP3A4 are
also substrates for P-gp (see Table 4.2), so that many
CYP3A4 substrates may also be competing for trans-
port by P-gp or may modify its level of expression (87).
There is no sequence homology between these pro-
teins and likely no tertiary structural homology.
However, both likely have similar broadly accessible
hydrophobic pockets.

Competition between substrates for limiting
transporter molecules and other effects lead to drug—
drug, drug-food, and drug-dietary supplement inter-
actions very similar to those seen with CYP450s. In an
explicit test of GI absorption/exsorption interactions,
small intestinal secretion of intravenously infused tal-
inolol, a Bl-adrenergic receptor antagonist, has been
studied in healthy volunteers using a steady-state
perfusion technique (88). Perfusion of dexverapamil
[(R)-verapamil] into the intestinal lumen lowered the
intestinal secretion of talinolol 29-56%. The conclu-
sion is that bioavailability of talinolol is in part limited
by exsorption and may be subject to drug interac-
tions during absorption. In this study (R)-verapamil
was used because it is known to affect P-gp-mediated
drug transport, but is devoid of the pharmacological
effects of (S)-verapamil. Hence, it can be used safely as
a probe in clinical studies of P-gp inhibition. P-gp can
be activated as well as inhibited, as evidenced by the
ability of grapefruit juice to increase P-gp activity, par-
tially counteracting its inhibition of CYP3A4-mediated
first-pass metabolism (89, 90).

Role of Transporters in Drug Distribution

Transporters are critical in the function of cap-
illary endothelium, where they contribute to the
blood-brain, blood—germinal epithelium (blood—testis
and blood-ovary), and blood-placental barriers.
Endothelial cells in each of these tissues express
high levels of MDR-1. The existence of a blood-
brain barrier is well established and is thought to arise
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from the formation of tight junctions between brain
endothelial cells as well as the action of drug efflux
pumps (91, 92).

The importance of MDR-1 in the blood-brain barrier
was dramatically revealed by an incident involving
ivermectin toxicity in knockout mice. In mice, there
are two MDR-1 isoforms, encoded by mdrla/mdrlb.
These differ in their tissue distribution and speci-
ficity, and mdrla, mdr1b, and combined knockout mice
have been created. Ivermectin is routinely used in
rodent facilities as an antihelmenthic to control para-
sitic worms. The day after one mouse colony was given
standard ivermectin treatment, all of the homozygous
mdrl knockout mice were found dead. The level of
ivermectin was found to be 100-fold higher in their
brains than in the brains of normal mice (93). Normal
homozygotes and mdrl heterozygotes appeared to
have normal drug responses. Homozygous knockouts
were viable, but very sensitive to xenobiotics, with
the combined mdrla/mdrlb knockouts being the most
sensitive (94). Other MDR-1 substrates include digoxin
and loperamide. Loperamide is related to the opi-
ate narcotics, but is widely used as an antidiarrheal
agent, because it does not normally get into the brain.
In the MDR knockout mice, loperamide was found to
be addictive because it could not be excluded from the
brain (95). The clinical significance of P-glycoprotein
in preventing CNS effects of loperamide was demon-
strated in a study of quinidine potentiation of
the opiate-induced depression of the respiratory
response to carbon dioxide rebreathing (96). Quini-
dine inhibits P-glycoprotein, and its coadministration
with loperamide exerts independent effects, increas-
ing both loperamide’s CNS activity and plasma
concentrations.

Other tissues with high MDR-1 concentrations
include the apical surface of pancreatic duct cells, the
adrenal cortex, and the choroid plexus. In the case
of secretory glands, MDR-1 may be necessary to pro-
tect the gland from its own products and perhaps to
assist with their export (e.g., hydrophobic steroids syn-
thesized by the adrenal glands). The choroid plexus
is responsible for the secretion of cerebrospinal fluid.
It consists of epithelial cells with a basal surface in con-
tact with the blood and an apical surface facing the
ventricular space. MDR-1 is located on the apical sur-
face of choroid plexus cells, analogous to its location
in other tissues. This location does not put MDR-1 in
a position to protect the brain, since transport across
the arachnoid membrane separating the CSF and brain
cells is thought to be unimpeded. However, choroid
plexus cells have been shown to express MRP on their
basolateral surface, consistent with a brain-protective
role for this transport protein (97).

In addition to MDR-1 and MRP1, several other
blood-brain barrier and choroid plexus transporters
have been recognized (98). These include the organic
anion-transporting polypeptides (OATP1 and OATP2),
organic cation transporters (OCTs), and several addi-
tional MRP isoforms. These transporters play roles in
uptake and efflux of physiologically important brain
chemicals as well as drugs. For example, sodium-
independent OATP2 transports some steroids and
their conjugates, the amino acids glutamate and aspar-
tate, and the peptide Leu-enkephalin, as well as
pravastatin, fexofenadine, and digoxin. The potential
dependent OCTs on the apical surface of the choroids
plexus appear to serve as efflux transporters, taking
organic cations from the CSF into the epithelial cell.
OCT-3 is expressed at high levels in brain cells and
has been shown to transport cimetidine, amphetamine,
and methamphetamine, as well as serotonin and
dopamine.

Transporters are also critical to target tissue uptake
of drugs from the extravascular space. As discussed
in Chapter 3, transport of drugs between the vas-
cular and extravascular spaces, except in capillaries
with tight junctions, is probably by nonmediated dif-
fusion and bulk flow. However, specific transporters
are necessary for many drugs to enter target cells
and also for transport to their subcellular sites of
action. Specific examples include the nucleotide trans-
porter family responsible for antiviral and anticancer
drug uptake (61) and the reduced folate carrier that
is essential for methotrexate uptake (99). Studies ini-
tially looking for yeast mutants resistant to cisplatin
toxicity and confirmed in mammalian knockout mice
cells have identified the copper uptake protein Ctrl
as essential to cellular uptake of this important anti-
cancer drug (100). On the other hand, a copper export
transporter, the Menkes disease-related protein of the
trans-golgi and plasma membrane (ATP7A), has been
shown to mediate cisplatin export and is elevated in
ovarian cancer patients who did not respond to cis-
platin therapy (101). Ectopic or elevated expressions
of the related Wilson's disease trans-golgi and bile
canalicular copper export protein (ATP7B) are asso-
ciated with cisplatin resistance in cancers of prostate,
esophagus, stomach, breast, ovary, and oral mucosa
(102, 103).

Many tissues also express the same drug export
pumps that occur in the barrier epithelial tissues
(e.g., MDR, MRP, MXR), and these may be important
in normal tissues, as well as in drug-resistant cancers.
For example, P-gp may contribute to resistance to pep-
tidomimetic HIV protease inhibitors (e.g., indinavir,
saquinavir, and nelfinavir) in AIDS patients. These
drugs are substrates for P-gp, and this transporter
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prevents their passage across the blood-brain bar-
rier. This has the effect of limiting the access of these
drugs to HIV within the central nervous system. Fur-
thermore, lymphocytes and macrophages are among
the cell types that normally express P-gp at low lev-
els, including the CD4*-expressing T-lymphocytes,
targets of HIV infection. In some cases, protease
inhibitor resistance of HIV-infected cells may be due to
increased expression of MDR-1, rather than mutation
of the HIV protease (104).

Role of Transporters in Drug Elimination

Each epithelial barrier tissue displays a similar cel-
lular topology, with basal surfaces in communication
with the extravascular space and apical surfaces fea-
turing high-surface-area brush border membranes that
face into extravascular compartments. The topology
of transporter expression is similar for at least certain
transporters in these cells. Thus, MDR-1 is expressed
on the apical surface of each of these cells, consis-
tent with a role in drug excretion from mucosal cells
back into the intestinal lumen, from hepatocytes into
the bile canaliculus, and from the kidney into the
renal tubule duct (62). Other important apical cation
transporters in these tissues include the TEA/H* and
guanidinium/H™ proton-coupled antiporters. Protec-
tion from hydrophobic cations is a particularly impor-
tant problem for cell survival. Most cells are negatively
polarized inside (~—70 mV). Hydrophobic cations will
accumulate spontaneously within these cells by sim-
ple diffusion. Active transport pumps are necessary to
expel undesirable materials back out of the cell and out
of the body. The overall pH gradient across the renal
tubule cell (blood pH = 7.4, intracellular pH = 7.2, and
tubule fluid pH = 6.7) also facilitates the net export
of weak bases. In some tissues, such as liver, uptake
through the basolateral (sinusoidal) membrane may
be facilitated. Two organic cation transporters (Type I
and Type II) and a non-charge-selective multispecific
carrier have been identified in this organ.

Organic anion transport is also important. MRP is
located on both the apical (canalicular) and basal (sinu-
soidal) surfaces of hepatocytes. Anionic drugs and
conjugated drugs are excreted both into blood, where
they are cleared by the kidney, and into the bile. Renal
clearance of anions presents the converse problem to
organic cation accumulation. That is, an active trans-
port system is necessary to accumulate anions into
the renal tubule cell from the blood (110). This is
facilitated by a two-stage secondary pump. In the first
stage, the primary sodium gradient is used to drive
coupled uptake of sodium and o-ketoglutarate. The
o-ketoglutarate gradient is then used to drive organic

anion uptake by a coupled antiport mechanism. Export
of organic anions on the brush border membrane into
the tubule fluid is facilitated and potential dependent.

The number of organic cation and organic anion
transporters recognized has increased over the years.
Differences in their patterns of expression and their
overlapping substrate specificities are being slowly
worked out (111). Nucleoside transporters are impor-
tant in the disposition and targeting of nucleoside
analogs to kidney. All five known nucleoside trans-
porters are present. Concentrative transporters (CNTs)
localize primarily to the apical membrane while equi-
librative transpor