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PREFACE

The present book contains the original papers and essential points of the
general discussion of a meeting organized in a series of tri-annual conferences,
initiated by Dr. R. Plomp with the meeting in Driebergen, The Netherlands, 1969.
These symposia have tried to bring tofether people from extreme fields in auditory
research and to amalgamate their recent findings. This series of conferences has
proven to be most successful and has attracted much attention by scientists in
auditory research.

The organizers have tried to maintain the character of the meeting with em—
phasis on discussion by precirculation of the full text of the papers and by re-
stricting the number of active contributions. Unfortunately, this forced us to
reject a great number of submitted papers -~ in selection we attempted to compose
a fair survey of certain fields of auditory research but leave others untreated.
Because of the same reason the number of invited review papers had to be limited
to three. The reader may decide whether or not this selection was adequate. We
thank all those participants who attended the meeting inspite of the rejection of
their paper.

The authors have been responsible for text and typing of their manuscripts.
The editors have not attempted to standardize the spelling.

The general discussions were put down in concise form immediately after the
sessions and all the printed remarks have been approved by the speakers before
the end of the conference. Literature not quoted in the discussion can be found
in the preceding paper.

The editors wish to thank the sponsors of the meeting, the Deutsche For-
schungsgemeinschaft (4850/15/82), the Hessische Kultusminister and the US Air
Force Office for Scientific Research (AFOSR-83-0130). Without this help the orga-
nization of the meeting would not have been possible. The authors are thanked for
preparing their manuscripts according to the instructions; only a small number of
manuscripts had to be retyped by our secretaries. We sincerely thank Ms. Renata
Plotz and Ms. Mechthild Kaluza for reliably typing the discussions during the
meeting and later for the edition of the book. Thanks have also to be extended to
our technician Ms. Ursula Miller-Planitz, who did a marvelous job in collating
the camera-ready version of the manuscripts. Finally the editors thank the Sprin~
ger-Verlag, in particular Dr. Czeschlik for their understanding, their conces~
sions and the quick printing.

Frankfurt/Main Dr. Rainer Klinke
May 6, 1983 Dr. Rainer Hartmann
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REVIEW PAPER: HAIR CELLS, RECEPTORS WITH A MOTOR CAPACITY?
Zke Flock

Department of Physiology II, Karolinska institutet,
S5-104~-01 Stockholm 60, Sweden

1. INTRODUCTION

This article is intended to serve two purposes, one is to fulfill a request
by the organizers of this symposium to review hair cell mechanisms, the other
is to present new experimental results of our own. As to the first aspect, the
reviewing can only be brief in the allotted space. More extensive reviews are:
for cochlear physiology Dallos (1981), for non-vertebrates Wiederhold (1976),
for intracellular electrical responses Weiss (1983).

2. BASIC HAIR CELL MECHANISMS

a) Electrical response

i) Ionic mechanisms. The cellular membranes of all cell types have incorporated
macromolecules of various types serving as receptors, ionic pumps, enzymes, anti-
gens etc. Some of these serve the transport of ions responsible for the resting
potential of the cell. Other ionic channels are sensitive to different types of
stimuli, like transmitter substances, hormones, sensory stimuli. These channels
respond to stimulation by changing their permeability for ions. In nerve fibres
the channels are voltage dependent and open for sodium ions in response to a
decrease in membrane potential (depolarization) this inward flow of positive
current leads to further depolarization and accelerated sodium flow which in this
nonlinear fashion gives rise to the nerve action potential. Mechano-receptors

are equipped with channels which are sensitive to mechanical strain, the applied
force leads to deformation of some sensitive spot at the molecular level, and
ionic flow gives rise to depolarization or hyperpolarization of the membrane

(the receptor potential). An example is the crustacean stretch receptor where

the mechanisms involved have been studied in detail (Ottoson and Swerup, 1982).
The ionic mechanisms involved appear to be fundamentally similar to those of the
photoreceptor in the eye (Fain and Lissman, 1981).

Hair cells (HC) are specialized mechano-receptors which appear to utilize
ionic mechanisms related to those of the crustacean stretch receptor and the eye.
This has been elegantly elucidated by Corey and Hudspeth (1979). It appears that
in vestibular HC the transduction channels are not selective to any particular
ion species. Due to the high potassium content of endolymph the receptor potenti-
al is mainly carried by this ion. Calcium ions are a necessary co-factor. Voltage
sensitive potassium channels exist in parallel and impart nonlinear properties
to the HC membrane. In some HC types inductive properties are implied in the
membrane, giving rise to resonating properties (Crawford and Fettiplace, 1981).

ii) Mechanoelectrical transduction. The stereocilia are the transducing elements
of HC (Hudspeth and Jacobs, 1979), more specifically; the entry of current has
been localized to the tip of the stereocilia (Hudspeth, 1982). At this site the
membrane of each stereocilium is connected to its neighbours by cross-links
(Flock, 1977). On the inside the membrane is connected by side arms to a core of
parallel filaments of the protein actin (Flock and Cheung, 1977; Hirokawa and
Tilney, 1982) packed in paracrystalline order (Tilney et al., 1981). At the top
of the stereocilia the membrane is attached to the actin filaments end-on. The
transduction channels are presumably located in this neighbourhood because this
is where applied force will impinge on the membrane.
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iii) Synaptic mechanisms. The receptor potential that results from ionic flow in
the sensory region is spread throughout the cell and acts at the base of the cell
to govern the release of transmitter substance at the afferent synapse (Sand et
al., 1975). Lately it has been put to question whether the recasptor potential is
for the benefit of the synapse only, or if it may also interfere with mechanical
events in the receptor region for reasons that will become clear later in this
text. The same may be true for the efferent innervation; excitation of efferent
fibres may interfere not only with afferent synaptic transmission but also with
the mechanics of the HC system. Our attention will therefore turn next to the
mechanical response of the HC.

b) Mechanical response

i) Filter property of semsory hatrs. Sensory
hair mechanics can now be studied by direct
microscopic observation on several types iso-
lated specimens. The mechanical filter charac-
teristics of sensory hair bundles in the frog
crista ampullaris has been found to be de-
termined by the arrangement of the stereo-
cilia in the bundle (Orman and Flock, 1981).
Depending on their structure, bundles may be
fast rapidly adapting, or slow with a long
time constant. The reptilian auditory organ
shows frequency selectivity in single nerve
fibres although basilar membrane (BM) tuning
is absent (Weiss et al., 1978). In this organ
the sensory hairs are graded in length and
studies of their motion pattern in strobo-
scopic illumination show frequency dependent
amplitude maxima that agree with tonotopic
localization (Frischkopf et al., 1982;
Holton and Hudspeth, 1982). In this organ
sensory hairs apparently contribute to fre-
quency selectivity of the organ.

ii) Active mechanisms. Actin is one of the major components in muscle fibres. The
finding of actin in the stereocilia, as well as in the cuticular plate where
these are inserted by rootlets (Fig. 1), made it important to investigate if hair
motion could be influenced by muscle-like mechanisms. In response to a brief jet
of fluid the sensory hairs in the crista ampullaris describe a swing-away motion.
This response became severely restricted in the presence of calcium ions and ade-
nosinetriphosphate (ATP), conditions that would cause contraction in a muscle
fibre (Orman and Flock, 1981). One may conclude that HC in the vestibular system
have means of interacting with the mechanical properties of their sensory hairs,

3. COCHLEAR HAIR CELL MECHANISMS

a) Electrical response

The ionic mechanisms of cochlear HC have not been investigation in detail.
Experiments by Russell (personal communication) indicate that the receptor current
of inner hair cells (IHC) is carried by potassium ions regulated by a pure resis-
tance as suggested by Davis (1965). Mountain (1978) finds voltage resistive
elements presumed to be a property of outer hair cells (OHC).

The electrical responses from TIHC (for ref. see Russell this volume) and
OHC (Dallos et al., 1982) exhibit similar sharpness of tuning and show similar
intensity thresholds for both the ac and the dc components. They also show the
same phase at best frequency. They differ in that responses from IHC are
approximately 3 times as large as those of OHC. The membrane potential of THC
is about half that of OHC. Both cell types show nonlinear behaviour above
approximately 50 dB, with saturation, development of harmonic components and
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dc components of the response. If the transductien channel is purely resistive as
suggested for the TIHC, such a nonlinear behaviour would not be expected. Mechanic-
al factors could therefore be involved.

b) Mechanical response N

The mechanical properties of single sensory hairs in isolated coils of guinea
pig organ of Corti have been investigated with the aid of a probe of quartz glass
used to measure the compliance of the sensory hairs (Strelioff and Flock, 1982).

A stiffness gradient was found for OHC along the coil, IHC being of approximately
equal stiffness for the different turns. The force needed to displace the tip of
a hair 1 pm was 3.48%0.38 dyn/cm in turn 2 compared to 0.9%0.35 dyn/cm in turn 4
(values apply to first row OHC). This implies that cochlear HC may be tuned like
those in the lizard auditory organ and contribute to the damping of the organ of
Corti through their coupling to the tectorial membrane. There was also a radial
gradient, OHC getting less stiff towards stria vascularis. The stiffness values
are matched by differences in length for the different cell types as described

by Lim (1980) but the relationship may not be linear.

An interesting finding was that the sensory hairs resist displacement in the
excitatory direction with a force twice as large as that in the inhibitory direc-
tion. This again points to the possible existence of a contraction-like mechanism
that can be activated in the sensory hair region. We shall therefore next consider
the distribution of cytoskeletal proteins in the organ of Corti.

c) Distribution of contractile and structural proteins

A family of cytoplasmic proteins are responsible for the maintenance of cell
shape and the generation of motion. Over the last few years immunofluorescence
methods have been used to identify and localize several of these proteins in
organ of Corti cells.

i) Hair cells. Of several proteins searched for in stereocilia only two have been
clearly identified, actin as previously mentioned, and fimbrin which probably
crosslinks actin filaments in the stereocilia to stiff cables (Flock et al.,

1982). Conditions for contractility appear to be lacking in the stereociliary
shaft. These two proteins are also present in the cuticular plate. Here is also
found ® -actinin, an actin anchoring protein, and myosin the protein that reacts
with actin in the contractile process (Drenkhahn et al., 1982). We have developed

a method by which solitary HC (Fig. 2) can be attached to a glass glide and labell-
ed with antibodies (Fig. 3). Such labelling demonstrates existence also of tropo-

Fig. 2. Solitary OHC isolated Fig. 3. Isolated OHC labelled with antibodies

from the organ of Cortt against tropomyosin. It is located at the level
of the rootlets of the stereocilia in the
W-shaped bundle
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myosin in HC (Fig. 3). In muscle
fibres this protein controls the
interaction between myosin and actin.
It has an interesting location; name-
ly corresponding to the rootlets of
the stereocilia entering into the
cuticular plate. The co-location of
actin, myosin and tropomyosin at the
stereocilium rootlet is highly sug-
gestive in terms of active mechanic-
al events at this point.

ii) Supporting cells. In the support-
ing cells of Corti's organ other com—
binations of proteins are found

(Fig. 4). Here tubulin exists together
with actin forming stiff arcs inside
the pillar and Deiter's cells (Flock
et al., 1982; Slepecky et al., 1983).

These cables constitute a mechanical Fig. 4. The pillar cells and the
framework conspicuously centering on Deiters cells contain rigid columms
and encasing the three rows of OHC's, of mized microtubules and actin fila-
the THC being conspicuously discrimi- ments connectin to the reticular
nated (Fig. 4). lamina

4, DISCUSSION

It is interesting to consider a possible relationship between the following
observations:

1. HC transduction channels allow entry of calcium ions during the excitatory
phase of hair displacement (vestibulal system).

2. Calcium ions cause a restriction of hair motion in the presence of energy donat-
ing ATP (vestibular system).

3. Tropomyosin, part of a calcium sensitive regulatory protein complex for acto-
myosin interaction, is present in the rootlet region of the stereocilia. Actin
and myosin are present at the same site (cochlear hair cells).

4, Sensory hairs in the organ of Corti resist motion in the excitatory direction
more than in the inhibitory.

A causative relationship could be envisioned as follows: Calcium influx
during excitatory hair deflection, through tropomyosin promotes binding between
actin in the rootlets and myosin in the cuticular plate. This restricts motion of
the stereocilia, hence the mechanical nonlinearity seen in organ of Corti sensory
hairs. There are missing links; myosin and tropomyosin have not yet been demonstrat-
ed in vestibular hair cells, and a calcium-ATP effect has not been shown in the
cochlea. There is also evidence in support, such as the finding that stimulation
of efferent nerve fibres to OHC alters cochlear micromechanics (Mountain, 1980) in-
cluding the mechanical nonlinearity (Siegel and Kim, 1981). If such a calcium de-
pendent mechanism is operational in the organ of Corti it would probably be re-
quired to build up over a number of cycles, at least at high frequencies. It
would be interesting to know if the summating potential has any mechanical corre-
late in BM motion, as the saturating compression and the development of harmonic
components do.

It is quite possible that the design is different in the cochlea and in the
vestibular system having different demand on for example the speed of the system.
For instance, calcium ions need not be involved in the development of force in
an actomyosin system. In certain insect flight muscles myosin is permanently
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attached to actin and force is generated in response to applied tension with a
phase delay so that the wing and the body form an oscillating system determined
by the relative masses (Pringle, 1977). Such systems operate well above 1000 Hz.
In this context it is pertinment to point to the discovery of evoked (Kemp, 1978)
as well as spontaneous acoustic emmissions from the ear (Zireck, 1981), and to
the call for a mechanism that can impact negative damping in the cochlea (Kim
et al., 1981).

The mechanical framework seen encasing OHC (Fig. 4) seems well suited to trans-
mit BM motion to the sensory region in the reticular lamina. The OHC stereocilia
are tightly connected to the tectorial membrane and therefore mechanical proper—
ties contributed by OHC would be transmitted equally well in the opposite direc-
tion, i.e. from the reticular lamina down to the BM. Recent data (Johnstone et al.,
1981) show that BM tuning is as sharp as that of primary auditory nerve fibres.

The OHC system appears to constitute a motor region, the sensing element being
the inner hair cells with their abundant afferent imnervation. Mechanical activi-
ty, be it passive or active, in the OHC region would be effectively transmitted
to the IHC with their palisades of stereocilia sensing radial displacement in the
subtectorial space.
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GENERAL DISCUSSION

PICKLES:

The question of the existence of myosin in the stereocilia themselves, as shown

by immunofluorescence techniques, has become controversial. We (Comis, Osborne and
Pickles) have therefore been looking for the associated ATPase by a technique
which involves the deposition of cobalt. X-ray micro-analysis shows the precipi-
tate to be present, in approximately equal concentrations, in the stereocilia as
well as in the cuticular plate. Controls and inhibitors suggested that the

ATPase was indeed actin-myosin ATPase. This confirms our previous suggestion
(McCartney et al., Nature 288, 491, 1980) as to the distribution of myosin in

hair cells. __—

R.S5. LEWIS:

Concerning the suggestion made by Dr. Pickles that myosin is present in the ste-
reocilia, why has there been no report of thick filaments in transmission EM
sections of stereocilia?

FLOCK:

If myosin were present as thick filaments in stereocilia they would have been
seen. However, myosin is present in the terminal web of brush border as thin
microfilaments but it is hard to see how even these could be housed within the
actin paracrystal. A perhaps possible location is at the periphery between the
actin cable and the membrane.

BIALEK:

Regarding the analogy to insect flight muscle:

The muscle can be extracted and held in solutions of fixed ionic concentrationm,
with the muscle membrane removed. In this condition, mechanical "tuning curves"
of the muscle show high Q's and slopes ~60-100 dB/oct. This tuning is purely me-
chanical, and does not involve ionic or electrical effects.

KLINKE:

You gave a number of mechanisms workimg in different hair cells. I don't want to
debate these findings. I assume, however, that not all of them operate in one
type of hair cell. We assume major differences in the mode of action of differ-
ent types of hair cells and even assume substantial differences in mechanisms of
mammalian and avian hearing. From the number of arguments we have gathered for
this assumpiion, let me briefly mention that the ototoxic drug Furosemide is in-
effective on pigeon hearing in doses as high as 280 mg/kg (Wit and Bleeker,

Arch. Otolaryngol., in press; Schermuly, G6ttl and Klinke, Hear. Res., in press).

DUIFHUIS:

I wonder whether you have any ideas on where we might find the basis for the di-
rectional sensitivity of the hair cells. Is the hypothesis that the transduction
channels are located at the tops of the cilia reconcilable with directional sen—
sitivity, in view of the relatively isotropic properties of the single cilia?

Or is it conceivable that the transduction process originates in the cuticular
plate, possibly in relation to the orientation of actin and myosin molecules?

FLOCK:

An explanation to directional sensitivity could be in the gradation in length of
the stereocilia and the fact that the longest ones are the ones that are attach-
ed to the overlying membrane. A pull on these in the excitatory direction would
lead to separation and thus a pull through interciliary crosslinks on the mem—
branes that could open transduction channels, opposite displacement would cause
closure and relieve membranes from strain. Orthogonal displacement would lead to
a net zero change in strain.

DUIFHUIS:

I do not quite see how that could lead to the marked insensitivity in the direc-
tion perpendicular to the sensitivity (the longitudinal direction in the coch-
lea).

JOHNSTONE :
What is the difference in protein composition between IHC and OHC?
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FLOCK:
None that we have seen.

ASHMORE:

I would like to know whether you are able to quantify the concentration of actin
and myosin in cochlear hair cells. Since the rate constant for actomyosin cross-—
bridge attachment is known, at least in skeletal muscle (e.g. Goldman et al.,
Nature 300, 701, 1982), the protein concentration would give information about
force of possible kinetics and generation.

FLOCK:

We are now developing techniques to do gel electrophoresis on purified fractions
of hair cells, until they give us the ratio I can only say that the brightness
for actin and myosin fluorescense is approximately equal.

DE BOER:
Over the length of the cochlea you find stiffness variations over a factor of
four. Do you believe that would be relevant for tuning?

FLOCK:
The factor of 4 is not for the entire coil but between turn 2 and 4 (see also
reply to Kim).

KIM:

Is myosin found in the rootlets? Following up the question of Brian Johnstone,
is there any difference noticeable between the OHC and the IHC regarding the
distributions of actin, myosin and related proteins or regarding any other as-
pects that may help assess the hypothesis that the OHC is specialized in pro-
ducing negative damping by "reverse' transduction of electrochemical energy
into mechanical energy?

FLOCK:

For values of stiffness gradients (static force) see ref. Strelioff and Flock,
1982. We (Karlsson and Flock, unpublished) now study the threshold for detecta-
bility of motion of sensory hairs at 200 Hz in stroboscopic light. Under these
dynamic conditions the mechanical gradients are.much more pronounced. Both
longitudinally and radially 30 dB differences can be seen for some cell types.
Depending on position along the coil, OHC can be 30 dB stiffer than IHC.



INNER HAIR CELL RECEPTOR POTENTIALS INVESTIGATED DURING
TRANSTENT ASPHYXIA: A MODEL FOR HATR CELL COUPLING

I.J. Russell & J.F. Ashmore
Ethology and Neurophysiology Group,
School of Biology, University of Sussex, Brighton, BNl 94G.

1. INTRODUCTION

The sensitivity and frequency selectivity of inner hair cells (IHC) and their
afferent innervation are reversibly decreased when the cochlea is momentarily made
anoxic (Robertson and Manley, 1974; Brown, Nuttall, Masta and Lawrence, 1983). 1In
this paper we describe the changes which take place, during transient asphyxia, in
the waveform of the receptor potentials recorded from (IHCs) in the basal turn of
the guinea pig cochlea and suggest a possible mechanism producing the observed
receptor potential asymmetry changes.

2. METHODS

The intracellular recording techniques and stimulus presentation used in these
experiments have been described in detail elsewhere (Sellick & Russell, 1980;
Russell & Sellick, 1983). Young guinea pigs 180-260gms in weight were used. They
were anaesthetized with pentabarbitol sodium, Droleptan and Operidine (Jansens)
according to a regime devised by Evans (1979). Heart rate was monitored
continuously and just before intracellular recordings were begun, about one hour
before the termination of the experiment, the animals were injected with the muscle
relaxent Flaxedil (M & B) (0.5mg/kg) and artificially respired with a gas mixture
of 957 0y and 5% CO, supplied by a constant pressure respirometer.

IHCs were identified by their large asymmetrical voltage responses to low
frequency tones, their small resting potentials relative to those of supporting
cells (30-40mV cf.80-90mV), their phase lead of about 90° relative to CM for
frequencies below 70Hz, and the production of large DC receptor potentials in
response to tones close to their characteristic frequency (CF). A total of 23 cells
with these characteristics were studied in these experiments. When an IHC had been
impaled and its responses characterised, the respirator was switched off until the
heart rate dropped to 12 beats per minute when it was switched on again. This
criterion was chosen as a means of standardizing the experiments. It was found that
within a single preparation the endocochlear potential (EP) fell to about the same
level each time the heart rate fell to the criterion and that this effect was fully
reversible. In these experiments it was possible to make simultaneous measurements
of the intracellular and extracellular potentials with the exception of the EP. The
effects of transient asphyxia on this potential was measured separately after the
intracellular potentials.

3. RESULTS

Transient asphyxia caused a large, slow decline in the EP recorded from the
scala media (SM) and a simultaneous, but much smaller, hyperpolarization of the THC
receptor potential (Figure 1). These potentials reached minimum values 70-190 sec
after the respirator was switched off. The EP and IHC resting potentials changed
by 50%-80% and 5-10%, respectively, of their resting values. They quickly returned
to levels slightly above this when the respirator was switched on, and remained
there for periods between 1-5 minutes before slowly returning to normal. The time
course for the decline and recovery of the CM was similar to those of the EP and IHC
membrane potential. The decline of the compound action potential (CAP) and AC and
DC components of the receptor potential occurred with a shorter latency and
recovery was slower. For tones close to the CF of the IHC, and 25dB above the Ny
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A Fig. 2A. The voltage response of
an IHC to a 340Hz tone burst at
93dBSPL, before (upper trace),
during (middle trace) and after
(lower trace) transient asphyzia
when normal respiration had been
restored. Horizontal scale;
small division Imsec, large
division 10msee; vertical scale

smV. Each trace is an average
of 8 sweeps

B. The relationship between the
J amplitude of the receptor
[IARSYYRTS INTTRTTI ARTTNTTITI AATRTINT] IXRARIRUTI ANRRRSRNTNE AYRDLRTS poﬁentiaz Pecorded fmm an IHCJ
and SPL recorded at the tympanic
membrane in response to a 180Hz
tone at 90dBSPL during normal
B mV respiration (thick trace) and
10— transient asphyxria (thin trace).
| Each curve is based on 192 samples
of single cycle receptor potential
8— and sound pressure waveforms.
n The amplitude of the receptor
potential (vertical axig) is with

o reference to the membrane potential
o (-45mV), and the sign of the
4= horizontal axis refers to the

rarefaction phase of the sound

- pressure (positive) and its

2 compression (negative). The
phases of the acoustic waveform

. and receptor potentials were

1 . . . R . . " ] adjusted so that there was

4 -8 -6 -4 -2 2 4 6 8 1 Gorineidence between their zero

B Pascals crossing phases during ravefaction.
2 The curve measured during asphyxia
(thin trace) is scaled up by a
factor of 2. Inset: single traces
-4 of the receptor potential before
(upper trace) and during (lcwer
trace) transient asphyxia.
Vertical bar: 10mV; Horizontal
bar: 20msec

4. DISCUSSION

It is well known that transient asphyxia causes a reversible decrease in the
EP, CM and CAP, and our findings that IHCs become slightly hyperpolarized is in
agreement with those of Brown et.al. (1983). The relative size of the
hyperpolarization may be an indication that the leakage conductance of the apical
membrane of IHC is less than that of the lateral and basal membranes.

The decrease in driving voltage across the apical membranes of the IHCs
during asphyxia, will presumably influence the post synaptic responses of the
afferent fibres, resulting in a decrease in the N; component of the CAP. However,
the close correlation, in time and amplitude, of the decline in the DC receptor
potential and N; response, during transient asphyxia, reinforces the concept that
the DC component is directly responsible for exciting the afferent nerve fibres
during high frequency acoustic stimulation, presumably by providing the control
voltage for the release of the afferent transmitter (Russell & Sellick, 1978;
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Fig. 1. The effect of transient asphyxia on the membrane potential (MP),
DC component (DC) and AC component (AC) of the IHC receptor potential.
Endocochlear potential (EP), cochlear microphonic (CM), and gross compound
action potential of the auditory nerve (AP) from a single preparation in
response to 60msec tone bursts at 15kHz and 55dBSPL presented every 100msec

threshold of the CAP, ‘the CAP and DC components of the IHC receptor potential were
virtually abolished during asphyxia, while the AC component was reduced to 40-70%
of normal.

In an attempt to discover why the DC component of the receptor potential was
apparently more vulnerable than the AC component, the waveform of the IHC receptor
potential was measured in response to low frequency tones. At frequencies of a
few hundred Hz or less the phasic AC component is not attenuated by the low pass
filter characteristics of the IHC membrane time constant (Sellick & Russell, 1980;
Russell & Sellick, 1983). It is asymmetrical about the resting potential, with
the amplitude of the depolarizing phase exceeding the phase of hyperpolarization
by a factor of 2-5 (Figure 2A). During asphyxia the peak-to-peak amplitude of the
receptor potential is reduced by 40-70% and it becomes almost symmetrical.

These changes are also illustrated in the transfer characteristics of the THC
receptor potentials (Figure 2B) which were plotted before and during asphyxia. It
can be seen that, during asphyxia, the transfer function becomes almost
symmetrical about zero.

It is possible that the increased symmetry of the IHC receptor potential
which occurs during brief periods of asphyxia is due to the changes in EP and the
resting potential, which together constitute the driving voltage across the apical
membrane of the IHC (Davis, 1958; Russell, 1983). To test this hypothesis, the
symmetry of the receptor potential (the ratio of the AC and DC components of the
receptor potential) was measured while the IHC membrane potential, was altered by
the injection of depolarizing and hyperpolarizing currents through the recording
electrode. It can be seen from Figure 3 that, over a wide range of membrane
potentials, this ratio was not altered.
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Fig. 3. The relationship between the AC/DC ratio of the voltage response of an
IHC to low frequency tones, and the membrane potential. The line is the mean
value of the points. The numbers adjacent to the records are the currents in
nd which were injected to produce the observed membrane potentials. Fach trace
8 a single sweep. Stimulus tone: 200Hz at 86dB

1983). The decline in the DC component is attributed to the increased symmetry of
the IHC receptor potential which was observed in response to low frequency tones
(Figure 2). The receptor potentials of the hair cells to tones close to their CF
were similarly effected during asphyxia in that the DC component was reduced to a
greater extent than the AC component, and it is tempting to suggest that this is
because the transduction process at high frequencies also becomes more symmetrical
during asphyxia.

The decrease in the amplitude of the IHC receptor potential might be expected
as a consequence of the drop in driving potential across the apical membrane of
the THC membrane during asphyxia, but the increased symmetry of the IHC receptor
potential does not appear to be due to some voltage dependent property of the IHC
(Figure 3). Neither is it likely to be due to a redistribution of the transducer
conductances, because the resting potential of the IHC is changed only slightly
during asphyxia. Phase measurements reveal that, during asphyxia, the stereocilia
are still coupled to the viscous drag of fluid in the subtectorial space and
respond to basilar ‘membrane velocity during low frequency tomes (Russell,
unpublished). However, the change in symmetry of the waveform during asphyxia is
associated with a desensitization and loss of frequency selectivity in the IHCs
(Brown et.al. 1983), and there is evidence that the frequency selective properties
of IHCs are determined by their mechanical input (Russell & Sellick, 1978;
Sellick, Patuzzi and Johnstone, 1982). Thus it is proposed that the change in
symmetry of the IHC receptor potential is due to a change in their mechanical
input.

A mechanism producing the receptor potential asymmetry may arise from the
coupling of the outer hair cell (OHC) stereocilia to the tectorial membrane (TM).
According to Lim (1980), the OHC stereocilia may be embedded in the TM since
corresponding pits are seen in scanning electron microscopy of the underside of
the TM. The stereocilia of the IHC do not show the same coupling and may even be
velocity coupled up to at least 700Hz (Sellick & Russell, 1980; Russell & Sellick,
1983). Any resistance offered to relative motion of the TM by the OHC stereocilia
would be expected to modify the free motion of the TM required in the Davis's
classical model of cochlear excitation (Davis, 1958), and produce a force in the
radial direction tending to bend the TM when the basilar membrane moves towards
the SM. However when the basilar membrane moves away from SM, the geometry of the
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Fig. 4. Proposed mechanism to explain symmetrization of the IHC receptor potentials
during asphyzia. A, schematic organ of Corti showing bending of the TM when the BM
18 displaced towards the scala media. Thin line shows the position of the TM in the
absence of a force produced by OHC coupling. B, angular displacement of the IHC
stereocilia predicted by model. Dotted line shows effect of reducing the bending
force to zero. The effect would produce a symmetrization of the IHC stimulus, and
hence the receptor potentials

shear displacement at the IHC would be that suggested by Davis, (Figure 4).

Although little is now known about the mechanical parameters of the TM, each
radial section of the membrane can be considered in the first approximation as a
section undergoing Euler deformation and it may be noted that a significant
asymmetry can be generated at least qualitatively. The midpoint of such a section
would buckle and reduce the subtectorial spacing by an amount d=klZx2 when the BM
displacement towards SM is x, 1 is the width of the tectorial membrane and k is a
geometric factor of order unity determined by the dimensions of the cochlear
partigion. The additional deflection angle of the IHC stereocilia would be -
(d/h)2 where h is the length of the stereocilia if the hairs were deflected so as
to be accommodated in the subtectorial space. It might be expected that this
geometric argument might be modified by taking into account viscous forces acting
on the THC during a stimulus cycle.

Thys in this model, the angular displacement of the IHC stereocilia, B would
be x+Ax% for motion towards the scala media, and x for displacement of the BM away
from SM up to a numerical factor of close to 1 which depends on the lever
advantage afforded by the geometry of the organ of Corti. A=k(1l/h)2 is a
numerical factor equal to about 4 from measurements of the guinea pig cochlea.
The predicted form of the transfer function is shown in Figure 4, where it is seen
that the motion of the IHC stereocilia is essentially linear in the direction
which leads to a hyperpolarization of the IHC. Although the three dimensional
geometry of the organ of Corti would be expected to modify this behaviour, (in
particular by smoothing the discontinuity in the angular displacement around the
null point x=0), it is seen that bending of the tectorial membrane could give rise
to the asymmetry of the inner hair cell receptor potentials.

Any manipulations which reduced the bending force in the radial plame of the
tectorial membrane would also tend to symmetrize the inner hair cell potentials,
and produce a linear transfer characteristic of the type shown in Figure 4. It
may be suggested that asphyxia reduces this force, possibly by reducing the
stiffness of the stereocilia of the outer hair cells. No recordings have yet been
reported from inner hair cells in animals that have been subjected to loud sounds

or ototoxic drugs, both of which are known to produce damage to outer hair cells
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(Spoendlin, 1971, Dallos, 1973), but it is probably that the observed loss of
threshold observed in the auditory nerve may be associated with the same mechanism
of symmetrization of the IHC receptor potentials as seen in the present studies.
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GENERAL DISCUSSION

KLINKE:

As you know we have shown (G8ttl and Klinke, INSERM 68, 103, 1977) that during
anoxia positive and negative going portions of CM behave differentially in that
CM~ disappears soon whereas CM* may initially even increase (thus leaving CM
unchanged). Is there any correlate between this behaviour and your intra- P7P
cellular recordings?

RUSSELL:

We did not attempt to correlate our findings with your observation on the changes
in CM~ and CM* during anoxia. Qur observations were confined to the responses of
inner hair cells, and not to those of the outer hair cells which are relevant to
your studies.

PICKLES:

Your comments on the effects of hypoxia on the nonlinearity concern frequencies

well below the characteristic frequency. Do you have any evidence on the effects
near the CF, where the nonlinearity may be different and have a particularly in-
teresting nature? .
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RUSSELL:

At very high frequencies, the properties of the transfer functions of cochlear
hair cells cannot be measured with intracellular microelectrodes. We observed
changes in response amplitude-stimulus intensity curves for AC and DC receptor
potentials close to the characteristic frequencies of the inner hair cells. They
were shifted to higher values along the intensity axis, their slopes increased
from 1 to about 2 and they showed no tendency to saturate within the stimulus
intensities used (30-80 dB SPL).

R.S. LEWIS:

As I am sure you are aware, measurements made on bullfrog saccular hair cells
have shown that the displacement-response relation in these cells is inherently
asymmetric and nonlinear. Do you have evidence that a similar relation does not
apply for cochlear inner hair cells? If it does, a symmetric decrease in dis-—
placement acting on this asymmetric relation could produce an asymmetric change
in the hyperpolarizing and depolarizing phases of the receptor potential which
you observe under anoxic conditions, or anoxia could act on this relation direct-
ly.

RUSSELL:

We have no direct measurement of the displacement-response relationships for co-
chlear inner hair cells. However, at low stimulus frequencies the receptor po-
tentials are symmetrical but become asymmetrical when the stimulus frequency ex-
ceeds about 120 Hz. Above this frequency, the asymmetry is apparent in low level
responses where the amplitude scales with sound pressure level. Thus we propose
that the asymmetry is produced by a mechanism which precedes movement of the in-
ner hair cell stereocilia, and it is this, and not the inner hair cell displace-
ment-response relationship which is changed by anoxia.

DALLOS:

The hyperpolarization of inner hair cells (IHC) during transient asphyxia was
also seen by us, as well as by Brown et al. (Hear. Res. 9, 131, 1977). We have
also observed a similar change in the membrane potentials of Hensen's cells.
These alterations may be due, for the most part, to the reduction in the endo-
cochlear potential, and are predicted by the model that I described during this
conference. Thus assuming that EP is reduced to +30 mV, that E{ is unchanged,
and that the shape factor for IHC is 0.32, one predicts with the aid of Eq. 6 of
my paper a hyperpolarization of approximately 10 mV. The model does not predict
a linearization of the response which is likely due to alterations in microme-
chanics, as the authors suggest.

EVANS:
Can you further clarify the role played by changes in the EP caused by anoxia:
could it have an indirect effect?

RUSSELL:

Changes in the EP are likely to have an indirect effect. For example, associated
with a drop in the EP, changes in the ionic composition of the endolymph may al-
ter the physical properties of the tectorial membrane. Alternatively the decline
in the EP may influence the mechanical properties of the outer hair cell stereo—-
cilia and thereby cause a change in their coupling to the tectorial membrane.

JOHNSTONE ;

Anoxia probably causes osmotic unbalance in scala media, as well as altering the
endocochlear potential. There is certainly a sodium entry and although it is
small, it is enough to cause a water entry into scala media and so a pressure
increase. This in turn will alter basilar membrane mechanics. Unfortunately
anoxia is a very poor tool to use to investigate the effects of EP change.
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1. INTRODUCTION

An important function of the peripheral auditory system is the resolution of
complex sounds into their constituent frequency components. The responses of in-
dividual nerve fibers and hair cells (Russell and Sellick, 1978; Crawford and
Fettiplace, 1980) in the auditory organs of several species show extremely sharp
selectivity for particular frequencies. There is currently much debate over the
mechanisms that determine this selectivity, or tuning, particularly for frequen-
cies close to the characteristic frequency, or CF (Dallos, 1981). In the cochleas
of some species it appears that the sharpness of tuning results from processes
that maximize mechanical input to the hair cells. In the turtle's cochlea, how-
ever, an electrical resonance in the hair cell may supplement the mechanical pro-
perties of the organ in conferring sharp frequency selectivity at the CF, by max-
imizing the cell's response to sound of frequencies near the resonant frequency
(Crawford and Fettiplace, 1981).

We present here preliminary evidence that hair cells in the bullfrog's sac-
culus are also maximally sensitive to particular frequencies of mechanical input,
and that the underlying mechanism is, as for the turtle, most likely electrical in
nature. Using gigohm-seal-electrode recording techniques on hair cells enzymati-
cally isolated from the sacculus, we have identified three voltage- and ion-depen-
dent conductances that may contribute to the electrical tuning mechanism (Lewis,
1982).

2. METHODS

(a) Microelectrode recordings from hair cells in the excised sacculus. The saccu-
lar macula of the bullfrog, Rana catesbeiana, was dissected and mounted in an ex-
perimental chamber that allows independent superfusion of the two epithelial sur-
faces. The otolithic membrane was loosened by exposing the upper surface of the
preparation for one hour at 25°C to 30 ug/ml subtilopeptidase BPN' in a solution
containing (in mM) 110 Na, 2 K, 4 Ca, 118 Cl, 3 D-glucose, and 5 HEPES (pH 7.2).
After the otolithic membrane was removed by gentle dissection, the preparation was
maintained in an identical saline medium without enzyme. -Stimuli were applied to
each hair bundle by sucking the bulbous tip of its kinocilium into a heat-polished
capillary approximately 1 um in internal diameter. This probe was moved by a
piezoelectric stimulator (Corey and Hudspeth, 1980) whose displacement output was
essentially linear and flat with frequency up to 760 Hz. Intracellular recording
was conducted at 20-22°C with microelectrodes having resistances greater than 300
megohms; cells impaled with lower-resistance electrodes in general produced os-
cillations of smaller amplitude, lower frequency, and more phasic character.

(b) Gigohm-seal-electrode recordings from solitary hair cells. Excised sacculi
were treated with a solution containing papain and were scraped with a sharpened
needle to dissociate individual hair cells, as described in detail elsewhere
(Lewis and Hudspeth, 1983). Recordings were made at 20-22°C in a solution con-
taining (in mM) 120 Na, 2 K, 4 Ca, 128 Cl, 3 D-glucose, and 5 HEPES (pH 7.2). In
some experiments, tetraethylammonium ion (TEA) or 4-aminopyridine (4-AP) replaced
an equal amount of Na, or Mg an equal amount of Ca. Whole-cell recordings were
made using heat-polished glass pipettes which contained (in mM) 126 X or Cs, 1 Ca,
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2 Mg, 120 aspartate, 6 Cl, 3 D-glucose, 2 EGTA, and 5 HEPES (pH 7.2), with 1077 M
free Ca. Isolated cells formed seals of 1-20 gigohms' shunt resistance with the
pipette tips, which had internal diameters of 1-2 pym. Slight suction was applied
to rupture the patch of membrane under the tip, and the cells were current- or
voltage-clamped through the pipette (Hamill et al., 1981). Data were digitized
and averaged with a computer (Fig. 3) or were recorded and reproduced as single
traces with an FM tape recorder (other Figures).

3. RESULTS

(a) Frequency selectivity and electrical oscillations in saccular hair cells.

Fig. 1A shows the receptor potential of a hair cell in response to constant-ampli-
tude, sinusoidal deflections of the hair bundle, delivered as a linear frequency
sweep from 13 to 163 Hz. The cell responded best at 120 Hz, its CF. Because the
amplitude of hair-bundle motion was constant, the frequency selectivity observed
in this experiment evidently arose from some mechanism other than a mechanical
resonance in the sacculus.

Fig. 1. Recordings from a hair cell in the excised saccular macula, made with a
conventional intracellular microelectrode. A, Stimulation of the hair bundle with
£0.03-uym deflections in a frequency sweep (lower trace) evoked a maximal receptor
potential (upper trace) at 120 Hz, with a secondary peak at about half that fre-
quency. Note the spontaneous oscillations before and after the frequency sweep.
B, Depolarization of the cell by injection of a constant-current pulse (lower
trace) increased the frequency of voltage oseillations (upper trace) to 140 Hz
from the spontaneous rate of 125 Hz at resting potential (-68 mV). C, Hyperpolar-
izing current conversely lowered the oscillation frequency to 91 Hz. D, A segment
of the cell's response to the frequency sweep near the CF in A, displayed on a
faster time scale. Note that the CF of the cell's response to mechanical stimula-
tion is near the frequency of spontaneous oscillation in B and C

It seems likely instead that an electrical resonance in the hair cell forms
the basis of the tuning mechanism. The resonance is manifested either as spontan-
eous voltage fluctuations at the resting potential (Figs. 1B and C) or as voltage
oscillations evoked by the injection of small current pulses (Fig. 2B). Because
similar oscillatory behavior occurred in cells lacking hair bundles entirely, this
phenomenon is not dependent on the transduction process. The oscillation frequen-
cy is voltage-dependent, increasing with depolarization. This is shown in Figs.
1B and C, in which pulses of de- or hyperpolarizing current injected into the cell
increased or decreased the oscillation frequency. The cell shown in Fig. 1 oscil-
lated spontaneously at 125 Hz at a resting potential of -68 mV. This frequency is
close to the CF of the cell measured during mechanical stimulatiom at the same
potential (Fig. 1D), a result that would be expected if the electrical resonance
were responsible for the frequency selectivity of the cell's response to mechani-
cal stimuli. Moreover, the CF changed in parallel with the oscillation frequency
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when the cell was de- or hyperpolarized by injection of constant current. These
observations support the hypothesis that an electrical mechanism determines the
frequency selectivity to mechanical stimuli in these cells.

(b) Electrical oscillations in solitary saccular hair cells. The following exper-
iments were designed to investigate the biophysical mechanism of the electrical
resonance in hair cells. In order to achieve high temporal resolution in voltage-
clamp experiments and to gain relatively unrestricted access of test solutions to
the interior and exterior membrane surfaces of the cells, we employed gigohm-seal-
electrode recording techniques to study enzymatically dissociated hair cells. A
solitary cell is shown in contact with a recording pipette in Fig. 2A. Many of
the isolated cells displayed oscillatory responses to current injection (Fig. 2B)
similar to those recorded with microelectrodes from cells in the excised sacculus.
In 20 cells that clearly showed such behavior, oscillation frequencies ranged from
80 to 160 Hz at resting potentials of -58 to -65 mV. Occasional cells that had
lost their hair bundles during the isolation procedure also displayed an ability
to oscillate, again demonstrating that an intact transduction apparatus is not
necessary to produce this behavior.

Fig. 2. Voltage oscillations in a solitary hair
cell. A, Differential-interference-contrast micro-
graph of a solitary hair cell from the bullfrog's
sacculus, in contact with the tip of a recording pip-
ette. The bar represents 10 ym. B, Injecting a
small depolarizing currvent (lower trace) evoked mem-
brane-potential oscillations in a solitary cell (up-
per trace). Oscillation frequency increased with
depolarization; here it was 195 Hz during the pulse
and 137 Hz at the resting potential of -62 mV

(e¢) Voltage- and ion-dependent conductunces in soli-

tary saccular hair cells. Under voltage-clamp condi-
tions, three specific ionic currents could be elicit-
ed by depolarization in over 90% of the solitary hair
cells that were studied. Each of these conductances

was isolated and characterized by its ion and voltage
dependences and its pharmacclogical sensitivity. The
three conductance mechanisms are more completely de-

scribed elsewhere (Lewis and Hudspeth, 1983); here we
will emphasize their characteristics relevant to the

issue of electrical resonance

I. Calcium current. The substitution of Cs for the cell's internal K blocks out-
ward K currents that are produced by depolarization, leaving a sustained inward
current that is activated at potentials more positive than -60 to ~55 mV (Fig.
3A). Based on characteristics that it shares with the Ca currents of other pre-
parations (Hagiwara and Byerly, 1981), we have identified this as a Ca current. A
significant feature of the current is that it does not inactivate appreciably dur-
ing prolonged depolarizations. This characteristic, together with its activity at
potentials close the the resting potential, suggests that the Ca current functions
in the tonic release of transmitter from hair cells onto afferent nerve fibers
(Sand et al., 1975).

IT. Transient K current (A current). When hair cells are depolarized to poten-
tials more positive than about -50 mV from holding potentials more negative than
-60 mV, a transient, outward K current results which is similar in several re-
spects to the A current described in molluscan neurons (Connor and Stevens, 1971).
It is the only current we have observed routinely in hair cells that rapidly in-
activates as a function of membrane voltage. This characteristic, along with the
current's insensitivity to external TEA, can be used to isolate the A current from
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Fig. 3. Voltage-clamp recordings from solitary hair cells, showing the three
ionie currents. In each panel the upper set of traces shows membrane current and
the lower set represents command voltage. To the right of each current trace is
the corresponding command voltage.in millivolts; the holding potential in milli-
volts is to the left of the voltage command in each panel. A, Ca current, record-
ed with 126 mM Cs in the pipette to block outward K currents. Averages of five
presentations. B, Transient K current (A currvent). With 20 mM TEA blocking the
Ca-activated K current, a series of voltage steps was applied to the cell from
holding potentials of -65 or -105 mV. At -85 mV, about 95% of the A current is
inactivated at steady-state, and the voltage steps elicited primarily Ca current.
At -105 mV the A current's inactivation is removed, and the voltage steps elicited
the sum of Ca and A currents. Subtracting the former set of currents from the
latter isolated the A current from the Ca currvent. Averages of four presenta-
tions. C, Ca-activated K current. These responses were obtained by subtracting
the currents produced by voltage steps in the presence of 20 mM TEA (a fully
blocking concentration) from those produced in its absence. Averages of two
presentations. Note the different current scale used here

the Ca and Ca-activated K currents (Fig. 3B). The A current is not abolished by

divalent cations that block the Ca and Ca-activated K currents, but is blocked by
10 mM 4-AP.

ITI. Ca-activated K current. The largest current in the hair cell, occurring at
potentials more positive than -60 to -45 mV, is an outward K current that is ac-—
tivated by intracellular Ca ions. It can be isolated using its sensitivity to TEA
(Fig. 3C), which specifically blocks the Ca-dependent outward current in these
cells. The Ca-activated K current is abolished by external agents or conditions
that suppress the hair cell's Ca current, suggesting that this K current is depen-
dent on Ca ions that have entered the cell through Ca channels. In addition,
lowering external Ca from 4 to 0.5 mM (with Mg substitution) slows the kinetics
and lowers the steady-state magnitude of this current.

(d) Effects on oscillatory behavior of conditions that alter the voltage- and ion-
dependent currents. If the three currents described above interact to generate
electrical resonance, then conditions that change the magnitude or kinetics of the
currents should also affect resonant behavior. Fig. 4 shows the effects of sever-
al such conditions on the voltage oscillations produced in a solitary hair cell by
an applied current step. In normal saline, the cell's voltage oscillated during
the step at a frequency of 196 Hz, with a maximum peak-to-peak amplitude of 10 mV
(Fig. 4A). External TEA at ! umM, a level that blocks about half of the Ca~activa-
ted K current, partially suppressed the oscillations (Fig. 4B). Lowering external
Ca to 0.5 mM, which diminishes the Ca current and slows and reduces the Ca-acti-
vated K current, also decreased the amplitude of the oscillations (Fig. 4C). While
the low-Ca condition depolarized this cell by 9 mV, similar results were obtained
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in cells that were not depolarized by low Ca. In contrast, exposure to 10 mM
4-AP, a treatment that specifically blocks the A current, had little or no effect

on oscillations (Fig. 4D). The changes produced by the different treatments were
reversible (Fig. 4E).

A SmV  Fig. 4. Effects of various external conditions on
20 ms voltage oscillations in a solitary hair cell. This

cell was stimulated with a 50-ms, 0.17-nA current
pulse in different external solutions in the order
shown. Resting potentials (RP) are noted in paren-

B theses. A, Control (saline containing 4 mM Ca). The
current evoked large voltage oscillations in the cell
(RP=-64 mV). B, 1 mM TEA, which blocks about half of
the Ca-activated K current, partially suppressed the

W

D

oscillations (RP=-61 mV). C, Lowering Ca to 0.5 mM,
with 3.5 mM Mg added, also reduced oscillatory activ-
ity. This condition diminishes both the Ca and Ca-
activated K currents (RP=-55 mV). D, 10 mM 4-AP,
which blocks the A current, had little or no effect
on the oscillations (RP=-62 mV). E, A normal oscil-

latory response was elicited after returning the cell
to control conditions (RP=-64 mV)

4. DISCUSSION

We have shown that hair cells in the excised
bullfrog's sacculus are selective for particular fre-
quencies of controlled mechanical input. There are
several reasons to suppose that the mechanism invol-
ved in this selectivity is electrical in nature.
First, tuning was demonstrated by deflecting the hair bundles directly with a suc-
tion probe. This stimulation technique bypasses most of the mechanical components
of the sacculus that might contribute to mechanical resonance in the system. Sec-
ond, an electrical resonance tuned to the mechanical CF was observed in these hair
cells as manifested by spontaneous or current-induced voltage oscillations at
resting potential. This behavior resembles that observed in hair cells of the
turtle's cochlea, whose tuning to auditory stimuli results in part from similar
electrical properties (Crawford and Fettiplace, 1980, 1981). Third, membrane
polarization induced by current injection increased or decreased the CF of cells
in parallel with the frequency of electrical oscillations.

Solitary hair cells, which also display oscillatory behavior, possess three
voltage- and ion~dependent conductance mechanisms: a noninactivating Ca conduc-
tance, an A conductance, and a Ca-activated K conductance. Although the A conduc~
tance is largely inactivated at resting potential and therefore may not contribute
significantly to generating oscillations, there is evidence that the Ca and Ca-
activated K currents play a role. First, they are activated in the same voltage
range in which oscillations occur. In addition, their activation becomes more
rapid with increasing levels of depolarization, which is consistent with the vol-
tage dependence of oscillation frequency. Finally, conditions which interfere
with the Ca and Ca-activated K currents suppress the oscillatory behavior.

Since oscillations occur in hair cells without hair bundles, modulation of
the transduction conductance is not necessary to produce oscillatory activity. It
remains possible, however, that frequency tuning is enhanced in intact prepara-
tions by interactions between the transducer and the electrical resonance mechan-
ism (Weiss, 1982). While an intact efferent innervation is also not required for
oscillations to occur in solitary hair cells, postsynaptic conductances associated
with the efferent system may contribute to electrical resonance.

Several properties of the hair cell's Ca-activated X current are interesting
in view of its probable role in the resonance mechanism. It is activated 10-100
times as rapidly as Ca-activated K currents in other preparations (Meech, 1978),
which may permit its participation in oscillatory phenomena usually mediated by

m
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fast, voltage-dependent currents. Furthermore, the hair cell's Ca-activated X
channel, like those in other preparations (Barrett et al., 1982), may be sensitive
to both voltage and the internal level of free Ca. If so, there are two partially
independent means of controlling the current's activity in the cell. Such a dual
control mechanism could have important comsequences for determining the character-
istic frequency of a hair cell and for regulating resonant properties in response
to stimulation of the efferent innervation.
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GENERAL DISCUSSION

ASHMORE :

Your finding of cells tuned to frequencies around 130 Hz differs from results I
have reported in saccular hair cells of R. pipiens (J. Physiol. 336, 24P, 1983).
The cells of this preparation show spontaneous oscillations in the range 11-59
Hz at the resting potential and ringing responses characteristic of an electric-
al resonance. I have also found that best frequencies of the cells are found in
this frequency range and match a peak in the amplitude spectrum of the noise.

R.S. LEWIS:

There may not be a significant difference between the tuning properties of sac-—
cular hair cells of these two species. We have recorded from bullfrog hair cells
that are tuned to mechanical stimuli of about 20 to 150 Hz at resting potential.
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However, we cannot say at present whether this range of CFs corresponds to those
that would be present in saccular hair cells in vivo, because we commonly found
that measured CFs, as well as the frequency of spontaneous or current-evoked os—
cillations, decreased with time after the start of recordings and were in gener—
al lower when lower resistance (<300 Megohm) electrodes were used.

MANLEY:

Your finding of voltage oscillations in sacculus hair cells is interesting. I
have reported the presence of preferred intervals in the spontaneous activity
in bird cochlear ganglion units of CF below about 900 Hz which may be traceable
to such voltage noise in hair cells (Naturwiss. 66, 582, 1979). We subsequently
reported similar spontaneous activity patterns in lizard fibres (Eatock et al.,
J. Comp. Physiol. 142, 203, 1980).

ASHMORE:
Do you have information about whether use of the enzymes papain and subtilopep-—
tidase to prepare the cells affects the membrane channels? It could be that re-

duction of a channel population enzyme digestion significantly alters the cell's
tuning properties.

R.S. LEWIS:

Subtilopeptidase applied to apical and basal surfaces of the saccular macula may
decrease the hair cell®s Ca*t current, as it seems to reduce the occurrence of
Cat+ action potentials produced under conditions of high external Ca** in these
cells, For this reason, and because the Ca*t channels are probably localized to
the hair-cell basal membrane, we confined this treatment to the apical surface.
It is possible that exposure to papain reduces ionic currents in hair cells,
since isolated cells did not spontaneously oscillate as frequently as those in
excised sacculus. On the other hand, mechanical stresses applied to the cell
during the isolation procedure, as well as possible effects of internal perfus-—
ion through the gigohm—seal pipette, could produce this result. The important
point for this study is that the isolated cells show resonant behaviour similar
to that observed in cells in the sacculus and therefore can be used to investi-
gate the biophysical basis of the electrical resonance.

WILSON:

Did I understand you correctly that you can find hair cell tuning under condit-
ions where the possibility of mechanical feedback has been eliminated?

R.S. LEWIS:

Not exactly. Our stimulation technique controls hair bundle motion at the bulb
of the kinocilium. If electromechanical feedback acts on the stereocilia to
change their mechanical properties (Kim, Hear. Res. 2, 297, 1980; Weiss, Hear.
Res. 7, 353, 1982; Flock, this volume) we may not be controlling the mechanical
input—to the transduction apparatus at a subcellular level. Our results do im-
plicate an electrical resonance in determining the tuning to mechanical stimuli
in these cells. However, the question remains as to whether this tuning can be
accounted for quantitatively by an electrical resonance in series with the me-
chanical transduction process, or whether these two systems must also be coup-
led through electromechanical feedback.

KIM:

I have two questions and a comment. Is the spontaneous oscillation of HC mem—
brane potential affected in any way when the end bulb of the kinocilium was
sucked into the stimulating probe? I wonder whether rigidly holding the hair
bundle, thereby preventing any possible mechanical oscillation, affects the
electrical oscillation. This information should be helpful in evaluating the
hypothesis of a bidirectional HC transduction (see comment of Kim on paper by
Fuchs et al.). Is there any difference in the spontaneous oscillation behaviour
depending upon the location of the HC within the saccule? My comment is that oc-—
currence of spontaneous electrical oscillation in HC without the hair bundle is
not evidence against the hypothesis of a bidirectional transduction. This is
because an electrical oscillation signal, even if generated by an exclusively

electrical mechanism, may still be reverse transduced in to a mechanical oscil-
lation of the hair bundle in a normal HC.
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R.S. LEWIS:

Although we have not analyzed this in detail, attaching the stimulating probe to
the hair bundle has no obvious effect on spontaneous voltage oscillations. An
example of this can be seen by comparing the oscillations occurring before the
frequency sweep in Fig. 1A (probe attached) with those occurring in the same
cell before current injection in Fig. 1B (probe removed). As I mentioned in the
talk, the observation of the electrical oscillations in cells lacking hair bund-
les does not absolutely rule out operation of a "bidirectional transduction"
mechanism (Weiss, 1982) in intact saccular hair cells. However, it does show
that spontaneous, sustained oscillations can result from an independent elec-
trical resonance mechanism in the cell, and are not necessarily dependent on the
interaction of voltage- and mechano-sensitive systems as suggested by Weiss.
Furthermore, spontaneous oscillations in one cell lacking a hair bundle were
among the largest we have seen in any cell (12 mV peak-to—peak), which argues
against significant enhancement of oscillations by these proposed interactions
in saccular hair cells.

I cannot give a complete answer to your second question since in this report we
have studied only hair cells in the distal margin of the saccular macula, di-
rectly opposite the side of nerve imsertion, or isolated hair cells whose ori-
ginal location in the macula was unknown, due to the dissociation procedure.



SYNAPTIC HYPERPOLARISATION AND LOSS OF
TUNING IN TURTLE COCHLEAR HAIR CELLS

P.A. Fuchs, R. Fettiplace, A.C. Crawford and J.J. Art
Physiological Laboratory, Cambridge CB2 3EG, U.K.
1. INTRODUCTION

Efferent inhibition of the vertebrate ear may provide an important clue to
the role of the hair cells in cochlear function. Via synapses on these cells,
the efferents are capable of both modifying auditory nerve tuning (Kiang et al.,
1970) and reducing acoustic distortion products attributed to changes in
cochlear mechanics (Mountain, 1980; Siegel & Kim, 1982). It is difficult to
interpret such complex effects without first understanding the post-synaptic
events in the hair cells. We describe here intracellular recordings from hair
cells in the turtle cochlea, where we have shown that efferent stimulation
generates hyperpolarising synaptic potentials and a concomitant loss of
frequency selectivity (Art et al., 1982). The results to be presented indicate
that neither the synaptic hyperpolarisation nor the underlying conductance
change alone is the primary agent mediating efferent inhibition of tuning.

2. METHODS

The techniques for intracellular recording and current injection of cochlear
hair cells in the isolated half-head of adult Pseudemys scripta elegans were
similar to those employed previously (Crawford & Fettiplace, 1980). Sound stimuli
were generated by a dynamic earphone (Beyer DT48) connected through a coupler to
the external ear. After decapitation, the head was split in the midline, most of
the brain removed and the scala tympani opened from the cranial side. The
anterior and posterior roots of the VIIIth nerve were left attached to a piece of
medulla, but the remaining cranial nerves were severed at their foramina. The
efferent axons were stimulated with trains of constant current pulses (0.4 ms
duration, 20~200 uA) from platinum electrodes placed at the junction between the
two roots of the VIIIth nerve. It was possible to position the stimulating
electrodes so as to excite the efferents without simultaneous antidromic firing
of the afferents.

Hair cell tuning curves were determined by measuring the fundamental compo-
nent of the receptor potential for continuous tones swept at constant intensity
from 20 Hz to 2 kHz (see Crawford & Fettiplace, 1980). Throughout alternate
frequency sweeps, the efferents were stimulated continually with single shocks
at 50/sec. TFor receptor potentials of a few millivolts, the form of the
isointensity tuning curve is independent of intensity (Crawford & Fettiplace,
1980) ; the frequency response of a hair cell may therefore be represented as a
linear sensitivity curve, where the amplitude of the receptor potential at each
frequency is scaled by the sound pressure.

3. RESULTS

(a) Synaptic hyperpolarisation and inhibition of the receptor potential. The
main features of efferent inhibition of a cochlear hair cell are shown in the
records of fig. 1. A train of eight shocks to the efferent axons generated a
slow hyperpolarisation of the membrane potential which had an average size of

15 mV for the cell illustrated. During a sequence of efferent stimuli, the
hyperpolarisation fluctuated in amplitude as might be expected from the probabi-
listic release of synaptic transmitter. Such fluctuations were most prominent
with stimulus trains comprising just a few shocks. The average hyperpolarisation
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Fig. 1. Average i.p.s.p. rgv "
resulting from 8 shocks

to efferents alone (top _ib

trace) and in combination

with a CF tone burst _20

(bottom trace). Membrane
potentials on ordinates
are relative to resti )
potential (—45 mV), aZg i sl
timing of effevent T
shocks indicated by 220Hz, 55dB SPL
artefacts. About 55
responses were averaged
for each record but

this was insufficient

to remove narrow band CF
notse which is apparent
in top trace. Maximum
sound response 50 mV

increased with shock number and in most cells attained a maximum value of 10 to
20 mV. Efferent hyperpolarising potentials of comparable size and shape have
also been recorded in hair cells of the lateral line (Flock & Russell, 1976) and
frog saccule (Ashmore & Russell, 1982).

The efferent hyperpolarisation could be reversed in polarity to become
depolarising with injection of steady currents which shifted the hair cell
membrane potential more negative than ~80 mV (Art et al., 1982). The reversal is
consistent with the efferents causing an increase in membrane conductance to ions
with an equilibrium potential negative to the resting potential. In this respect
the efferent hyperpolarisation resembles inhibitory post-synaptic potentials
(i.p.s.p.s) described in other neurones (Eccles, 1964).

Accompanying the i.p.s.p. was a reduction in the hair cell sensitivity for
tones at the cell's characteristic frequency (CF). With a CF tone of 220 Hz,

55 dB SPL, the hair cell of fig. 1 produced a receptor potential of 12 mV that was
attenuated by an order of magnitude to 1 mV at the tip of the i.p.s.p. The
desensitisation, maximal for low level CF tones, varied considerably in different
cells from a factor of 1.6 to 25. Such variation was related to the initial
sharpness of tuning of the receptor potential, and the largest efferent desensi-
tisation achievable in a given cell was roughly proportional to the quality factor
(Q) of that cell's control tuning curve. This relationship between initial tuning
and loss of sensitivity is expected if the main action of the efferents is to
interfere with the hair cell tuning mechanism.

Two examples of efferent modification of hair cell tuning are illustrated in
fig. 2, the open symbols denoting the control curves. The efferents can be seen
to eliminate the most sensitive tip region and broaden the curves, so reducing the
quality factor of tuning. As an example, in the higher frequency cell, which had
a CF of 314 Hz, the initial Qg4qp of 25 was reduced during efferent stimulation to
about 1.0. The changes in the shape of the tuning curves induced by the efferents
can be summarised as follows: (i) around the CF a pronounced reduction in
sensitivity larger the more sharply tuned the cell; (ii) an enhancement of sensi-
tivity at frequencies below about 0.7 CF; (iii) a superposition of the control
and inhibited curves in the high frequency region above CF. One further point
worth noting is that for all the tuning curves examined there was little change
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Fig. 2. Isointensity tuming curves for two hair cells in the same preparation in
the absence (o, <) and presence (e,x) of continual efferent stimulation at
50/sec. Senmsitivity (r.m.s. voltage divided by sound pressure) is plotted
against tome frequency for frequency sweeps at 45 dB SPL (controls) and 55
dB SPL (efferents). Mean synaptic hyperpolarisation in the lower and higher
frequency cells was 5 mV and 8 mV respectively

in CF as far as this could be accurately measured. The lower frequency cell in
fig. 2 provides a clear example, for the control and inhibited curves both have
a CF at 131 Hz. The significance of the constancy of the hair cell's CF during
efferent stimulation is discussed in the next sectiom.

(b) Comparison of hyperpolarisation by efferents and current injection. A
property of hair cell tuning in the turtle cochlea is that it can be modified by
alterations in membrane potential (Crawford & Fettiplace, 198l). To examine
whether membrane hyperpolarisation mediates the efferent inhibition, we compared
the effects on tuning of current injection through the recording electrode and of
efferent stimulation (fig. 3). To assay tuning, it was convenient to use brief
acoustic clicks, the responses to which provide information about the tip of the
tuning curve. The membrane potential change in a turtle hair cell to a low level
click consists of an exponentially decaying oscillation at the CF of the cell.
The quality factor (Q) of the tuning curve can be ascertained from the CF and the
time constant of decay of these oscillations (Crawford & Fettiplace, 1980). The
upper trace of fig. 3A illustrates the average click response of a hair cell with
a CF of 328 Hz and a quality factor of 6.6, When the click was superimposed upon
a current which hyperpolarised the membrane potential by about 11 mV (lower trace,
fig. 3A), the oscillations of the click response were at a lower frequency and
decayed more rapidly, indicating that the hyperpolarisation had reduced the tuning.
The new CF and Q were 225 Hz and 2.3 respectively. Smaller hyperpolarising
currents produced intermediate effects on the CF and Q, but it should be stressed
that changes in membrane potential which gave a significant loss of tuning also
substantially altered the CF.
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Fig. 3. Efferent inhibition and extrinsic hyperpolarising current reduce hair
cell tuning. A. Average click response in absence and presence of -0.31 nd
current pulse, voltage drop in electrode balanced out. B. Click responses
without and with efferent stimulation (shock artefacts filtered). Ordinate
scales are relative to resting potential (-51 mV) and records are averages
of 118-261 responses. Frequency (F) and quality factor (@) of tuning given
by each trace; during course of experiment, cell's control tuning
deteriorated slightly. Click stimuli were rarefactions of intensity
7.8 x 10=° Pa.s. Note that oscillations in the click response are slower
with currvent than with efferents. Maximum Z.p.s.p. in this cell was 12 mV

The frequency selectivity of turtle hair cells is also revealed in the
oscillations in membrane potential that occur at the beginning and end of a
current pulse (Crawford & Fettiplace, 1981l). From fig. 3, it may be noted that
the oscillations at the current onset resemble the click response at the steady
membrane potential during the current, whereas the oscillations at the
termination of the current yield a CF and Q which are similar to those deduced
from the control click. For a range of ‘currents there was good agreement between
the tuning characteristics derived from electrical and acoustic stimuli. This
result confirms our previous conclusion that the tuning mechanism of turtle hair
cells is intimately associated with their electrical properties (Crawford &
Fettiplace, 1981).

The differential action of efferent inhibition and extrinsic current
injection is emphasised in fig. 3B, which shows the inhibitory effect of a small
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Fig. 4. A. Equivalent circuit used to describe the electrical resonance in a
hair cell. With the switch, S, open, the cirewilt is tuned to a resonant
frequency, F, of (4w2LC)™% with a Q of (L/R2C)%. The cireuit may be damped
by éncreasing R or by switching in Ry, identified with the efferent synaptic
resistance.

B. Changes in the theoretical tuming curve produced by the two kinds of
damping. (a) Impedance of the equivalent circuit versus frequency in the
undamped condition with F = 263 Hz, Q = 10.9. Circuit parameters L = 27.8
kH, C = 13.2 pF, R = 4.2 M2. (b) The Q of the circuit is reduced to 1.0
by increasing R to 44.5 MQ. Note the increase in low-frequency tmpedance.
(¢) The @ is reduced from 10.9 to 1,5 by switching in a synaptic resistance
Rg of 78.5 M. Note the impedance is reduced at all frequencies. The two
conditions of damping were chosen to yield the same suppression at the
resonant frequency

efferent hyperpolarisation for the same cell as fig. 3A. Making use of the
fluctuations in response for a long series of efferent stimuli, we sorted the
i.p.s.p.s according to size and selected those hyperpolarisations of between 1

and 3 mV to produce the illustrated average. Although the mean hyperpolarisation
is only 2 mV, the alteration of tuning is dramatic: the Q is reduced from 5.9 to
1.7 by the i.p.s.p. while the change in CF is minimal (309 Hz to 298 Hz). In
similar experiments on four other cells, we found that an efferent hyperpolari-
sation of a few millivolts substantially reduced the quality factor of tuning
with less than ten percent reduction in CF. Comparison with extrinsic membrane
polarisation indicates that while both efferent and current hyperpolarisation
diminish the sharpness of tuning the processes involved are different. To achieve
a given reduction in quality factor, hyperpolarising current is associated with a
big drop in CF, and, in some cells, a relatively large change in membrane
potential. We conclude that the hyperpolarisation generated by stimulation of the
efferents is not primarily responsible for their ability to abolish hair cell
tuning.
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4. DISCUSSION

The tuning mechanism of turtle cochlear hair cells can be approximately
described as a simple resonance, which we have previously represented by an
equivalent circuit composed of a capacitor in parallel with a series combination
of an inductor and resistor (fig. 4A with the switch open). This circuit
correctly predicts the form of the membrane potential change to both acoustic
clicks and injected current steps if the maximum voltage excursions are only a
few millivolts (Crawford & Fettiplace, 1981). The changes in hair cell tuning
seen in fig. 2, which include loss of sensitivity at the CF and an augmentation
at low frequencies, can be described solely by an increase in the series
resistance of the equivalent circuit, causing a damping of the resonance. This
single modification of the circuit cannot be simply equated with either the
efferent synaptic hyperpolarisation or the underlying conductance change. As we
have shown, direct hyperpolarisation is associated with a reduction in resonant
frequency and would require an alteration in one of the circuit's reactive
elements. The conductance alone may be eliminated by considering its effects on
the circuit. If represented as a shunt conductance in parallel with the
resonance (fig. 4A with the switch closed) it would result in a sensitivity loss
at all frequencies, inconsistent with the observed low-frequency sensitisationm.
The theoretical effects of series and shunt damping on the tuning curve of a
resonance with a CF of 263 Hz and a Q of 10.9 are illustrated in fig. 4B.
Although some interaction between membrane voltage and conductance might still
suffice to explain the inhibitory effects, it is clear that neither one alone
can completely account for the efferent action on turtle cochlear hair cells.
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GENERAL DISCUSSION

KIM:

The phenomenon of occurrence of lightly damped oscillations in the HC membrane
potential in response to injections of electric currents (Fig. 3) does indeed
indicate that "the tuning mechanism of turtle hair cells is intimately associat-
ed with their electrical properties". It is important to note, however, that
this phenomenon is not evidence against the hypothesis of a bidirectional HC
transduction (e.g. Kim, Hear. Res. 2, 297, 1980; Weiss, Hear. Res. 7, 353, 1982;
Flock, this volume): stereocilia of a HC may indeed move when a HC is electrically
stimulated, i.e. a "reverse" or electromechanical transduction may be present
besides the familiar "forward" or mechano-electric transduction. In mammals, it
has been demonstrated (Mountain, Siegel and Kim, Hear. Res. 6, 171, 1982) that
stimulation of the efferent nerve exerts a mechanical influence in the cochlea
most likely through activation of the efferent synapses at the outer hair cells.
This supports the hypothesis of a bidirectional transduction. It appears that
incorporation of a bidirectional HC transduction as a working hypothesis should
be helpful in interpreting the turtle HC data as well as in comparing them with
mammalian results.

Is it true that there is really no evidence against a bidirectional HC transduc-
tion?

Direct experimental determination whether HC stereocilia move in response to elec-
trical stimulation is needed.

FETTIPLACE:

We have previously argued that the oscillations in hair cell membrane potential
evoked by extrinsic current pulses are similar to the subthreshold excitation
seen in the squid giant axon, and therefore could most simply be explained by a
voltage-sensitive potassium conductance in the hair cell membrane (Crawford and
Fettiplace, J. Physiol. 312, 377, 1981). The evidence in support of this explan-
ation included the voltage dependence of the frequency of the oscillations and
the fact that they were abolished by treatment with 10-15 mM TEA (Crawford and
Fettiplace, J. Physiol. 315, 317, 1981). Similar observations have been made in
bullfrog saccular hair cells (Lewis and Hudspeth, this volume). None of these
observations eliminates the possibility that the hair cell membrane potential
may also influence the mechanical properties of the stereocilia, but presently
we have no evidence for or against this hypothesis.

MANLEY:

As stimulation of the efferent fibres would have affected all or most papilla
hair cells, is it not possible that some of the effect observed in single cells
under these conditions is due to, say, a general change in stiffness of all
stereocilia and a concomitant positional change in the tectorial membrane?

FETTIPLACE:

We have attempted to explain the efferent effects on tuning in terms of a synap-
tic alteration of the electrical properties of single hair cells. While neither
the synaptic conductance nor the hyperpolarisation is adequate on its own to ex-—
plain the changes in shape of the tuning curve, it still seems possible that a
combination of the two will suffice, the conductance being more important near
the characteristic frequency and the membrane hyperpolarisation causing the low-
frequency sensitisation. We feel it is important to determine to what extent
these simple changes can account for efferent action before invoking more specu-
lative and non-specific mechanisms such as the one you suggest.
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The term electroanatomy was introduced by von Békésy (1951) during his stu-
dies aimed at determining the resistance and capacitance patterns that corres-
ponded to the structural features of the cochlea. Considerations of gross impe-
dance configurations (studied by several groups in recent years: Kurokawa, 1965;
Johnstone et al., 1966: Honrubia and Ward, 1969; Strelioff, 1973; Honrubia et al.
1976; Cannon, 1976; Geisler et al., 1977) may now be refined by incorporating in-
dividual hair cell characteristics. Recent intracellular recordings from mamma-
lian hair cells (Russell and Sellick, 1978; Dallos et al., 1982) provide various
electrical measures that describe the properties of these cells and highlight
differences between inner (IHC) and outer hair cells (OHC). The purpose of this
paper is to consider a simple circuit model of a cochlear cross-section and to
investigate relationships between computed electrical quantities and those ob-
tained experimentally. It is shown that several hitherto baffling differences
between IHC and OHC electrical properties are a simple consequence of their im-
pedance configurations. The results also suggest that electrical interactions
between OHCs and IHCs are highly unlikely.

The circuit that is analyzed below is shown in Fig.lb which is a reduction
of Fig.la, The latter incorporates a single IHC and a single OHC for simplicity,
as well as various bulk impedances representing the electrical environment of
the cochlear scalae. It is assumed that the endolymph-contacting apical surface
of the IHC has a resistance of Rg, whereas that of the OHC: RQ. The perilymphat-
ic surfaces are represented by resistances R% and Rg for IHC and OHC respective-
ly. Davis' resistance-modulation scheme is
adopted (Davis, 1965) and it is assumed
that excitation is in the form of resist-
ance changes in the apical cell surface:

RI=RI+ARI H R0=R0+ARO 1.

a 1 a1
In these equations R} and_RY are the rest-
ing resistances, while AR™ and ARY are
controlled by the stimulus; these are some
function of basilar membrane motion. Thus
parametric excitation is assumed as in the
earlier models of Strelioff (1973) and Dal-
los (1973). 1In order to keep our consider-
ations entirely elementary, in the present

Fig. l.a. Circuit diagram of cochlear

ceross—-section including a single IHC and

b OHC in the organ of Corti. Voltage sources
SA represent the following: E =Nernst poten—

tial of IHC and OHC cell membrane, Ezzstria
R G _lfz vascularis source of EP. Association of
\\ resistance values with anatomical features
@ @ ie evident. b. Simplified circuit with the
R, [ Ry following relationships: R, =R *R

18 78V;

R! R - .
b b Rs Ry=Rp*R,5 R ROC(RB+RT)/(ROC+RB+RT).

oc Egmay be computed as EZxRZ/(R1+R2):+70 mv.
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approximate treatment we ignore all reactive elements in the circuit. Moreover,
it is assumed that the only variable elements are R} and Rg, in other words,
voltage—dependent conductances (associated with the basal cell membrane) are ig-
nored as well, From measurements of various bulk resistances and hair cell in-
put resistances (Johnstone et al,, 1966; Cannon, 1976; Russell and Sellick, 1978;
Dallos et al., 1982) it is elear that the former are much smaller than the latter,
i.e. R,, R2, R3<<Ri’ Ri' One may note that input resistances can be approximated
as follow

{3
I 1 0,0
RIA‘RaRb . R0 _RaRb 2
i 1, 1’ i®¥ 0,0 :

+
Ra Rb Ra+Rb
By setting up Kirchoff's equations one may easily express both resting and sti-
mulus-related potentials at various nodes of the circuit. Before such computa-

tions are performed, we introduce a quantity which is fundamental to the remain-
der of our arguments.

1. SHAPE FACTORS (o AND B)

As will become apparent below, in all expressions for electrical circuit
quantities, the resting hair cell resistances appear only as ratios:

0
5%; B= —T 3.
R

1 1
We will designate o and B as shape factors for the following reason. Assuming
that the resting cell membrane has uniform specific resistance over its entire
extent, and moreover, that the specific resistance of OHC and IHC membranes are
the same, we can rewrite Eq.3 if we keep in mind that R=RS/S (Rg=specific mem-
brane resistance, S=membrane surface area):

o=

o= 5 B= < b
S S
b b

where Sg and Sé are the areas of the endolymphatic surface of OHC and TIHC,
and Sy and S% are the areas of the basal, or perilymphatic, surfaces. We thus
see that o and B are entirely determined by the cell configurations, hence the
name: shape factor.

From radial sections of plastic-embedded guinea pig cochleas we determined
o and B, using approximations for hair cell geometry as shown in Fig. 2. Compu-
tations were made for IHCs and OHCs located in the hook-region of the cochlea
[where Russell and Sellick (1978) took their measurements] and in the third turn

Fig. 2. Computation of hair cell sur-
faces is obtained by assuming that
OHCs are cylindrical, while IHC bod-
ies are prolate spheroids. Cuticular
plates are assumed circular. Cilia

are taken to be cylinders with

average length ), and numbering 60

on IHCs and 100 on OHCs. Ciliary
dimensions are obtained from Lim
(1980). Apical cell surface is the

sum of ciliary and cuticular surfaces
while basal cell surface corresponds
to that of the cell body. For third
turn hair cells we obtained the follow-
ing. For OHC: S =141.9, S,=2,218,

for IHC: S =223.9, Sb:720.9 (all val-
ues are in em® times 10 %)
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where we obtained intracellular data (Dallos et al., 1982). The following numbers
are computed:

Turn one Turn three
o = 0.156 0.0639
B = 0.320 0.311

A few comments are in order about the consequences of these numerical values.
First, B is quite constant along the length of the cochlea, whereas o changes
quite radically. In general, a much larger fraction of the total cell resistance
is concentrated in the apical region for OHCs. Second, since circuit quantities
depend on o and B, one may expect that IHC characteristics are less variable a-
long the longitudinal cochlear dimension than those of OHCs. The latter change
quite significantly, likely influencing the filter characteristics of the cell,
as well as the properties of coupled mechano-electric transduction (Weiss, 1982).

2. RESTING POTENTIALS

One may express the node voltages representing the intracellular OHC and
IHC potentials from Kirchoff's Laws:
I

I.R 5.

_ 0
E. . =E +(Il—12)Ra and ESM_ 1R

OHC SM Bruc”

After substitution of expressions for I; and I, and neglecting small terms in
conformity with the relation: Rl’ RZ’ R3<<Rl, Rl’ R%, Rg one obtains the follow-
ing for the resting potential:

E “aESM—El : e xBESM—El

OHC L+o IHC 148
Substituting numerical values for third turn o and B, as well as E_ =70 mV and
E1=80 mV, onme computes Eggc=-71.0 mV and Erpc=—~44.5 mV. We reported a median
value of -71 mV (highest -94 mV) for third turn OHC membrane potentials and a
median of -20 mV (highest —47 mV) for third turn IHC resting potentials., Compu-
tations for turn one IHCs predict a value of -43.6 mV while Russell and Sellick
(1978) found a median of -25.0 mV and a largest value of -45 mV. The computed
and observed resting potentials show similar trends. Both indicate considerably
higher membrane voltages for OHCs than for IHCs.

3. RECEPTOR POTENTIALS

a. Magnitude of response. By combining Eqs. 1 and 5 one can solve for the dyna-
mic responses at the IHC and OHC circuit nodes:

0 I
~—a(E1+ESM)y ) - -8 (E1+ESM)y

AEIHC~- 7.

AE =z
OHC 0 I
(1+0) (I+oty ) (1+8) (1+8+y™)

I I,.I
where we substituted the fractional resistance changes: yO=AR0/R? and y =AR /Rj.
For low levels of excitation (i.e. for yO, yI<<1) one may write the small-sig-
nal expressions for the receptor potentials:

0 I
—a(El+ESM)y . A’B(E1+ESM)y g
Couc ; e~ 2 .
OHC™ (140)? (1+8)
If one makes the simplifying assumption that the imnput excitation of the two
types of cell is the same, y0=yI, then the ratio of the receptor potentials
assumes the particularly simple form: )
erac _ B(l+a) 9

S0HC o (148)%
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A substitution of the values of o and B, valid for the third turn location,

yields the numerical ratio of 3.2. This number well represents the experimentally
observed relationship between IHC and OHC receptor potentials (Dallos et al.,
1982). Figure 3 shows tone burst-evoked responses from IHC and OHC to

illustrate the relative magnitudes of these ac potentials at the cells' best fre-
quency. The ratio is about three-to-one, not significantly different from the
computed value. This agreement is surprising because one would not a priori ex—
pect yo and yI to be equal. In fact, most authorities surmise much greater sensi-
tivity for OHCs than for IHCs, It is possible that mechanical excitation of OHCs
is indeed greater, but the above agreement would then suggest that the IHC trans-
ducer mechanism possesses higher gain.

A glance at the responses shown in Fig.3 indicates that both hair cells pro-
duce a pronounced dc receptor potential component. Around the cells' best fre-
quency this dc response is depolarizing. We now examine how the circuit model
accounts for these observations.

b. Nonlinearity of response. Plots of
Equations 7 are shown in Fig. 4. It is ap-
parent that both AEgpc and AEjyc are
highly nonlinear functions of the excita-
tion, with the depolarizing phase rising
much more steeply than the hyperpolarizing
phase. A construction of sample waveforms
is included in the figure, along with ex-
amples of actual recorded waveforms from
IHC and OHC. There are many similarities
between the computed and experimental re-
sponse patterns. This resemblence is
particularly interesting if one notes that
IHC linear excitation of the hair cells is
assumed here. It is the fundamental
nonlinearity of the parametrically excited
circuit which is manifested in the compu-
tations above. This circuit nonlinearity
may, in part, be responsible for the ob-
served distortion of intracellular res-
ponses. Without a doubt, other nonlinear-
ities in the system contribute (Rhode,
1971; Kim et al., 1980; Sellick et al.,
1982) to the total distortion and may in fact dominate it. Nevertheless, the
circuit nonlinearity should not be ignored. One may compute the dc receptor po-
tential (Dallos, 1973). It is noted that with increasing input level the dc com-—
ponent rises with a slope of two (in agreement with experimental results) up to
apical resistance modulation magnitudes of approximately 25%. For larger modula-
tion depth the model predicts an accelerating dc response which exceeds the fund-
amental ac component at very large input. The ratio of IHC and OHC dc responses
is predicted as 2,6, in reasonable agreement with our data. A very conspicuous
nonlinearity seen in hair cell responses is saturation at high sound levels. This
nonlinearity is not predicted by the circuit model, its causes are probably in
the mechanical transformations preceding the transduction process and also in
that process itself. Saturation affects both ac and dc response components (Rus-
sell and Sellick, 1978).

Fig. 3. Receptor potentials from one
THC and one OHC from the same organ
of Corti. Responses are averaged.
Stimulation is with tone bursts at
the cells' best frequency

4, ELECTRICAL INTERACTIONS

It has been suggested that OHCs may exert some influence upon IHCs by field
currents or potentials (Geisler, 1974; Honrubia et al, 1976: Manley, 1978: Brow-
nell, 1982). The schemes generally envision that OHCs control the current flow
through IHCs by shunting more or less current away from the IHC population. In
Figure 5 our circuit is further simplified in showing a single OHC as a voltage
source, in parallel with a passive IHC and the equivalent resistance of the
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60 —~ Fig. 4. Computed receptor
W z potentials for both IHC
and OHC as functions of
He— 1 — f————————— fractional resistance chan—
ges (AR/R,) at the cell's
apex. Computations are
based on Eq. 7. Construc-
tion of response waveforms
with sinusoidal resistarice
——f20————— ———— change is also shown. In-
sert: recorded responses
from one IHC and one OHC
at a stimulus frequency

of 150 Hz and 70 dB SPL

potent

T30

Receptor

10

impedance change,
0.5 1 AR/R,
t i

4 -0 |\ T G—m=—=— ——— ——— —
\\\k§i<k
+-10

10 mv

OHC

Smv

Fig. 5. Simplified
citreuit showing the OHC
as the only signal
source in. parallel with
an IHC (RI) apd another
resistance (R ) repre—
senting all other cir-
cuit elements

entire remaining cochlear circuit as "seen" by the
OHC. One may compute R0=R?+Rg and RI=R +R% if the
surface areas of the cells and the specific membrane
resistance are available. We determined the former
as described above. The latter may be obtained

from the input impedance data of Russell and Sellick (1978) with the aid of Eq.2,
providing a value of R ™ 337Qcm”. SinceRgwas assumed constant throughout the
cochlea, we may now compute R1¥200 MR, and R0~ 250 MQ at the third turn location
of interest. From various sources (Johnstone et al., 1966; Cannon, 1976) one may
estimate the total bulk resistance in parallel with the hair cells as RI« 14 kQ.
If the voltage generated by the 'source" OHC is e , then the fraction of this
voltage that appears across Rl is RT/RO£$5.6x10'5. It is apparent that due to
the extreme impedance disparity between hair cells and their electrolyte fluid
environment, extraneous current generated by a cell is shunted by the bulk resis-
tance from other hair cells. One can compute that if all OHCs in the cochlea
were to sum their currents, they could only produce a change in the voltage drop
across an IHC which would be about one-~tenth of that cell's own response to the
stimulus. It appears therefore, that electrical interactions between hair cells
are unlikely. If OHCs influence the environment of IHCs, they probably do so

by altering cochlear micromechanics. The only possible exception to this argu-
ment is the situation where the IHC itself produces negligible response, say a
high frequency hair cell at low stimulus frequencies. In such a case extracell-
ular potentials conducted from highly excited cochlear segments could exceed the
cell's own response and thus could control the transmembrane potential. It may
not be likely that such field currents could be responsible for, or be of influ-
ence upon such fundamental response characteristics as frequency selectivity,
two-tone suppression or efferent effects.
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GENERAL DISCUSSION

R.S. LEWIS:

Would the asymmetry in the receptor potentials of IHC or OHC predicted by your
model be affected by changes in the shape factors, brought about, for example,
by changes in hair cell basal conductance?

DALLOS:
If from Eq. 7 one computes the ratio of the responses to the negative and posi-
tive maxima of a symmetrical stimulus then the following relationships are found:

AE OHC | = 1+0L+y0 . 2E IHC | - 1+ B+yI

+ o’ + I
AE l+o~y AE IHC 1+ B-y

OHC

It is seen that these ratios become larger as the shape factor becomes smaller.
Thus the responses are expected to be more asymmetrical for cells with larger
base to apex resistance disparities.

MANLEY:

Due to the strong possibility that the subtectorial hair cell space is physical-
ly separated from the scala media proper, it seems hardly prudent to assume that
the hair cells are coupled directly into the bulk resistances out of scala media
(Kronester-Frei, Arch. Otol. Rhinol. Laryngol. 224, 3, 1979; Manley and
Kronester-Frei, in Psychophysical Physiological and Behavioural Studies in Hear-
ing. Bilsen and v.d. Brink, Eds. pp. 24-31. Delft, 1980).

DALLOS:

It is probably fair to say that the matter of functional relationship between
subtectorial space and scala media proper is unresolved. Thus, for example, we
find that the resting potential and response characteristics within the inner
sulcus are the same as in scala media. Similarly we find that electrodes that
pass through the reticular lamina into the subtectorial space encounter the EP
immediately upon leaving the organ of Corti. These observations are consonant
with the notion that the potential barrier for EP is at the level of the reti-
cular lamina (the basic assumption of the model) and are in contrast to the
findings of Manley and Kronester-Frei.



ELECTROCHEMICAL PROFILE FOR POTASSIUM IONS ACROSS
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1. INTRODUCTION

Since Davis (1954) first described the physiological relationship between
the unique ionic environment surrounding the cochlear hair cells and generation
of the cochlear microphonics (CM), extensive studies on the receptor potentials
of the single hair cells have been reported. In spite of these studies the ionic
mechanisms occuring in the cochlear hair cells, especially electrochemical pro-
file for K across the hair-cell membranes have not been fully elucidated. Util-
izing K selective liquid membrane electrodes, the present experiments were de—
signed to estimate the electrochemical driving force for K ions across the hair-
cell membranes of normal guinea pigs. The preliminary report of these studies
was presented to the 4th Midwinter Research Meeting of Association for Research
in Otolaryngology (Konishi and Salt, 1981).

2. METHODS

(a) Animals and surgical preparation: Guinea pigs were anesthetized with
pentobarbital sodium (30-35 mg/kg). After exposure of the right auditory bulla
the round window membrane was ruptured and removed by a fine metal hook. In some
cases the bony edge of the round window was gently thinned and removed before
opening the round window. Microelectrodes were positioned so that, when advanced
with a piezoelectric microdriver, they would penetrate the organ of Corti in the
hook region of the cochlea. Animals were immobilized by intraveneous injection
of gallamine triethiodide and respired artificially.

(b) Microelectrode fabrication: Two segments of Pyrex capillaries with in-
ternal filaments were glued together and pulled into a double, barreled electrode
with an electrode puller. The inside surface of the ion barrel was silanized by
exposing to dichlorodimethyl silane (Zeuthen et al., 1974). The capillaries were
then baked in an oven. The shank of the ion barrel was filled with the ion ex-
changer (Corning 477317) and the shaft was filled with 160 mM KCl solution. The
potential difference (PD) barrel was filled with 500 mM NaCl solution.

(e) Electrode calibrations: The electrodes were calibrated in isotonic mix—
tures of NaCl-KCl solutions (160 mM) maigtained at 38.0 + 0.5°C. The mean K
sensitivity was 37 mV/decade change of K activity. The tip potential was less
than 5 mV and the response time of the ion barrel was shorter than 3 sec. The
selectivity coefficient, k ‘Na 28 tested in equimolar pure KC1l and NaCl solution.
For v, T % < 117 mEq/1 tge mean value of the calculated kK'Na was 0.025,

(d) Intracellular recording: Each bafgel of a double barreled K electrode
was connected to an electrometer (R, ~ 107~ Q). A Ag-AgCl wire inserted into
the neck muscles was used as a referénce electrode. The potential rgcorded from
the PD barrel was substracted from the potential recorded from the K barrel to
obtain K depengent potential (K  potential). The dc potential recorded from a
PD barrel and K potential were measured by digital voltmeters and also recorded
on a chart recorder. The CM and ac component of the intracellular responses to
500 Hz tone bursts were recorded from the PD barrel. Their waveform was displayed
on an oscilloscope and photographed on running film,

*Inst. Sound and Vibration Res., Univ. Southampton, U.K.
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The criteria for a successful impalement of cell membranes were a) an ab;upt
appearance of a negative de potential plateau and an associated increase in K
activity with no more than 10% variation for at least 5 sec and c) return of the
dc potential to the original level when the tip of the electrode was withdrawn
to the perilymph of the scala tympani. Successful puncture of a hair-cell
membrane, in addition to the above criteria, was accompanied by a sudden increase
of ac component of the receptor potential and a return to the original level
when the electrode was later withdrawn. +

The electrochemical potential difference for K across the cell membrane was
calculated from the following equation;

N
An .
B s+ oy
where Aﬁ is the electrochemjcal potential difference between inside and outside
of cell and and are K activity of intracellular and extracellular fluid.
respectively. Awm is a resting potential. R, T and F have their usual meanings.
Data on the electrochemical potential difference were expressed in terms of mV
and presented with respect to the extracellular fluid in the organ of Corti.

3. RESULTS

(a) Exploration of the organ of Corti with k" selective microelectrodes: One
repr$sentative example of exploration of the organ of Corti with a double barrel-
ed KX selective electrode is shown in Fig. 1. When the electrode pierced the
basilar membrane, small changes in the dc potential were observed., K The extracell-
ular fluid in the organ of Corti showed similar dc potential and K activity to
those recorded in the perilymph of the scala tympani. The magnitude of CM record~
ed from the extracellular space in the organ of Corti did not show a substantial
increase. Further advancement of the electrode resulted in a sudden increase of
the ac component of the receptor potential accompanied by sudden appearance of
a stable negative potential. This, steep rise in the membrane potential was accom-
panied by a gradual rise in the K potential. On the basis of the criteria de-
scribed in the Methods this impaled cell could be categorized as a hair cell.
When the electrode was again advanced in a stepwise fashion, a large positive
potential (EP) and the, phase reversal of the receptor potential were simultane-
ously observed. The K activity did not show a decrease but remained high.

A large and stable membrane potential without an increase of the ac response
was frequently observed during penetration of the organ of Corti with microelec-
trodes. There was an increase of the K activity at the moment of appearance of
the negative potential. These responses usually remained stable for a longer
period than those accompanied by an increase of the ac receptor potential. It
is probable that these responses originated from supporting iells.

(b) Determination of the electrochemical gradient for K across the hair -
cell membranes: Data were collected from 47 successful cell punctures. Out
of these cells 9 cells could be categorized as hair cells on the basis of an
amplitude 1ncrease of the ac component of the receptor potential.

The K activity in the extracellular fluid in the organ of Corti was 1.98 +
1.14 mEq/1. This value was similar+to that measured in the perilymph of the
scala tympani. The intracellular K activity of hair cells was 64.8 + 43.6
mEq/1l and the resting potential was ~82.4 + 18.0 mV. The K activity of the endo-
lymph was 113.8 + 6.7 mEq/1. If the activity coefficient of the endolymph is
assumed to be similar to that of 150 mM KC1l at 37°C (0.7273), the average K
concentration in the endolymph was 156.5 mM. The EP recorded in the subtectorial
space was 84.7 + 4.2 mV. +

Fig. 2 represents a computed electrochemical potential profile for K
expressed as an equivalent electric potential relative to a zero potential in
t¥e extracellular fluid in the organ of Corti. The electrochemical gradient for
K across the basolateral hair cell membrane was 6.9 + 21.5 mV. Thus K ions
are near electrochemical equilibrium distribution across the basolateral hair
cell membrane. In contrast the electrochemical gradient for K across the hair-
bearing surface of hair cells was 196.4 + 20.8 mv,
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FPig. 1. Changes in the x poten~
tial, Eyop (left colummn) and de
potentia? % , (middle column) and
eochlear microphonics, CM, (right
column) recorded during penetra-
tion of the organ of Corti with a
double barreled K selective
microelectrode in a normal guinea
ptg. The K and de potentials
were recorded on a chart recorder
and CM was photographed on runn-
ing film awd approximate periods
of CM recording arve indicated by
vertical bars. The thick traces
with regular quctuitions appear-
ing in the de and K potential
records are artifacts caused by
60 Hz line voltage and animal's
respiratory movement. Records
are read from the top. The elect-
rode was advanced from the scala
tympani towards the scala media
in stepwise fashion as deseribed
in the text. The scale at the
left bottom is K activity in
mM/L. Notice a sudden increase
in ac response amplitude accompa-
nied by stable reiting potential
and increase of K activity which
indicate impalement of hair-cell
membrane (HC) on the basis of
eriteria described in the text

(e) Determination of the electrochemical gradient for ¥ across supporting-
cell membranes: The intracellular K activity and the resting potential were
67.3 + 31.0 mEq/1 and -92.8 + 13.5 mV respectively. The electrochemical potential
difference between the cell interior and extracellular fluid of the organ of
Corti was -3.6 + 12.9 mV. The intracellular K igns of supporting cells are in
electrochemical equilibrium with respect to the K' ions in the extracellular
fluid of organ of Corti. On the other hand, the electrochemical gradient be-
tween the cell interior and endolymph was 199.1 + 11.6 mV. These values
were comparable with those obtained in the hair cells (Fig. 2).
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Fig. 2. Electrochemical profile for K" across the hair-cell membranes (top)
and the supporting cell membranes (bottom). The mean values of potentials are
expressed in mV and referred to the potential level of the extracellular fluid
of the organ of Corti, Ay g%ectrical potential difference; b F-1, chemical
potential difference; Ay » electrochemical potential difference. ECS, extra-
cellular space; HC, hair'cell; STS, subtectorial space; SC, supporting cell

4. DISCUSSION

Our results show that the dc potential in the extracellular fluid of the
organ of Corti does not depait significantly from that in the perilymph of the
scala tympani and that the K activity in the extracellular fluid within the
organ of Corti is comparable with that found in the perilymph. These findings
exclude the possibility that a negative extracellular potential exists within
the organ of Corti (Tasaki and Spyropoulos, 1959; Butler, 1965).

It is our consistent finding that when an electrode passed through the organ
of Corti, the positive dc potential was in all cases accompanied by high K acti-
vity. These findings indicate that the fluid in the subtectorial space is pos-
itively polarized and has high K activity. These observations confirm results
reported by Tasaki et al. (1954) who originally characterized the reticular
lamina as a boundary between K rich endolymph and Na' rich perilymph-1like extra-
cellular fluid in the organ of Corti. Utilizing X-ray microanalysis, Flock
(1977) and Ryan et al. (1980) reported that the K concentration in fluid in the
subtectorial space was comparable with that found in endolymph. Using a dye
marking technique Tanaka et al. (1977) clearly demonstrated the positive poten-
tial in the subtectorial space. Our data, together with reports described above
imply that the subtectorial space communicates with the scala media through the
open marginal net. However, conflicting results have been reported by other
investigators. Manley and Kronester-Frei (1980) argued that the Ep was not



Electrochemical profile across hair cell membranes 43

present in the inner sulcus and that the subtectorial space was separated from
the scala media proper and also from the inner sulcus, Burgio and Lawrence
(1980) proposed that the subtectorial space does not exist und?r normal con-
ditions. A complication arising fyom these data is a substantial decrease of
the electrochemical gradient for K across the apical hair-cell membrane.

Davis (1958) proposed that the mechano-electric transduction process in the
cochlear hair cells is the modulation of a resting current by a mechanically
induced change in the memb$ane permeability which takes place on the apical hair-
cell membranes. In vivo K ions are the dominant cation in both endolymph and
cytoplasma of hair cells and jt has been speculated that the transduction current
is predominately carried by K' ions. Recently Corey and Hudspeth (1979) reported
that the receptor current of 100 pA at the membrane potential of -60 mV could be
abolished by an inward current of 10 pA, when the hair cells were stimulated
mechanically. But the magnitude of the resting current flowing through the
hair cells has not been clearly undgrstood. In the steady state the net ionic

. ne X
current through the hair cells, I , is zero.

I =TI +1I =0 1

where I'" and out are the ionic current aguEhe apical and basolateral membranes
of the hair cells respectively. I~ and I are characterized by

in in

™ = F ; 2,35

out out

I F ; z2,3; (2)
where J. is the flux of ionic species, i and F and z have their usual meaning.

When thére are no changes in cell volume (dv=0), J, is a sum of the diffusional
flux and the active flux and can be expressed as follows

Y tive
J, = w.C, AW, + J 2°H (3)
i i7i i i
. . . . ) . . 3 v
where w, is the mobility of 1on1cagE$%ées i in the membrane, Ap. the electro-

chemical potential for i iomns, J, the active flux for i idons and C. the
mean concentration difference of i ions *

B Cil-z
C, =
i Cil
l 2
C.
i
From eqs (2) and (3) the ionic current at the basolateral cell membrane is
out _ - N active
I; F Z 2; (o; Cp mif; + 3, ) (4)
i
Suppose that out is carried by K+ Na+ and €1~ ions, then
out_ —_— —_ N -— N active active
I = -
(o Cp By + wy, Oy, By, “c1Cc1 Hgr * Ig * Na )-F (5)

From eq (5) it is obvious that a small electrochemical potential difference
across the basolateral membrane does not always result in a small resting current,
In fact, the magnitude of the K  current beco es substantial, if the basolateral
hair-cell membranes are highly permeable to K ions. In addition, as shown in
eq (5), the resting current is affected by other terms involving Na ' or C1~ ions
and the rﬁsting current cannot be soley estimated by the electrochemical gradi-
ent for K across the bas lateral membrane. We are now studying the electro-
chemical gradients for Na or Cl~ ions across the cochlear hair cell membranes.
These results together with the present findings will shed light on the ionic
mechanism for generation of the transduction current.

Finally, our data on the membrane potential recorded from the hair cells of
the basal turn are comparable with those recorded from the outer hair cells of
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the third turn (Dallos et al., 1982). Russell and Sellick (1978) reported the
smaller resting potential in the inner hair cells of the basal turn. Dallos et al.
(1982) reported the similar findings in the third-turn inner hair cells. Although
jdentification of the recording site could not be made in our present studies, it
is most likely that the hair cells with the large resting potential belong to the
outer hair cells. If this is the case, the membrane potential of the outer hair
cells is mainly generated by the K diffusion across the basolatiral membrane and
is not affected by the contact of the apical membrane with the K rich endolymph.
It is still uncertain whether the low resting potential of the inner hair cells
can be attributed to electrical properties of the cell membranes. More experi-
mental evidence is needed before differences in the electrophysiological proper-
ties of cell membranes between the two types of hair cells can be clearly defined.

Figuree 1 and 2 are included in a paper accepted by Hearing Research (Konishi, T.
and Salt, A.N.)
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GENERAL DISCUSSION

SYKA:

To your interesting data I have a couple of questions: What is the diameter of
tip of your double-barrell electrodes? What is the impedance of the potassium
selective channel? Did you check impedance of the electrode during penetration
through the structures of the organ of Corti? Finally, did you find any increase
or accumulation of potassium in extracellular spaces of the organ of Corti
during intensive acoustical stimulation? The question is because an accumulation
of potassium in the CNS extracellular spaces is known to produce changes in po-
larisation of neurones.

KONISHI:

Judging from an electrode resistance of 30 to 50 megohms when blanks were filled
with 3M KC1, the tip diameter of each barrel seems to be less than 1 uym: The in-
put resistance of electrometers used was 1015 ohms. The resistance of the ion
barrel ranged from 10 to 1013 ohms. Impedance changes of the PD barrel were
not measured during penetration of the organ of Corti. We have not used intense
stimulation in these experiments. We are not certain whether or not the K* acti-
vity in extracellular space (especially in the tunnel of Corti) is altered under
overstimulation conditions.



COMPARISON OF BASILAR MEMBRANE, HAIR CELL AND NEURAL RESPONSES
B.M. Johnstone, R. Patuzzi and P. Sellick

Department of Physiology, The University of Western Australia,
Western Australia.

For many years, the relationship between basilar membrane -(BM) mechanics and
auditory nerve responses have been a matter of great interest.

The major discrepancy, viz. sharp neural tuning versus broad BM tuning has
been at least partially resolved by Khanna (1982) and Sellick et al. (1982a).
Khanna presented results from cats using a laser system and Sellick et al. from
guinea pigs using the M&ssbauer technique. Some results from our Mdssbauer measu-—
rements are presented in Fig. I. This shows a comparison of some of our sharpest
and most sensitive Mossbauer measurements with the range of 10 neural spiral gang-
lion recordings made opposite a similar BM position. There is evidently a great
similarity. However, a close inspection of Fig. 1 shows a consistent discrepancy
of up to 10 dB at about half an octave below CF.

Further experiments (Sellick et al., 1983) revealed that measurements made on
the spiral ligament side of the BM showed similar sensitivity, but much broader
tuning compared with measurements made nearer the spiral lamina. This dissonance
is again particularly evident half an octave below CF (Fig. 1 solid curve). These
results leave the possibility that some additional processing may take place, pos-—
sibly in the sub-tectorial space, or that the presence of the source alters BM
motion, making the tuning slightly broader.

Fig. 1. Comparison of BM and
neural tuning.

The hatched arca defines the li-
mits of 10 normal neural curves.
The points are BM measurements
(.04 mm/S) from 6 animals. The
solid line s a BM tuning curve
with the source near the spiral
ligament.

Other parameters of auditory nerve response can be compared with BM motion.
These include input/output functions, and non linear responses (Patuzzi and
Sellick, 1983a). A comparison of BM, inmer hair cell and neural input/output re-
sponses at various frequencies are shown in Fig. 2. It is seen that at high fre-
quencies, the slopes of the hair cell and neural input/output functions are domi-
nated by BM non linearities. At frequencies close to CF the nerve response shows
saturation at or below the same level as the BM whilst the hair cell receptor po-
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tential essentially mirrors the BM function. The closeness of the BM CF non linea-
rity and the neural saturation suggests that sometimes the BM function may predo~
minate, so that occasionally CF neurons may exhibit anomalous "saturation' beha-
viour. It appears that the different slopes of input/output functions can be a-
scribed to BM responses, suitably modified by the known passive properties of in-—
ner hair cells, and nerve and synapses.
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Fig. 2. Neural, hair cell and BM input—-output functions. The results are from

various antmals and have been normalized to the same CF. The circles ave neural
data, the squares hair cell and the crosses BM velocity. Three frequencies are

presented, CF, +.2CF and -.4CF

Another non linear phenomenon that we have investigated is the modulation in
the cochlea of high frequencies by low (Sellick et al., 1982b, and Patuzzi et al.,
1983b). The psychophysical correlate of this paradigm has been described by
Zwicker (1977), who has termed them Masking-Period patterns. A typical neural re-
sult is shown in Fig. 3. There are two inhibitory phases per cycle, with the maxi-
mum inhibition corresponding to BM displacement towards scala tympani. At high
sound levels (of the HF tone), the response flattens out. This effect is partial-
ly due to the inmer hair cell receptor potential and partially due to the nerve's
higher average firing rate.

Recording from inner hair cells (Fig. 4.), shows a similar pattern, but with
the second inhibitory peak somewhat less, thus illustrating the enhancing effect
of synaptic adaptation on transients. At high sound pressures, considerable flat-—
tening of the patterns is observed. In Fig. 4, the lowest curve is the extracel-~
lular 40 Hz CM and this gives an accurate picture of the relative phases of the
modulation. A downward deflection of the CM corresponds to BM displacement towards
scala tympani. Hence the phase of the modulation is a peak inhibition in synchrony
with BM maximum displacement, with the greatest effect in the scala tympani direc-
tion and a smaller, but similar effect corresponding to scala vestibuli displace-
ment.
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Fig. 3. Neural modulation patterns.
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The 40 Hz tome was presented at 100
dB SPL, which was below neural thre-
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zero phase is the same position as
Figs. 3 and 4. The suppression at
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Fig. 5 shows the modulation pattern
recorded on the BM. The pattern is
similar to the inner hair cell re-
sponse, but lacks the compression or
flattening at high sound levels. An
apparent reduction in modulation of
the secondary dip at 83 dB may not be
real as it is not statistically sig-
nificantly different from the dip of
the 73 dB curve. No enhancement is
seen at any phase. The extra flatten-—
ing, most evident at the 180-360 de-
gree phase recorded from inner hair
cells can be fully accounted for by
the high level non linear input/out-
put function of the hair cells. We
have followed modulation of CF re-—
sponses on the BM for the low tones
varying from 40 Hz to 8 kHz. There is
only a little data at the moment for
frequencies above 1 kHz but those we
have show very similar behaviour to
the lower frequencies.

The modulation effect is maximal
for probe tones at CF and falls off
for lower frequencies. For probe
tones less than half an octave below
CF we have not been able to demon-
strate modulation. The net result of
a low tone modulating a high is al-
ways inhibition. At modulating fre-
quencies above a few hundred Hz, the

hair cell and neural synapse time constant will start smearing the pattern such
that above a few thousand Hz, only an average inhibition will remain in the neu-
ral response. These results strongly suggest that two tone inhibition is a funct-

ion of BM mechanics.

It seems that BM mechanics can account for many of the parameters observed
in inner hair cell receptor potentials and neural responses and it is probable
that smaller Mossbauer sources placed nearer the spiral lamina would eliminate
the tuning curve discrepancies. More parameters must be tested, but the similari-
ties are so strong that we question the need to hypothesize any further process—
ing between BM response and inner hair cell stimulation.
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GENERAL DISCUSSION

RUSSELL:

You observe sharper frequency selectivity in the basilar membrane mechanics when
the Mdssbauer source is located over the inner hair cells than when it is placed
over the region of the outer hair cells. Have you considered the possibility
that the source is somehow influencing the mechanical properties of the basilar
membrane, and that this is position dependent?

JOHNSTONE :

We believe the source does influence the mechanics but only as a second order
effect. However, more experiments are needed. Indeed it would be very interest—
ing to record neurally after loading the membrane with various weights.

WILSON:
It seems to me to be a little unlikely that the hair cell excitation function
should be exactly the same as basilar membrane tuning. Some slight longitudinal

coupling in the tectorial membrane, for example, might account for the slight
discrepancies that you observe.

JOHNSTONE :

Some slight coupling or disturbance by the tectorial membrane is certainly pos~
sible. Our results suggest this is a minor effect, at least in normal animals.
It is not needed to account for any of the major properties of auditory neurons
or hair cell responses that we have investigated to date.

KIM:

Regarding tuning characteristics of a cochlear neuron and of a point on BM, you
and your associates (Sellick et al., JASA, 72, 131, 1982) have advocated that

a 0.04 mm/sec iso-velocity curve of BM corresponds to the neural tuning curve.

I wonder whether you have modified the notion that an iso-velocity curve provides
a better match than an iso-displacement curve around the CF, I am asking this
because we have found (Fig. 4 of Neely and Kim, Hear. Res. 9, 123, 1983) that
replotting your BM data as a 10 iso-displacement curve provides a better match
with the neural tuning curve than the 0.04 mm/sec iso-velocity curve or the 3 )3
iso-displacement curve as originally plotted in Fig. 10 of Sellick et al. (1982).

JOHNSTONE :

We find a better fit to iso-velocity contours but it depends on what part of the
curves is the fit to be emphasized. The tip to tail difference is better with iso-
velocity, but the slope of the same intermediate frequencies may fit better to iso
amplitude.



THERMAL NOISE AND ACTIVE PROCESSES IN THE INNLR EAR:
RELATING THEORY TO EXPERIMENT

William Bialek

Department of Biophysics and Medical Physics, and
Biology and Medicine Division, Lawrence Berkeley Laboratory
University of California, Berkeley
Berkeley, California 94720 U.S.A.

1. INTRODUCTION

In 1948, Gold proposed that the filter characteristics of the auditory
system may be influenced by active elements. 1In the same year, de Vries
presented a preliminary analysis of thermal noise in the cochlea and its
implications for the detection of the threshold auditory stimulus (cf. de
Vries, 1956). With few exceptions, these papers were ignored until the
1970's, when a number of observations made the concept of active filtering an
attractive hypothesis. At the same time, Flerov (1976) resurrected the issue
of thermal noise, and we (Bialek and Schweitzer, 1980; 1983) began a more sys=
tematic investigation of this problem.

In this paper I discuss how the analysis of noise allows active filtering
to be distinguished experimentally from passive filtering. For simplicity I
use an elementary model of an inner ear filter, namely a mass-spring-damping
system. Such a system could model an element of the basilar membrane, a bun-
dle of stereocilia, or the dynamics of an otoconial mass (cf. Lewis, et al.
(1983) for a review). The basic problem is to distinguish between a system in
which the damping is intrinsically small, leading to a sharp passive reso-
nance, and a system in which the damping is intrinsically large but is compen—-
sated by an active element, leading to a sharp active filter. Many observable
properties of these two systems are identical for appropriate choices of the
parameters; in particular, the frequency response of any stable active filter
can be reproduced by some (perhaps quite complex) passive filter. Attempts to
distinguish between active and passive filtering in the inner ear on the basis
of frequency responses alone must therefore fail.

The central conclusions of this paper are that the characteristics of
thermal noise in an active filter cannot be reproduced by any passive system,
and that existing experiments point to the possibility of measuring these
noise characteristics in the inner ear orgams. These results are intended as
a guide to the design of experiments which will finally decide the issue of
active vs. passive filtering in the inner ear.

2. THERMAL NOISE IN ACTIVE AND PASSIVE SYSTEMS

The dynamics of the mass=-spring~damping system are described by the dif-
ferential equation

2
mdd—’t‘éﬁ) + y%) + kx(t) = F(t), 5

where x is the displacement, F is the applied force, and m, Y»> and K, are the

mass, damping, and stiffness, respectively. This differential equation leads
to the frequency response function,



52 BIALEK

x(w) _
F(w)
where x(w) and F(w) are, respectively, the Fourier transforms of x(t) and
F(t):

2

al(w) = [-mw® - iyo + K]-l, (2)

x(w) = (;—n)%fdt eIt (1) Flw) = ﬁ;ﬁmt 19 (e, (3)

To describe thermal noise in the mass-spring system, we add to equation
(1) a "Langevin force", 8F(t):

2
dd’t‘(t) + y%) + kx(t) = F(t) + 8F(c). (4)

Conceptually, the Langevin force arises from the random, incessant collisions
between the mass and the molecules of the fluid which surrounds it (Einstein,
1956). The principles of statistical mechanics (Landau and Lifshitz, 1977)
determine the properties of SF:

[1] 6F is a stationary, Gaussian random variable with zero mean.

[2] O6F has no ‘“memory”; it has =zero correlation time. That is,
<8F(t)SF(t')> = AS(t-t'). Thus the probability of 6F taking a particular
value at one time is not influenced by its value at any previous time.

[3] The Fourier transform of SF(t), 8F(w), forms a set of Gaussian variables,
one at each frequency. To determine variances and co-variances, consider

<SF () 6F* (") > = Z—Tlrfdtlfdtzeiwtle_iwt2<6F(tl)6F(t2)> = (A/2m) 8 w-0").  (5)

This shows that the Fourier components of OF fluctuate independently, and that
each has the same variance per unit frequency interval, or spectral density,
S (w) = A/2w.

[E] The speffgal density of 8F is given by S_(w) = A/21 = yk,T/7, where

kB = 1.36x%x10 J/K is Boltzmann's constant ang T (300 K) is the absolute tem—
perature. It is important to note that the magnitude of the random Langevin
force is completely determined by )Y, which describes the response or the sys-~
tem to deterministie forces.

Using these properties of 8F, together with equation (4), we can charac-
terize the Brownian motion of the system, expressed as the fluctuation 8x in
the displacement. Like 8F, 8x is CGaussian. Further, its Fourier transform
S$x(uw) is given by 8x(u) = d(u)8F(w), so the spectral density of 8x is

5, = la(w) 1?8 (w) = . Ykpl/m )

(k-mw“) “+(yw) **

Thus the fluctuations in x are filtered, and have the same dependence on fre-
quency as does the tuning curve. The correlation function of &x,
<8x(t)8x(t')>, is given by the Fourier transform of the spectral density func-
tion Sx (Rice, 1954):

, ¥k T e—iw(t—t') .
<ex(e)6x(e")> = Yaiaw 2t o) %
In particular, the total fluctuations in x,
T d
<(8x) 2> = <8x(t)sx(t)> = -Y-%B—I(K_mw )m+(Yw)2 = kBT/K, (8)

are determined only by the stiffness K.

How do these noise characteristics change when we introduce an active ele-
ment? The molecules colliding with the mass, and giving rise to the Langevin
force, do not “know" that the active element has been introduced, so that the
statistics of 8F do not change. To describe noise in the presence of feed-
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back, we must therefore only add to equation (4) a term representing the feed-
back itself; for the case of a "negative damping” with magnitude n, we obtain

2
w4 D 4 (o) = B o) + SR (D). )

From this equation we find the new frequency response function,
. -1
a(niw) = [-m? - i(y-n)w + <173 (10)

the new spectral density of displacement fluctuations,

T/
5_(nsu) = M S an
(k=m0 ®) *+(y-n) *0*’
and the new value of the total fluctuations in x,
2, _ Yk, T, dw - Y 12
<(5X)n> _%B—J(K—mw‘)‘+(y—n)zmz (kBT/K)Y_n- (12)

The crucial point is that the magnitude of the noise is no longer uniquely

related to the parameters of the response function. Thus, if we measure the
ratio of force to displacement at low frequencies, which defines k, and assume
the system is passive, we can use equation (8) to predict the magnitude of the
Brownian motion. If the system is in fact active, the observed Brownian
motion will be larger than predicted, and the magnitude of the discrepancy
measures the fraction of the damping which is compensated by the active ele-

ment, as may be seen by comparing equations (8) and (12).

3. CAN WE SEE THERMAL NOISE IN THE HAIR CELL?

In excised hair cells of the frog crista, Orman and Flock (1981) have
measgffd torsional stiffnessgs for stereociliary bundles on the order of
5x10 Nt/rad, or ¢ = 2x10”° kt/m for bundles of length 25 ym. The assump-
tion that these stereocilia are%?echanically passive predicts the Brownian
motion amplitude &x = (k,T/k)™* = 0.05 ym. If they are active, on the
other hand, the amﬁTT%ude of Brownian motion may be significantly larger,
which will make it visible through a light microscope. In this case, then,
the mere visibility of the thermal noise would be strong evidence of an active
element in the mechanics of the stereocilium.

An interesting, if indirect, method of observing thermal noise is through
its effect on the statistics of Spontaneous activity at the afferent neurons.
To a first approximation the firing of the neuron is a Poisson process
(Siebert, 1965; Johnson, 1978) of rate A which is modulated by motion of the
hair cell stereocilia. For small amplitude, low frequency motions, the modu-
lation is linear, so that pure tones generate sinusoidal phase histograms with
modulation amplitude proportional to stimulus amplitude (Johnson, 1980):

Ae) = Ay +(9r/9x)x(t) . (13)

If a spike occurs at time t=0, the probability that there are no spikes before
time & is given by

t
P_(t) = <exp [-/dTA(D)]>, (14)
0

which, assuming Gaussian fluctuations in x, becomes
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t t
P (t) =e Aotexp {%(ar/3x) 2rdt fdt <8x(T Yox(t )>}. (15)
o 1 2 1 2
0o -0
The conventional inter-spike—-interval distribution is given by
Prgr(e) = -dPo(t)/dt. Fourier transforming equation (12) allows us to find
the correlation function,
_k T vy —(y-mlty-t,!/2m _
<6x('r1)6x(rz)> = —15%— el 1 °2 cos{tno(Tl TZ)], (16)
where ® =(l</m);2 is the resonance frequency, and this can then be substi-

tuted into equation (15) to determine the interval distribution.

I shall consider the effects of thermal noise on the mean interval <> and
on the behavior of the interval distribution for long times; these quantities
are particularly interesting because it is possible to give analytic expres-
sions for them by starting with equations (15) and (16). These expressions
are (Bialek, unpublished):

. _ -A'T
lim PISI(T) = (constant)e (17a)
T > @
2 1
<> = §:%—eyfdz exp [+(1nz)A'2m/(y-n)]Io(zy), (17b)
0

where Io is a modified Bessel function, and

N XL (18)
= 2 2 Y
y = (3A/3x)"(1/w ) (kBT/K)Y_n. (18b)
—-1/<T>

If there were no noise (k,T -=> 0), then we would have P I(T) = <T>e
Thus, in the absence of modulation by thermal noise, the Interval distribution
should decay with a time constant equal to the mean interval (Siebert, 1965;
Johnson, 1978); if there is a significant refractory period tT,, then the time
constant will be reduced by this amount. . A number of published experiments
show clear deviations. from this prediction. In particular, I have replotted
in Fig. 1 the interval distribution for a vibratory receptor in the bullfrog
saccule (Koyama, et al., 1982), illustrating a factor of two discrepancy
between the "no noise” prediction and experiment.

If the discrepancy illustrated in Fig. 1 is indeed due to the effects of
thermal noise, we can try to determine the magnitude of this noise, and hence
decide whether active filtering occurs in this system. From equations (17)
and (18), it is clear that the mean interval <t> and the decay constant A'
allow us to determine A  apd y if we know (y-n)/2m, and it is y which carries
the information regarding the thermal noise. In fact, ()Y-n)/2%m is just the
bandwidth of the frequency response, as may be shown from equation (10), which
is 20 Hz for the saccular unit (the characteristic frequency is also 20 Hz).
Using this estimate, together with the fit to the data shown in Fig. 1, I find
y = 0.940.1 for this neuron. To convert this value of y into an estimate of
(y-n) /v through equation (18), we must determine dX\/3x.

The vibratory receptor provides an important advantage for the type of
analysis presented here, since the stimulus is linear acceleration. In the
mass—-spring model, an acceleration a applies a force ma, and hence a displace-
ment a(njw)ma. Therefore the measured quantity 8A/9a is related (at the
characteristic frequency) to 38A/3x by 3A/3a = [m/(y-n)w ](dA/9x). Thus equa-
tion (18b) becomes °

L

y [lg;lﬂlz(kBT/K)#(ax/aa)z

= [%_;—“]Z(kBT/m);-%(ax/aa)z. (19)
Q
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Expetigfntally, 9r/da = 3x10° spikes- sol
sec-cm ~, as estimated from the fact
(Koyama, et al., 1982) that a
0.01 cm-sec stimulus is sufficient
to cause nearly complete phase-locking 20
of a neuron with mean firing rate
(34.3 ms)-l. This value, together
with our estimates of (y-n)/m and w
from the tuning curve and y from the
interval distribution (and k,T from
above), allows an evaluation of 5
¥/ (y-n) in terms of m:

N . m (20)
YN 1.16x1077 gm

Thus, if the mass-like element in the

vibratory rsceptor of the saccule : L . : L L

exceeds 10°7 gm, then a consistent 0 W 20 3P 4 0

interpretation of the tuning curves b

and spontaneous  activity pattern Pig. 1. Inter-spike-interval
requires Y/{(y-n) > 1: an active distribution F&.JIT) for a
filter. 1In fact, from the dimensions vibratory recep%br in the
of the individual otoconia in this bullfrog saccule (Koyama et
organ, a single stone is likely to al., 1982: unit 071581-3).
have a mass larger than this, and Error bars are taken as the
there are many stones per hair cell. square root of the number of
Detailed tests of this interpreta- intervals observed in each bin;
tion of neural statistics may be made data rejected for fewer than
by examining the joint probability 5 intervals. Mean interval
distribution for successive intervals. f1>=34. 3msec, refractory
As is well known, the simple Poisson peritod 1 =5 msec. Solid line:
model predicts that successive inter- best fit"to exponential at
vals are independent. In the presence _ long intﬁrﬂals, Eq. (17) with
of thermal noise, this is no longer A'=79 &™*. Dashed line: behavior
true, and we must consider the gen- expected form Poisson model with
eralization of equation (14), no thermal noise (see text)
ty t1+t2
Po(tl’tz) = <exp[—fd1k(t)]A(tl)exp[—deA(T)]>, (21)
0 t

where the conventional joint interval distribution (cf. Kiang, 1965) is given by
PJI(tl,tz) = -dp (tl,tz)/dtz. As in the case of Ppgy, general results for the
joint interval stribution are complicated, but t%ey simplify in the limits of
long and short intervals. 1In particular, it may be shown from equation (21) that
the average interval <t,> is a function of the length of the preceeding interval
ty. If the previous interval was very short, then <t2> = <t>, while if the pre-
vious interval was long <t,> = 1/A'. For the saccular mneuron of Fig. 1, this
means that the mean interval should vary by a factor of two, depending on the
length of the previous interval. The direction of this variation is such that
long intervals tend to be followed by abnormally short intervals —the spikes
cluster. Observation of this effect would be strong evidence for the specific
theory proposed here, and would support the general conclusion that the statis-
tics of neural firing can be interpreted in terms of the magnitude and spectrum
of thermal noise in the inner ear.

4. COMMENTS AND COMCLUSIONS
The next generation of optical instrumentation for inner ear studies should

be capable of resolving nanometer motions of the stereocilia. The analysis
presented here demonstrates that observation of both driven motions and Brownian
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motions on this scale will allow direct test of the hypothesis that the stereoci-
lium is mechanically active. Further statistical analysis of spontaneous neural
activity and hair cell voltage fluctuations will provide indirect probes of
active elements in the inner ear. Both types of investigation should also allow
the absolute magnitude of the thermal noise to be estimated and compared with the
responses to behavioral threshold stimuli, and will therefore test the claim that
the threshold of hearing is limited by thermal noise (de Vries, 1956; Flerov,
1976; Bialek and Schweitzer, 1980; 1983). The preliminary analysis presented
here argues strongly in favor of active filtering and for the significance of
Brownian motion as a source of noise in the inner ear.
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GENERAL DISCUSSION

EVANS:
Can you say why these characteristics should not be observed easily in mammalian
(e.g. cochlear nerve fibre) preparations?
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BIALEK:

The theory presented here is for linear modulation of firing probability by ste-—
reocilium (or basilar membrane) motion; this is realistic only for small ampli-
tude, low frequency situations, and does not apply to most mammalian units with
CF > 6 kHz. Also the effects are largest when the CF is not too much larger than
the mean firing rate, again not true in mammals. Published experiments on mammals
do, however, exhibit anomalous decay constants for the interval distribution, but
the effects are not as dramatic as in the frog sacculus.

WIT:

You said that there is no direct proof for the existence of active processes with-
in the cochlea. What then is your opinion on spontaneous acoustic emissions from
the ear canal?

BTALEK:

I believe that the spontaneous acoustic emissions reflect the instabilities of
an active filter in the cochlea, but I do not think that this can be convincing-
ly proven. At best we imagine that the emission occurs only in pathological si-
tuations, and it is difficult to argue from those observations to the "normal"
case. I would not want to base a theory of active processes on the emissions
alone, although obviously they provide support for such a theory; part of the
problem is that active filters do not necessarily produce emissions.

DE BOER:

According to your calculations, the magnitude of thermal noise will be (much)
larger in an active system. I fail to see the physical reason for it since the
resistance as well as the amplifier must interact energetically with their sur-
roundings.

BIALEK:

Amplifiers and resistors interact with the environment very differently. The re-
sistor represents a dissipation pathway for the system to come to thermal equi-
librium, while the amplifier holds the system away from thermal equilibrium
(using the energy from its power supply). It is this difference which accounts
for the results I present. I emphasize that the calculation methods are complete-
1y rigorous in the case of a noiseless amplifier; real amplifiers, with non-zero
noise temperatures of their own, will increase the noise still further above the
passive case.

KEMP :

We can do something like the experiment you propose with the whole cochlea. In
spontaneous acoustic emissions I believe the cochlea acts as a delay line loop re-
sonator with a level dependent loop gain (Kemp, in: Tinmitus, Evered and Lawrenson,
Eds., London, p. 54~81, 1981). We took observations of the level dependence of the
system and the bandwidth and intensity of the spontaneous tonal emissions at the
ear canal. At zero stimulation the system should have a very high Q, limited by
the level of noise in the system. We worked back from the spontaneous emissions
data to compute the background noise enviromment, needed to create the 'emissions'.
The result was a noise 10 dB above the computed thermal noise in the ear canal,
which was above the level of external acoustic noise. My question is: Does this
prove the cochlea has active amplification? Could mot the cochlear just be a

noisy place? How would you discriminate against noisy and functionless active pro-
cesses in your model?

BIALEK:

As you suggest, the cochlea could include a number of extraneous noise sources
pértl?ularly in pathological situations such as emissions. Thus I agree with yéur
(implicit) suggestion that experiments at the ear canal could not be conclusive.
MY argument that measurements of noise can discriminate active from passive
filters must be qualified: Experiments must be done on isolated systems, such as

the stereocilia of individual hair cells, which are shielded from 'trivial' noise
sources.



COCHLEAR POTENTIALS IN HOMOZYGOUS AND HETEROZYGOUS BRONX WALTZER MICE
Gregory R. Bock
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1. THE BRONX WALTZER MUTATION

Deol and Gluecksohn-Waelsch (1979) reported the occurrence of a new mutation
in a mouse colony at Albert Einstein College of Medicine in New York. This
mutation, which was named "Bronx waltzer" (symbol bv), was autosomal recessive,
with homozygotes (bv/bv) exhibiting two principal abnormalities:

1. A behavioural disorder, associated with many single-gene mutations caus-—
ing deafness in mice, and characterized by shaking or waltzing (Steel et al,
1982).

2. An absence of inner hair cells in the cochlea.

Deol and Gluecksohn-Waelsch (1979) reported that mice homozygous for the
Bronx waltzer gene responded to sound, if at all, only for a brief period follow—
ing the normal time of onset of auditory function (around postnatal day 13 in
mice). Deol (1981) subsequently reported that homozygous Bronx waltzers show
severe and early degeneration of the maculae and cristae of the vestibular system.

Bronx waltzers from the original colony in New York were imported to the U.K.
by M.S. Deol and were then outcrossed onto CBA animals in order to produce a
more robust breeding stock. Data in the present paper were obtained from animals
from this outcrossed stock.

2. HOMOZYGOUS ANIMALS

The general methods used in our laboratory for measuring cochlear potentials
have been described in detail elsewhere (Bock and Steel, 1982; Steel and Bock,
1982) and will only be briefly described here. The auditory bulla was exposed in
urethane-anaesthetized animals (2.0mg/g) and a recording electrode placed on the
round window. Stimuli were delivered via a closed calibrated sound system and
responses were amplified, digitized, and averaged on a microcomputer.

Responses to tone bursts in homozygous Bronx walzer mice (Bock et al, 1982)
were compared with responses in CBA controls. The compound action potential
(C.A.P.) in response to tone bursts was either very small or was completely
absent. Microphonics were present but were of very small maximum amplitude
(0.1uV at most frequencies). Summating potentials were present in the round
window response, and the patterns of polarity reversal with changes in tone
frequency and amplitude were similar to those in CBA  controls.

It was not possible to construct audiograms for Bronx waltzer mice since the
C.A.P. was not clearly recognisable. All animals examined in our laboratory
showed a behavioural response to loud sound, although the response was clearly
abnormal in magnitude in comparison with responses of C.B.A. animals.

3. HETEROZYGOUS ANIMALS

Animals heterozygous for the Bronx waltzer gene (+/bv) examined in our
laboratory have no waltzing-type behavioural abnormality but their behavioural
response to loud sound is poor. C.A.P. thresholds from a typical heterozygote
are shown in Fig. 1, together with thresholds from a typical CBA mouse.
Although thresholds in heterozygotes are relatively normal below 10 kHz, they
deteriorate rapidly at higher frequencies. An example of the averaged round
window response at 10 kHz in the heterozygous animal is shown in Fig. 1. The
C.A.P. responses in heterozygotes, although showing poor thresholds, were
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relatively normal in form with clear N1 and N2 peaks. Summating potentials were,
however, very small.

Fig. 1. Represent-

80 — +1bv ative C.A.P. audio-
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Microphonic amplitudes at various frequencies are shown in Fig. 2 for a
typical heterozygote and a typical C.B.A. control. Peak amplitudes in hetero-
zygous animals were usually around 10 to 50uV which, although larger than peak

amplitudes in homozygotes (usually <10uV), is well below peak amplitudes in C.B.A.
controls (100-200uV).

4. DISCUSSION

The finding of severely diminished C.A.P. responses in homozygous Bronx
waltzers is not surprising in view of the rapid and early degeneration observed
in the spiral ganglion cell population (Deol and Gluecksohn-Waelsch, 1979). The
poor C.A.P. thresholds and microphonics in heterozygous animals are, however,
unexpected and suggests that the expression of the Bronx waltzer gene is rather
more complicated than was at first thought.

When the Bronx waltzer mutation was first reported, it seemed likely that
mutant animals would provide interesting data on cochlear physiology, since a
uniform inner hair cell lesion is difficult to produce experimentally. Several
considerations must now give rise to caution in interpreting data in homozygous
animals. Although it was originally reported that inmer hair cells in homozygotes
are all either absent or structurally abnormal, more recent studies (Pujol,
personal communication) suggest that some inner hair cells are present and of
normal appearance. Furthermore, the finding of physiological abnormalities in
heterozygotes in the present study suggests that corresponding anatomical abnor-
malities may be present in these animals, in which case the Bronx waltzer gene
would mot be fully recessive in its effect on hearing. Careful anatomical study
using scanning and transmission electronmicroscopy is clearly needed for both
homozygous and heterozygous Bronx waltzers. It remains possible that such a

study will provide useful information about the development and maintenance of
cochlear innervation.
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Fig. 2. Curves showing cochlear microphonic amplitude as a function of frequency
with a constant attenuation of 20 dB in the sound system for representative CBA
and +/bv mice
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GENERAL DISCUSSION

STOPP:

It would be of interest to know what kind of innervation exists on the OHCs of
both homozygous and heterozygous bv mice. Do you have any information on this?

BOCK:

Unfortunately there are no published data relevant to this problem. The original
publication (Deol and Gluecksohn-Waelsch, cited above) presented data on light
microscopy but no data on innervation. Recent unpublished studies by Pujol (pers.
comm. ) suggest that innervation of outer hair cells in cochleae of homozygous
(bv/bv) mice is relatively mormal, but we will have to wait for the completion
of Pujol's study before we have an adequate answer to your question.



DUAL ACOUSTICAL SENSITIVITY IN FROGS
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While deriving new auditory structures that may be unique among terrestrial
vertebrates, frogs and toads (anurans) apparently retained the auditory apparatus
of fish, adapting it to seismic sensitivity (sensitivity to substrate-borne vibra-
tion). The present paper will compare and contrast the seismic and auditory
senses in one species, the American bullfrog (Rana catesbeiana), presenting new
observations from single-axon recording along with recent observations from intra-
cellular dye-injection studies and morphological studies. The principal new con-
clusions are the following: a) Bullfrog seismic axons apparently reflect vibrato-
ry acceleration sensitivity, some exhibiting small-signal linear transfer ratios
between acceleration amplitude and spike rate that are within *2 dB of being con-
stant over more than three octaves of stimulus frequency. b) Bullfrog seismic ax~
ons with substantial resting spike rates (approximately half of those observed)
exhibit remarkably linear small-signal transfer ratios, some reflecting truly ex-
traordinary sensitivity (as high as 2000 spikes/sec per cm/sec?). ¢) Bullfrog
seismic axons with very low resting spike rates (approximately half of those ob-
served) typically exhibit quadratic relationships between acceleration amplitude
and spike rate., d) While the tuning properties vary from axon to axon, at high
frequencies (e.g., 100 to 200 Hz) all bullfrog seismic axons exhibit semsitivity
declines that are much too steep (e.g., 40 dB or more per octave) to reflect the
simple second-order dynamics of a conventional inertial accelerometer. e) Some
bullfrog auditory axons exhibit tuning properties remarkably similar to those of
mammalian cochlear fibers, with pronounced low-frequency tails and extraordinari-
ly steep high-frequency slopes (e.g., 120 dB per octave). f) The small-signal
transfer ratios of bullfrog auditory axons close to the resting (zero-input)
state appear consistently to have dominant nonlinear (even-order) components, oc-—
casionally with large linear components superimposed (with maximum linear trans-
fer ratios in the neighborhood of 5000 spikes/sec per dyne/cmz). g) The auditory
and seismic senses of the bullfrog inner ear are quite separate, with seismic ax-
ons exhibiting only very crude sensitivity to auditory stimuli and auditory axons
exhibiting at best only crude sensitivity to vibratory stimuli.

1. PHYSIOLOGICAL PREPARATION AND SETUP

The bullfrog preparation was adapted from that of Capranica and his col-
leagues (Capranica and Moffat, 1975; Feng et al., 1975). Animals were anesthe-
tized with approximately 70 pg sodium pentobarbital per g body weight. Through
a small hole in the roof of the mouth, the VIIIth nerve was exposed on its way
from the intact otic capsule (with intact circulation) to the brain. The animal
was mounted upside down on a rigid platform, with its head held firmly against
the platform surface. Individual axons were penetrated with conventional glass
microelectrodes, filled either with 0.5M KC1l or with the ionic dye Lucifer Yellow
(Stewart, 1978).

a) Auditory Isolation and Stimulation

Partial isolation from ambient auditory noise was achieved with a lab-built
chamber providing at least 35 dB attenuation over the entire frequency range (50-
3000 Hz) of bullfrog audition. Over the same range, the peak acoustical noise
outside the chamber typically was 50-60 dB SPL. A closed-field auditory stimulus
system, comprising a XKOSS PRO-4X headphone and a calibrated Bruel & Kjaer 4186
condenser microphone mounted together in a brass housing, was placed next to the
animal's tympanum and sealed with silicone grease around the entire perimeter of



62 E.R. LEWIS

that structure (see Capranica and Moffat, 1975). The housing provided further i-
solation of approximately 40 dB. However, since the experiments were conducted
with the animal's mouth wide open, exposing the large Eustachian tubes to ambient
sound pressure, this last stage of isolation served primarily to localize the ap-
plied auditory stimuli.

b) Seismic Isolation and Stimulation

Partial isolation from ambient seismic noise was achieved by carrying out
the experiments on a lab-built vibration-isolation table comprising four second-
order mechanical filter stages, each slightly underdamped and with corner frequen-
cies in the neighborhood of 1 Hz, topped by a fifth second-order stage in the
form of a commercial optical platform, also with corner frequencies in the neigh-
borhood of 1 Hz. The entire structure was contained within the outer walls (rein-
forced concrete, 14 cm thick, with gasket-sealed double doors) of the acoustical
isolation chamber; the last two stages were contained within the inner walls
(plywood, 1.9 cm thick, with gasket-sealed doors) of the chamber. Thus vibra-
tions induced in the table surface by air-borne sound were greatly reduced. With
this system, linear vibrations in the frequency range of interest (10-300 Hz)
were reduced fo levels below the noise floor of our measuring system (approximate—
1y 0.0002 cm/sec?).

Dorsoventral sinusoidal vibrations were generated by a Bruel & Kjaer 4810 ex-
citer comnected to the underside of the platform on which the frog was mounted.
The stimuli were monitored with a calibrated Bruel & Kjaer 4370 accelerometer.

The loaded platform was calibrated with respect to spatial variation of vibration
amplitude and found to be uniform to within #1 dB over the frequency range of in-
terest (10-300 Hz). When the peak acceleration of these vibratory sinusoids was
fixed at 7 cm/secz, the resulting open-field sound intensity measured at the lev-
el of the frog's tympanum was less than 50 dB SPL over almost the entire 10-300
Hz range, the only exception being between 140 and 160 Hz, where the intensity
reached 60 dB SPL. The amplitudes of all small-signal vibratory stimuli used in
the experiments were at least 40 dB below the 7 cm/sec? level, by linear extrapo-
lation placing the concomitant airborne sound intensity well below the lowest
threshold levels reported for the bullfrog. Coupling from the closed-field audi-
tory source to platform vibration was too weak to measure, presumably owing to
the isolation provided by the brass housing of the former. No attempts were made
to measure vibrations induced in the skeletal components of the otic capsule by
auditory stimuli.

2. EXPERIMENTAL PROCEDURES AND DATA PROCESSING

a) Stimulus Protocols

Auditory and seismic axons were identified by their responses to sinusoidal
stimuli rapidly swept through the appropriate frequency ranges. Subsequent stim-
ulus protocols for auditory fibers typically comprised tone bursts with 0.8-sec
periods, 50% duty cycles, and 50 ms rise and fall times. The tone-burst modula-
tion usually was applied to a sinusoidal carrier whose frequency was swept loga-
rithmically and sufficiently slowly that the frequency varied by less than 4%
(0.05 octave) during a single burst. Protocols for seismic fibers included con-
tinuous (logarithmic) frequency sweeps at 8 octaves/min, continuous single-
frequency stimuli, and (in cases where adaptation had been identified or sus-
pected) series of widely separated tone bursts at a single carrier frequency.
The amplitudes of seismic stimuli were monitored continuously throughout each ex-
periment; auditory stimulus amplitudes were calibrated at the beginning and the
end of each experiment.

b) Data Processing

Stimulus waveforms and fiber responses were recorded on audio tape and sub-
sequently translated by comparator/Schmitt-trigger circuits to series of pulses,
one pulse for each spike and one for each positive-going zero crossing of the
stimulus sinusoid. The pulse series were converted by a digital computer with a
real-time clock to series of event times, reflecting the leading edges of the
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pulses with 4 psec accuracy except in cases where two pulses occurred within 33
usec (i.e., the pulse representing a spike occurred within 33 psec of that repre-
senting a zero crossing), in which case the inter-event interval was rounded to
33 usec. Conventional signal-processing algorithms were applied to the event-
time series.

c) Fiber-Marking

Lucifer Yellow was selected as the intracellular dye because of its ability
to fill small-diameter fibers (e.g., the bullfrog auditory and seismic afferents,
which typically have diameters in the neighborhood of 2 ym, including myelin
sheath), an attribute not shared by Horseradish Peroxidase. Following physiologi-~
cal characterization, selected fibers were iontophoretically injected with the
dye, then processed and traced according to the published protocols (Lewis et al.,
1982a). The presence of a dye-filled cell body in one of the two VIIIth-nerve
ganglia served to identify a fiber as afferent. From the ganglion, each dye-
filled fiber was traced peripherally as far as possible, all the way to its termi-
nations in successful cases.

3. GENERAL RESULTS

a) Auditory Tonotopy

The dye tracing studies definitively confirmed the conclusions of earlier
investigators (Frishkopf and Goldstein, 1963; Feng et al., 1975) that the sound
spectrum is divided between the two auditory papillae, with the amphibian papil-
lar fibers exhibiting CFs from 100 Hz to 1000 Hz and the basilar papillar fibers
exhibiting CFs in the 1200 to 1600 Hz range. Within the two subdivisions of the
amphibian papilla, the studies revealed refined tonotopic organization (Lewis et
al., 1982a; Lewis and Leverenz, 1983). The afferents from the triangle-shaped
anterior portion of the papilla exhibiting CFs ranging approximately from 100 to
300 Hz and gradually increasing as the location of fiber origin (peripheral ter-
mination) shifted from the posteromedial apex of the triangle to the antero-
lateral base. The afferents from the posterior, S-shaped stripe-like portion of
the papilla exhibited CFs ranging from less than 200 Hz to approximately 1000 Hz,
gradually increasing as the location of fiber origin shifted from tne anterior
end to the posterior end.

b) Seismic Endorgans

The dye tracing studies revealed that seismic afferents originate either at
the center (striolar region) of the lagenar macula or at any location on the sac-
cular macula, the most sensitive being saccular in origin (Koyama et al., 1982;
Lewis et al., 1982b). Purely-seismic lagenar afferents originated at the very
center of the striola; lagenar afferents exhibiting both seismic and gravity
sensitivities all terminated both at the center and the edge of the lagenar
striola, the latter also being the site of origin of purely gravity-sensitive fi-
bers (Baird, 1982). No gravity-sensitive fibers were traced to the saccular mac-
ula, although many in the same major branch of the VIIIth nerve were traced past
the sacculus to the utriculus (Baird, 1982).

c) Bulbed Kinocilia

Hillman (1969) observed that most of the hair cells of the bullfrog sacculus
possess large bulbs at the distal ends of their kinocilia. The exceptions are a
few developing hair cells around the perimeter of the macula (Lewis and Li, 1973).
Similar bulbs are found in three other locations in the bullfrog inner ear (Lewis
and Li, 1975): all of the hair cells at the center of the lagenar striola pos-
sess bulbs; all but a few (lateral-most, developing) hair cells of the amphibian
papilla possess bulbs; and all of the hair cells of the medial-most four or five
rows of the basilar papilla possess bulbs. Interestingly, to date all of the
functionally-identified afferents traced to the basilar papilla have originated
from one or more of these rows. The only other kinociliary bulbs in the bullfrog
ear occur on a few scattered hair cells of unknown function along the center of
the utricular striola. Thus bulbed hair cells are strongly linked to both audi-
tory and seismic sensitivity, providing a common denominator between the two.
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4. SOME SPECIFIC PHYSIOLOGICAL OBSERVATIONS

a) Saccular Afferents with Moderate to High Resting Discharge

Qualitatively, the phase histograms of Figure 1 apparently are typical of
all bullfrog seismic afferents that have moderate to high mean resting spike
rates. At high stimulus intensities, response spike rates saturate at one per
stimulus cycle for high frequencies (>40 Hz) and two or more per stimulus cycle
for lower frequencies. When the stimulus intensity is reduced sufficiently, the
histogram reflects a linear ac component at the frequency of the stimulus, super-—
imposed on the background discharge—- which in turn can be taken to comprise a dc
(mean) component plus noise. From the ac component one can identify a small-
signal, linear transfer ratio (defined to be the ratio of the peak amplitude of
the ac response to the peak amplitude of the stimulus). The fiber of Figure 1
was especially sensitive, exhibiting a linear transfer ratio of approximately
1500 spikes/sec per cm/sec? at 60 Hz.

Fig. & (below). Small-signal linear

transfer ratio (instantaneous spike
rate/acceleration) plotted against
stimulus frequency for a seismic
afferent fiber from the bullfrog
sacculus
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Fig. 1. Phase (cycle) histograms from a O
bullfrog saccular afferent fiber (unit gg X
081282-4). Stimulus frequency = 60 Hz. ~
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The transfer-ratio tuning curves of
saccular afferents varied markedly from fi-
ber to fiber, with 3-dB bandwidths ranging
from less than 10 Hz to more than 80 Hz, 10~ X
typically centered about frequencies below l 1 | )
100 Hz. These tuning curves invariably ex- 20 40 80 160
ibited e igh-
hibit xtremely steep high-frequency FREQUE NCY (HZ)

rolloff, exemplified by that in Fig. 2,

which approaches 40 dB/octave-- indicative

of linear dynamics of order seven or more. Some fibers exhibited 3-dB bandwidths
extending an octave or more beyond the approximately 50-Hz corner frequency of
the unit of Fig. 2. For example, unit 121382-4 exhibited a bandwidth extending
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from less than 10 Hz to approximately 100 Hz, with small-signal, linear transfer
ratios at 10, 20, 40, 60 and 80 Hz all lying between 170 and 240 spikes/sec per
em/sec2., Low-frequency rolloff often began well above 20 Hz. Unit 121382-2, for
example, exhibited a 3-dB bandwidth extending upward from approximately 35 Hz, the
small-signal, linear transfer ratio at 20 Hz being down 12 dB from its midband
value of approximately 1000 spikes/sec per cm/sec®. Thus, the dynamics of saccu-
lar afferents seem not to be determined by a common mechanical filter.

b) Seismic Afferents with Low Resting Spike Rates

In seismic afferents with low resting spike rates (i.e., much less than one
spike per sec), every response of necessity included a dc component, which inher-
ently is nonlinear (i.e., is generated by even-order distortion). Small signal
responses exhibited strong phase preference with respect to the stimulus sinusoid
at all stimulus intensities, but both peak and mean (ac and dc) response ampli-~
tudes (instantaneous spike rates) increased as the stimulus amplitude (peak accel-
eration) raised to the 2nd power, occasionally with conspicuous higher-power com-
ponents as well. For example, at approximately the middle (50 Hz) of its sensi-
tivity band, lagenar unit JH02-010 exhibited dc levels of 2.80 spikes/sec in re-
sponse to 0.2 cm/sec? acceleration and 18.4 spikes/sec in response to 0.5 cm/sec?.
Saccular unit 072982-2 exhibited an extremely narrow sensitivity band (10-dB band-
width less than 10 Hz) centered at approximately 90 Hz and a broader band (3-dB
bandwidth approximately 20 Hz) centered at approximately 40 Hz. At 90 Hz, the
unit exhibited dc levels of 1.32 spikes/sec in response to 0.2 cm/sec? and 15.6
spikes/sec in response to 0.7 cm/sec?. Apparently consistent presence of higher-
order terms (in addition to a quadratic term) is exemplified by the transfer ratio
of lagenar unit JH02-004, whose sensitivity was greatest in the vicinity of 120
Hz. It exhibited the following dc responses at that frequency: 0.71 spikes/sec at
0.07 cm/sec?, 6.8 spikes/sec at 0.2 cm/sec?, and 55 spikes/sec at 0.5 cm/sec?.

c) Auditory Afferents

Amphibian papillar units typically exhibited very low resting spike rates
(less than 1 spike/sec). Therefore, once again, every response included a non-
linear (dc) component. Auditory afferents with CFs below 500 Hz exhibited con-
spicuous linear ac responses superimposed on the dc responses, as exemplified by
the phase histogram of Fig. 3, generated in response to 0.75-sec tone bursts, 10
dB above threshold (see next paragraph) at CF (440 Hz). The unit of Figs. 3 and 4
was the most sensitive amphibian-papillar fiber we have identified so far. Its
small-signal linear transfer ratio (from Fig. 3) was approximately 5000 spikes/sec
per dyne/cmz. A unit with CF = 425 Hz, on the other hand, exhibited only margin-
ally identifiable ac response (on a large dc component) when stimulated at CF, 10
dB above threshold. Thus the relative amplitude of the ac response was not simply
related to frequency. This may be due to the fact that some amphibian-papillar
afferents innervate hair cells of one polarity only, others inmervate hair cells
of opposite polarities (Lewis et al., 1982a). The latter should exhibit partial
cancellation of linear (and other odd-order) response components. Basilar-
papillar fibers all innervate hair cells of one polarity only; yet to date we
have found no evidence of a linear, small-signal response in any of them, even at
relatively low stimulation frequencies (less than 500 Hz).

For amphibian papillar units that were essentially silent at rest, the coor-
dinates of a threshold point were taken to be the f}equency and amplitude of the
first 0.4-sec tone burst producing spikes during a descending or ascending fre-
quency sweep. For frequencies above CF they were established on descending
sweeps; for frequencies below CF they were established on ascending sweeps. The
shapes of threshold tuning curves so derived varied markedly from afferent to
afferent; that of Fig. 4 cannot be called typical. Indeed, it was extraordinary
inasmuch as it was taken from the most sensitive amphibian papillar unit we have
identified so far. Other amphibian papillar units with comparable semsitivities
exhibited similarly steep rolloff at high frequencies and similar low-frequency
tails. Units with considerably higher thresholds at CF typically exhibited more
symmetric tuning curves, with more gentle rolloff at high frequencies. Using the
Megela-Capranica (1982) protocol (tone bursts at CF, 10 dB above threshold, 10-ms
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rise times), we found that almost all auditory afferents (including that of Figs.
3 and 4) exhibited a high probability of response within the first few cycles
(long before the tone burst was fully on), indicating that the gradual aécumula-
tion of excitation typical of high-Q resonant systems was not present.
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Fig.3 (left). Phase histogram of an
auditory fiber from the bullfrog am-
phibian papilla, stimulated at CF,
10 dB above threshold

Y 25 S0 75 100 Fig. 4 (above). Threshold tuning
PHASE (% OF CYCLE) curve of the unit of Fig. 3
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GENERAL DISCUSSION

KIM:
Is there correlation among the sensitivity at CF, the sharpness of tuning and
the number of hair cells innervated by one neuron in the saccule?

E.R. LEWIS:

In order to collect data from many axons, we have carried out most of our quan-

titative studies of seismic sensitivity without dye (unambiguous dye-tracing is

limited to one fiber per animal). We soon will resume dye-tracing studies in the
sacculus, at which time one should be able to answer your fascinating question.

FETTIPLACE:
Could the square~law dependence on stimulus amplitude of the seismic afferent
discharge be due to the exponential transfer function of the afferent synapse?

E.R. LEWIS:
The stimulus-response relationships we find are very close to

R=82 for $>0; R=0for §<0

where R is response amplitude and S is stimulus amplitude. Therefore a candidate
function should possess a Taylor's expansion (about some point) in which the zero-
degree and first-degree terms, f (x ) and f' (x ) (x-x ), are negligible in com—
parison to the second-degree term f '(xo) (x—XOSZ/Z. For the function

£(y) = -1 ;5 y = XX

2
we have f(y) =~ ay + (ay) 4 oreereecaan
in which case the secofid-degree term begins to dominate as ay becomes greater
than two. Unfortunately, as this takes place the third-degree term (ay)~/6 also
becomes prominent. We see no evidence of cubic components in the observed stimu~
lus-response relationship, leaving us with a puzzle indeed.

DE BOER:
Did you monitor the physiological condition of the animal? Do you encounter more
insensitive units near the end of the experiment?

E.R. LEWIS:

The one parameter we monitor is blood flow to the immer ear, and our resolution
of that is crude ("rapid flow of RBCs through arteries to the ear" vs "sluggish
flow" vs "no flow"). We typically record for 40 to 60 minutes from a single axon.
Over that period of time we have seen no obvious changes in either sensitivity

or tuning. Nor have we noted any obvious trends with respect to tuning or sensi-
tivity as we have proceeded from unit to unit over our typical five to eight hour
experimental sessions with individual animals. In the series of four units
(032283-1 through 032283-4) presented in my talk, the peak sensitivity increased
by a factor of six from the first unit studied to the third then remained high

in the fourth. The units were studied for approx. one hour each. In other animals
the most sensitive units were found first rather than last. We have not looked
for subtle trends.

GUMMER:

1. How does the shape and, in particular, the CF of a tuning curve obtained from
the mean firing rate compare to that obtained from the relative modulation depth?
2. In this frequency range would you expect ongoing neural filtering to contri-
bute significantly to the shape of your tuning curves and therefore complicate an
interpretation in terms of a cochlear tuning mechanism.

E.R. LEWIS:

1. So far I have taken small-signal, linear-transfer ratio tuning curves only for
seismic axons with substantial background discharge; and for those same units I
have not taken separate tuning curves in the nonlinear range (i.e., not for sti-
muli producing sufficient even-order distortion to cause clear shifts in mean
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firing rate - even a few spikes per second). However, the small-signal linear
transfer ratio for linear seismic axons remains essentially constant for modula-
tions of spike rate ranging from zero to nearly 100Z. Thus, conspicuous effects
of nonlinearities (principally even-order harmonic distortion products) first
appear at response levels close to 100%Z modulation. From this I infer that tuning
curves based on criterion changes in mean firing rate would be qualitatively si-
milar to those based on small-signal, linear responses. However, depending on
whether the stimulus frequency is greater or less than the mean resting spike
rate, the mean spike rate may shift up or down as 1007 modulation is exceeded.
Thus the criterion changes must be double valued in order to yield reasonable
results.

2. Following a depolarizing event (e.g., a spike or a volley of EPSPs) one expects
an axon to undergo highly-damped oscillation of excitability. This expection ari-
ses from the observations of positive and negative afterpotentials in various neu-
rons and from the theoretical consequences of the Hodgkin-Huxley model for the
stellate axons of Loligo. Whereas the first half cycle of oscillation (the period
of classical relative refractoriness) always becomes significant at high spike
rates, subsequent components usually seem to be very subtle. Spike interval histo-
grams for the resting discharges of the auditory and seismic axons described in
my paper, for example, reflect an aperiodic spike-initiation process and exhibit
no conspicuous contributions (e.g., conspicuous multiple modes) from oscillating
axonal excitability. The mean and the single obvious mode of resting spike inter-
val, on the other hand, presumably reflect the effects of relative refractoriness
(among other things). However, the peak modulations used by me to compute small-
signal linear gain seldom exceeded ten spikes per second, even at high stimulus
frequencies. Therefore, I expect the influence of relative refractoriness on
small-signal linear tuning curves to be subtle. Basically, I believe we are ex—
periencing simply stimulus—induced, weak periodic modulation of an essentially
aperiodic process. However, your question definitely will provoke a more careful
examination of spike-interval data by me.

R.S. LEWIS:

As you know, Jim Hudspeth and I have found that hair cells in the excised bullfrog
sacculus show spontaneous electrical oscillations, reaching 5 - 10 mV peak-to-
peak. Assuming that this behaviour extends to cells in the animal, can you suggest
how the frog detects threshold-level vibrations, which would add only a small
change in hair-cell membrane potential to this large spontaneous noise level?

E.R. LEWIS:

I am not sure what levels of seismic stimuli are detected by the bullfrog. How-
ever, in the few linearly-responding sacculus axons in which I have analyzed the
resting noise, I found that the rms deviations of instantaneous spike rates from
the mean resting spike rates were of the order of several tens of spikes per sec.
Peak linear transfer ratios of the same axons were of the order of several hund-
red spikes/sec per cm/sec2. Thus the instantaneous-spike-rate representation of
the seismic stimulus is equal to the spike-rate noise amplitude when the stimulus
amplitude is of the order of tenths of cm/sec4. If the noise is only weakly cor-
related from axon to axon, then signals and noise from approx. 100 fibers of this
type could be summed to yield a system in which signal and noise amplitudes were
equal for stimulus amplitudes of the order of hundreds of cm/sec? (e.g. tens of
Angstrom of peak vibrational amplitude). Pursuing the matter in a more rigorous
manner, we need to compare the values of the parameters of resting spike rate noi-
se with those of typical hair-cell electrical noise. This would be most revealing
for dye-filled axons for which the numbers of innervated hair cells have been de-
termined. We should look for relationships that might exist between the linear
transfer ratio of an axon and its resting noise level. We should try to determine
behaviourally the intensities and spectral qualities required for significant de-
tectability of seismic signals by bullfrogs.
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KLINKE:

How do you define the difference between seismic and acoustic sensitivity? In the
auditory nerve of caiman we also fouynd fibres with CF of 30 Hz, possibly even
below, but these were the limitations of our acoustic system (Klinke and Pause,
Exp. Brain Res. 38, 137, 1980).

E.R. LEWIS:

We define seismic sensitivity as responsiveness to substrate-borne vibration,
auditory sensitivity as responsiveness to airborne sound. The problem, of course,
is stimulus-mode isolation; we must be sure that applied substrate vibrationms are
not inducing airborne sound of sufficient intensity to elicit response, and

vice versa. We have done this by careful calibration of our stimulus apparatus.

LANGNER:

I like to add that the European water frog (Rana temporaria) is also highly sensi-
tive to substrate vibrations. In the Torus semicircularis or at least nearby I
recorded units responding vividly, e.g. to tiny vibrations due to a drop of a small
piece of a paper towel from a hight of 5 cm onto the heavy recording table.
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1. INTRODUCTION

The amphibian inner ear is unique among vertebrates in that it contains two
separate auditory organs: the amphibian and basilar papillae. Each organ has its
own complement of hair cells and overlying tectorial membrane. However, neither
organ possesses a basilar membrane or two populations of sensory receptor cells
corresponding to inner and outer hair cells. The polarization patterns of the
hair cells of both the amphibian papilla (a.p.) and the basilar papilla (b.p.)
are a complex function of sensory surface geometry and for the most part are
family- if not species-specific (Lewis, 1978). Despite the distinctive inner ear
morphology of amphibians, FTCs obtained from auditory nerve fibers in the frog
have shapes similar to those of comparable CFs recorded from the eighth nerves of
fish, reptiles, birds and mammals.

Selective lesioning and dye tracing experiments have demonstrated the
existence of three populations of fibers originating in the inner ear of the
American bullfrog, Rana catesbeiana (Feng et al., 1975; Lewis et al., 1982). The
low- and mid-frequency populations have their CFs below 1100 Hz and derive from
the a.p., whereas the high-frequency fibers innervate the b.p. and have their CFs
above 1200 Hz. The ability of single auditory fibers to "follow" click trains
presented at rates up to 150/s has been demonstrated in the bullfrog (Frishkopf
et al., 1968) and up to 250/s in the spadefoot toad (Capranica and Moffat, 1975).
Although the suggestion has been made that amphibian auditory nerve fibers are
capable of phase-locking to low-frequency sinusoidal stimuli (Feng, 1982), neither
phase-locking per se nor its frequency dependence has been directly demonstrated.

We now report the results of a study of frequency selectivity and phase-
locking by auditory fibers in the eighth nerve of the neotropical treefrog,
Eleutherodactylus coqui. This species also possesses three auditory fiber popula-
tions (Narins and Capranica, 1976, 1980). Phase-locking is described for
amphibian auditory nerve fibers which, like mammalian fibers, can occur in
response to stimuli presented as much as 10-15 dB below their discharge rate
threshold determined by their FIC. In addition, we show quantitatively that
phase-locking in E. coqui falls off monotonically with stimulus frequency such
that fibers innervating the both the a.p. and the b.p. are capable of reliable
phase-locking to sinusoidal stimuli only up to 0.9 kHz.

2. METHODS

Adult E. coqui were placed ventral side up on a rigid platform, immobilized
with d-tubocurarine chloride and topically anesthetized with Lidocaine prior to
surgical exposure of the auditory nerve. Conventional glass micropipettes filled
with 3M KCl were used to record from single auditory fibers. The preparation was
placed inside a sound-proof chamber (Industrial Acoustics 1202A) which was
maintained at a constant temperature of 230-240C,

A brass housing was specially constructed in order to accomodate a Beyer
DT-48 earphone for sound presentation and a Bruel & Kjaer 4134 microphone used to
monitor and calibrate the stimulus. The output port of the housing accepts a
short length of rubber tubing which was sealed around the frog's eardrum with
silicone grease, creating a closed-field acoustic delivery system. The system
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was calibrated before each experiment and its frequency response equalized such
that it was flat (+ 2 dB) from 0.05-6.40 kHz.

When a single fiber was isolated, its FTC was obtained using an automated
threshold-tracking paradigm (Liberman, 1978; Evans, 1979). FTCs were determined
using frequency increments of 1/40 octave and intensity increments of 1 dB. The
test stimulus was a low-distortion, 50 ms tone with 5 ms rise-fall times presented
once per 160 ms. Two FTCs were obtained in succession by sweeping through a five
octave frequency range approximately centered on the CF; first from high to low
frequencies, and then in the reverse sweep direction. These two curves were then
merged and smoothed using a Hamming window of about one-third octave. LF and HF
cut-off slopes were estimated by the slope of the least-squares regression lines
through the threshold points between 10 and 25 dB above the unit's best threshold.
In addition, period (cycle) histograms were generated using the positive—going
zero—-crossing of the stimulus waveform to trigger a fast data acquisition unit
(Cambridge Electronic Design, Ltd., model 502). Period histograms were obtained
for CF stimuli at a series of intensities and at as many additional frequencies
and intensities as time would allow. Vector strength (Goldberg and Brown, 1969;
Woolf et al., 1981) was calculated for each period histogram. A conservative

criterion for significant phase-locking of V.S. 0.4 for at least 20 spikes was
adopted.

3. RESULTS AND DISCUSSION

a) Frequency Threshold Curves

We have determined FTCs with a high resolution technique to examine their
shape, sensitivity and variability and to correlate these physiological measures
with observed morphological and mechanical properties of the peripheral auditory
system. Fig. 1 shows a family of typical FICs obtained from several E. coqui.
Low-frequency peripheral auditory
fibers (CFs below 0.6 kHz) in the
1 treefrog having best thresholds in
] the range of 30-90 dB SPL exhibit
FTCs which are symmetrical when
plotted on a logarithmic frequency
scale. Mid- and high-frequency-
{ sensitive fibers (CFs between 0.5
and 3.3 kHz) tend to be more asym—
metrical, with high-frequency cut-
off slopes of up to 80 dB/octave
40t {1 and more gradual low-frequency
cut-off slopes typically about 25
dB/octave. This trend is confoun-
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THRESHOLD (dB SPL)

o3 605 o1 o2 65 "6 20 4o so ded however, by the unit's abso-
FREQUENCY (kHz) lute sensitivity since in general,
the least sensitive cells tend to
Fig. 1. Typical FTCs obtained from single be highly symmetric regardless of
eighth nerve fibers of adult male and female their CF (see also Lewis, this
E. coqui volume)., Fig. 2 illustrates the

relationship between the a unit's
FTC cut-off slopes and its CF. Fibers which innervate the a.p. (CFs < 1.35kHz;
N=32) show no significant difference (p>0.05) between their mean HF and LF cut-off
slopes (ISHF|=35-0 dB/octave;IgiF|=29,5 dB/octave). In contrast, b.p. fibers
(CFs > 1.7 kHz; N=35) have significantly greater (p<0.001) mean HF cut-off slopes
than LF cut-off slopes ( [Syp| =45.7 dB/octave; ELF|= 23.4 dB/octave). Direct
mechanical measurements of middle ear transmission in amphibjans suggest that a
portion (30 dB/octave) of the steep high-frequency roll-off may be explained by
the low-pass characteristic of the anuran middle ear transfer function (Saunders
and Johnstone, 1972; Moffat and Capranica, 1975). On the other hand, the greater
relative skew (IHF cutoff slope/LF cutoff slopel) of high-frequency sensitive
neurons may be indicative of different modes of stimulation or receptor/meural
responsiveness of the a.p. and b.p. fibers in amphibians.
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b) Phase-locking Characteristics
Our motivation for investigating
phase-locking by auditory fibers in
frogs is the fact that most anuran com-—
munication signals have their principal
frequency components < 6.0 kHz. In
this range phase-locked responses could
potentially (a) code information con—
cerning the stimulus frequency (Fay,
1978a,b), (b) increase the dynamic
range of a fiber (Evans, 1980), and/or
(¢) provide cues for localization of
the stimulus in space (Barrett, 1981),
Fig. 3 shows the ability of a single
a.p. fiber to phase-lock to continuous
tones at its CF (a-c) and 0.64 octave
above its CF (d-f). This fiber was
typical of a.p. fibers in that signi-
ficant phase-locking occurred in re-
sponse to CF tones presented at a level
below its discharge rate threshold
(Fig. 3C). Mammalian (Rose et al.,
1967; Evans, 1980) avian (Sachs et al.,
Fig. 2. Low-frequency cut-off slopes (a) 1980) and fish (Fay, 1978a) auditory
and high-frequency cut-off slopes (0) of mnerve fibers are capable of phase-
FTCs of 67 eighth nerve fibers as a func- locking to low-frequency tones presen—
tion of CF for the treefrog, E. coqui ted as much as 20 dB (mammalian) and
10-15 4B (birds and fish) below their
discharge rate threshold. Thus, altering the temporal pattern of firing in re-
sponse to a low-level tone with no concomitant increase in discharge rate appears
to be a characteristic common to at least four vertebrate classes.
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Fig. 3. Center, FTC for an a.p. fiber with a CF=0.49 kHz at 64 dB SPL. The
pertod histograms were recorded in response to 5-8 seconds of continuous tone at
0.50 kHz (a-c¢) or at 0.77 kHz (d-f). Spikes are accumulated over every second
cycle of the stimulus. Stimulus intensities in dB SPL and resulting vector
strengths (a) 109, 0.77, (b) 89, 0.74, (c) 59, 0.62, (d) 109, 0.72, (e) 89,
0.58, and (f) 79, 0.41. Histogram bin widthe: 10°
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Fig. 4. Vector strength of phase-
locking as a function of stimulus
frequency for six a.p. fibers from a
gingle male E. coqui. Vector
strengths (N=81) were determined
from period histograms collected at
various frequencies; stimulus levels
used were between 5 and 65 dB above
rate threshold for each test fre-
quency. Histograms (bin widths:
10°) were derived from either

2000 or 4000 cycles of the stimulus
tone, in which spikes were accum-
ulated during every second cycle.
The test frequencies (kHz), stimulus
levels (dB SPL), and the vector
strengths for the resulting period
histogrames shown are (a) 0.13, 75,
0.97, (b) 0.41, 85, 0.72, (c¢) 0.70,
105, 0.42, and (d) 1.01, 105,

0.13

360

The frequency-dependence of phase-locking, however, appears to be a

class-dependent or even a species-dependent phenomenon.

line (r=0.89) through the data in Fig.
calculated for period histograms for a
monotonically with stimulus frequency.
never observed at any stimulus level
at test frequencies greater than 0.9
kHz. TFor a constant stimulus level
above threshold (15 dB), vector
strength was greater at frequencies
below CF than at frequencies at or
above CF for all units encountered.
Moreover, we found no systematic
correlation of vector strength with
stimulus intensity within a unit's
response area. Preliminary observa-—
tions of basilar papillar fibers
suggest that if their frequency re-
sponse range includes frequencies
below 0.9 kHz, then phase-locking

may also be observed in these fibers
(Fig. 5). Thus, phase-locking does
not appear to be an exclusive pro-
perty of the a.p. but depends rather
on the extent of a fiber's low-fre-
quency sensitivity, irrespective of
its peripheral origin.

The 0.9 kHz upper frequency
limit for phase-locking in the tree-—
frog is similar to that described for
goldfish (1.0 kHz, Fay, 1978a,b) and
the Tokay gecko (0.6-0.8 kHz, Eatock
et al., 1981)1, but significantly
lower than the 6.0 kHz cut-off for
birds (Sachs et al., 1980) or the
4.0~-5.0 kHz upper limit in mammals

1 the caiman, phase-locking has been

The best-fit regression
4 illustrates that vector strength

.p. units in the treefrog falls off

Significant phase-locking (V.$.>0.4) was
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Fig. 5. FTC (unsmoothed) of a b.p. fiber
with a CF of 2.6 kHz at 68 dB SPL. a) a
tone presented at 15 dB above threshold
at 0.74 kHz resulted in a period histogram
with a vector strength of 0.40 whereas in
b) a tone at 15 dB above threshold at 3.0
kHz resulted in a histogram with a vector
strength of 0.17. Thus, b.p. fibers in
the frog are capable of significant
phase-locking at low frequencies

(<0.9 kHz)

demonstrated up to 1.5 kHz (Klinke and

Pause, 1980); its existence at higher frequencies is uncertain at this time.
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(Riang et al., 1965). The close agreement of the upper frequency limits for
phase-locking in fish, amphibians and reptiles does not reflect the disparate
structural organizations of their inmer ears (Fay and Popper, 1980; Wever, 1976;
Miller, 1973a,b). Thus, we doubt that specific structural limitations on the
auditory systems of fish, amphibia and reptiles are likely to account for the
similar low upper frequency limits for phase-locking in these groups. We propose
instead that the dichotomy in the frequency range of phase-locking between
birds/mammals and other vertebrates (fish, amphibians, reptiles) is a
manifestation of the evolutionary dichotomy between endothermy and ectothermy.
That is, we suggest that the evolution of endothermy was accompanied by
concomitant changes in the physiological or membrane properties of the receptors
which permitted the increase in the upper limit of phase-locking in these
vertebrates. A similar dichotomy between mammals and nonmammalian vertebrates
has been suggested by Eatock and Manley (1981) for temperature-dependent tuning
shifts of auditory nerve fibers. We believe that our phase-locking data may
reflect another indication of a basic difference in receptor function between
these two vertebrate groups.
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GENERAL DISCUSSION

EGGERMONT

I wonder if the 900 Hz boundary of phase locking in your experimental animal
(studied at 22 - 24°C) together with data from Klinke and Pause (Exp. Brain Res.
38, 137, 1980) in caiman (upper limit 1500 Hz at 28°C) and our own results in
Rana temporaria (upper limit 350 Hz at 15°C) point to a main effect of tempe~
rature. Including the 4 - 5 kHz upper boundary in mammals (38°C) one tentatively
arrives at a temperature coefficient (Q1p) of about 3. This could point to syn-
aptic mechanisms as the limiting factor, e.g. as found in the time jitter of the
transmitter release.

TEN KATE: 2
Have you used any statistical measure like L = 2nR” (n = number of spikes;

R = vector of synchronization) in order to know, whether the phase-locking of the
neurones were statistically significant or not ?
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NARINS:

Our criteria for significant phase-locking was based on obtaining a vector
strength of greater or equal to 0.4 for a minimum of 20 spikes. In most cases,
however, these criteria were far exceeded.

KIM:

Is the phase locking behaviour for various frequencies similar between neurons in
the basilar papilla and in the amphibian papilla?

NARINS:
To date, we have not collected enough data on phase-locking of basilar papillar
fibers to make such a comparison, but this is planned.

KLINKE:

Let me extend your reference to temperature studies. We have further studied this
phenomenon in caiman, pigeon and guinea pig, using temperature changes over more
than 20°C. There is a significant change of CF (eventually more than 2 octaves)
to lower values with lower temperature in caiman and pigeon without significant
elevation of threshold except for extreme temperatures (Smolders and Klinke,
Arch. Otolaryngol. 234, 187, 1982; Schermuly and Klinke, Pfliigers Arch. Suppl.
394, R 63, 1982). In the guinea pig the main effect of a temperature decrease is
an elevation of threshold and only a small CF shift to lower values (Gummer and
Klinke, in prep.). These studies were all done with fibres below 1 kHz CF and are
thus comparable. So the dichotomy in cochlear mechanisms I was mentioning yester—
day in relation to Furosemide appears to be between mammals and submammalian ver-
tebrates.



ON THE FREQUENCY-DISTRIBUTION OF SPONTANEOUS COCHLEAR EMISSIONS
W. Fritze

2nd Department of ENT, University of Viemna, Medical School
Head: Prof. Dr. K. Burian
A-1090 Vienna, Garnisongasse 13

The method used by the author is distinct from the usually employed pro-
cedures: In a camera silens the subject lies comfortably and relaxed on a bed.
The microphone (B & K 4145) is freely suspended at the entry to the external
auditory canal (Fig. 1). While the system should be very sensitive, the entire
acoustic output from the auditory canal should be captured rather than a limited
section of it. Although the sound-flow from the auditory canal is widened to the
membrane, little energy is lost.

After the signal has passed a pre—amplifier (B & K 2619), it is subjected
to Fourier transformation outside the camera silens (B & K 2033). The averaged
spectra are then transferred to a computer for
storage and plotting. For the sound exposure experi-
ments a Synthesizer Exact 605 with a loudspeaker
Peerless KO4OMRF, which is coupled to the ear, is
used.

The camera silens is suited for frequencies
from about 1 kHz upwards. For 400 lines, the
background noise in the frequency range of interest
is —-13 dB. When 4.000 lines are computed, the noise
level is about 10 dB lower. This difference is due
to the fact that the machine computes a power
spectrum: When changing from a 400 to a 4.000 line
spectrum, the energy of 1 line is alloted to
10 lines.

SPONTANEOUS COCHLEAR EMISSIONS

The frequency spectrum of spontaneous
cochlear emissions was described by several
researchers (among them Zurek, 1981, Wit et al.,
1981, Grandori, 1983, Fritze, 1983).

The author had an opportunity to examine the
right ear of subject K.B. (negative history, normal audiogram, 20 years old),

68 times within a period of 13 months. On 55 of the 68 examination-days spon-—
taneous emissions were recorded. Their intensity varied from just above the
system noise level to 11 dB rel. On 13 days emissions were absent. The frequen-
cies of these emissions varied between 1633 and 1650 Hz. However, the variations
failed to show any specific pattern, in particular, there was no trend towards
one of the two frequencies. While the subject had spontaneous emissions from the
right ear, an acoustic output from the left ear was not demonstrable.

Fig. 2 shows the audiogram of another subject (M.V.) aged 48 years who re-
peatedly suffered from episodes of hypotension (venticular septum defect). From
the right ear spontaneous emissions were recorded at about 1.780 Hz on 12 dif-
ferent days. As in the previous case frequency shifts were observed. The fre-
quency—-centered and averaged spectrum is shown in Fig. 3. It is characterized
by a narrow frequency profile, while the base is somewhat wider. Apparently,
there is poor synchronization at the margins of a more extended area, which ex-
plains the wider base: at the margins of this area frequencies are some Hz lower
or higher. Another conspicuous feature is that the base of the emission imper-
ceptibly fades into the base line. This base line is tantamount to the noise

Fig. 1.
Position of the microphone
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level of the system and is generated by the microphone, as can easily be demon -
strated by zero testing. If the cochlea has any basal activity of its own, this
would not seem to be appreciably below the resolution of the microphone used, at
least not in the vicinity of the emission.

INVESTIGATION OF PATIENTS

Three groups were investigated:

1. Normal subjects with normal audiograms and a negative history:

In 21 subjects 37 ears were examined. Of these 37 ears, 7 had spontaneous
emissions. From 1 ear two emissions were recorded.

2. In 12 patients with minor inner ear deafness the right ears were examined.
Seven of these 12 ears showed cochlear emissions. In 5 several emissions
were demonstrable.

It seems to be noteworthy that in this group of persomns spontaneous emissions
are to be seen much more frequently than in the group of the '"normals".

3. In 12 patients with severe inner ear deafness (30 dB and more) no emissions
were found to be present.

{
|

\

_0 0 21.5 DB REL
; 10 10
@
a 20 N - 20
W
S 30 o by = — 30
8
o 40 \ [ 40

125 250 500 1000 2000 4000 8000

FREQUENCY IN HERTZ (Rz)

Fig. 2; Audiogram of subject M. V.,
aged 48 years. Sites of spontaneous
emissions are marked by arrows

Fig. 3. Cochlear emission at about
1.780 Hz in subject M. V. (right ear);
frequency—-centered and averaged from
12 sittings

This implies that the critical level for cochlear emissions is about 25 dB.
On the other hand it seems logical to assume that normal subjects with cochlear
emissions have some minor cochlear lesion. Histological studies have shown (see
Schuknecht, 1974) that even a substantial loss of hair cells, particularly of the
outer hair cells, need not be associated with an appreciable reduction of the
auditory perception threshold in the audiogram. This and the above critical level
for the occuxzrence of emissions suggest that areas of damaged outer hair cells are
prominently involved in this mechanism.
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COCHLEAR EMISSIONS AFTER SOUND EXPOSURE

Assuming that the cochlear emitting sites are damaged rather than destroyed,
acoustic stimulation can be expected to produce some effects. Figs. 4 and 5 show
2 pertinent experiments.

As can be seen, the emissions tend to become less prominent or disappear al-
together depending on the (interindividually quite variable) sound energy applied.
They recur after a variable recovery phase; however, their frequency is somewhat
shifted downward and their shape is different, as if '"deformed". In one instance
a double-peaked emission was recorded. (It may be of interest to note that the
distance between the two peaks — in anatomical dimensions - corresponded to the
distance between two hair cells.) In addition to the disappearance and recurrence
of the original emission 1 to 2 other emissions were usually found to occur in
the adjacent frequency range. These tended to disappear again as the original
emission returned. On repeated sound exposure these "secondary emissions" recurr-
ed at the same site.

Sound exposure apparently interferes with the capability of synchronisation
within the cochlea: From a cochlear area from which signals are normally syn -

chronized to give one emission, two emissions are produced at sites which are
particularly active.

DISCUSSION

Spontaneous cochlear emissions apparently reflect cochlear dysfunction due
to cochlear lesions, with presumably physiologic synchronization occurring spon-—
taneously, i. e. without acoustic stimulation.

. A closer analysis of the evoked cochlear emissions, which have been studied
in many centers, will show that these, just like the spontaneous emissions, are
excellently reproducible. This prompted some authors (Johnsen & Elberling, 1982,
Wit et al., 1981, Grandori, 1983) to regard them as "finger print like" features.
But unlike finger prints, the emissions only relate to one ear and are not sym-
metrical on.both sides. In 1981 Wit and associates reported on the frequency re-
lations between spontaneous and evoked emissions. They found evoked emissions to
be by far more common than spontaneous emissions. However, the cochlear sites
from which spontaneous emissions originated were the same as those for evoked
events. As evoked emissions are not consistently recordable in normal subjects
(Johnsen & Elberling, 1982; Rutten, 1980; Grandori, 1983), it may well be that
those known evoked emissions so far originated from sites of cochlear damage.
This assumption is not necessarily refuted by the consistently recordable evoked
acoustic output in newborns found by Johnsen et al., 1983. In fact, what may be
attributable to cochlear lesions in adults may well be referable to the maturation
process in newborns.

If this assumption were right, it would by no means rule out emissions from
a normal cochlear area in the course of physiologic hearing. These could well be
related to the second filter. In the author's view the search for such emissions
would, however, need more sensitive microphones.

Acknowledgement: I gratefully acknowledge the valuable suggestions by Dr. L.U.
Kohlloffel.
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GENERAL DISCUSSION

TYLER:

We (Tyler and Conrad-Armes, Brit. J. Audiol. 16, 193, 1982) were unable to find
any correspondence between pathological sensorineural tinnitus and spontaneous
acoustic emissions. Do any of your hearing-impaired subjects have tinnitus, and
if so, can this be related to the emissions?

FRITZE:
In common there seems to be no correlation between subjective tinnitus and spon-
taneous cochlear emissions.

WIT:

After noise exposure secondary emissions appear. In both cases that you showed,
these emissions were almost exactly 100 Hz apart. Does this in your opinion have
any meaning ?

FRITZE:
Indeed, the difference is very similar (99 resp. 101 Hz). I don't see any syste—
matic effect in it as it was not reproducible in other subjects.

KEMP:

Concerning the day-to-day changes you showed in the emission frequency I believe
this could be due to mechanical changes in the middle ear rest position - caused
for instance by pressure.

The impedance of the cochlear windows play a major role in determining the fre-
quency at which spontaneous oscillation can occur, but the existence of a good
'echo'response at that frequency is essential to provide the energy. I agree
with you that frequencies which give especially good echo responses are probably
related to an untypical area of the-organ of Corti. The widespread existence of
echo responses leads me to suspect that a background level of response will be
found at all frequencies in healthy ears.

FRITZE:

I didn't check a possible influence of the middle ear, but increasing the re-
sonance-volume far above 15 em3 did not show any alteration of the frequency
(the resolution was 0.25 %).



A COMPARISON OF MECHANICAL NONLINEARITIES IN THE COCHLEAE OF MAN AND GERBIL
FROM EAR CANAL MEASUREMENTS

D.T. Kemp and A.M. Brown
Institute of Laryngology and Otology, Gray's Inn Road, London WCIX 8DA

With the increasing certainty that cochlear mechanics is the determining
factor in auditory sensitivity and frequency selectivity,we need to develop our
understanding of the evoked biomechanical responses of the cochlea just as we
have come to understand and use its electrophysiological responses. Here we com—
pare and contrast ear canal manifestations of cochlear biomechanics in human and
gerbil, and consider some parallels with the round window potential.

1. OTOACOUSTIC PHENOMENA AND COCHLEAR MECHANICS

The acoustic response of the external ear canal to sound is influenced by
mechanical events inside the cochlea. The bio-hydrodynamic reaction to cochlear
excitation at the oval window contributes two factors to middle ear dynamics - a
passive mechanical loading, and a complex nonlinear physiologically dependent
element.

The physiological element gives rise to otoacoustic phenomena the most stri-
king of which in primates is the 'cochlear echo' response to transient stimula-
tion (Anderson and Kemp 1979, Kewp 1982), and its continuous stimulation equiva-
lent (Kemp and Chum 1980). Intermodulation distortionm, results in another oto-
acoustic phenomenon - ear canal combination tones. This effect is present weakly
in man (Kemp 1979, Wilson 1980 ) but strongly in chinchilla, guinea pig and
gerbil, in contrast to a weak or undetectable stimulus echo effect in these ani-
mals (Kim 1980, Schmiedt and Adams 1981, Zwicker and Manley 19%1).

Do the apparently differing relative magnitudes of these two nonlinear
phenomena in different animals indicate independent origins? Are there real diff-
erences in the detailed auditory bio-micromechanics or are the levels obtained
externally, spuriously determined? What are the best otoacoustic emission para-
meters with which to investigate and monitor cochlear biomechanical activity?

As a first step towards answering these questions we set out to make exactly
parallel measurements of ear canal acoustic nonlinearities in human and gerbil
ears.

2, MEASUREMENTS AND TECHNIQUES

The sound field in the closed external meatus was recorded via a Knowles
microphone and analysed by a narrow band (5 - 0.5 Hz) hetrodyne analyser, tunable
and phase lockable to the stimuli or any combination tome. The amplitude and
phase of the selected component was recorded. Stimulation was tonal and continu-
ous. For human ears it was applied via two transducers incorporated in the meatal
probe. For gerbil (Meriones unguiculatus) the transducers fed sound into the
closed bulla. To minimise artefactual distortion product generation, each source
transducer was screened from its partner's output via a high acoustic resistance
element in the 10 mm feed tubes.

Two response components were examined. A nonlinear stimulus-frequency (NS)
response component was extracted from the ear canal sound pressure. This was
obtained by vector subtraction of the stimulus sound pressure in the presence of
a non-synchronous suppressor tone, of 10 dB greater intensity and 100 Hz greater
frequency, from the sound pressure measured during single tone stimulation. The
residual comprises any level dependent stimulus frequency component in the sound
field. The technique is a variation~of that used by Kemp and Chum 1980 to isolate
the continuous equivalent of the cochlear echo. In the present system the artefact
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level for this measurement was 55 dB below the stimulus.

The second component studied was the acoustic distortion product 2f1-f2
(DP). This was recorded in amplitude and phase, for two equal intensity stimuli,
f1 and £2. The artefact level was 75 dB below stimulus level. For both NS and
DP measurements the noise floor was -10 dB SPL. Responses were digitally
divided by the measured ear canal stimulus vector sound pressure, in order to
minimise the effects of transducer responses.

Response latency was determined from the rate of change in phase with
response frequency observed during a stimulus frequency sweep typically of half
an octave. For DP measurements, f1 or £2 was swept to give an f2/f1 ratio change
from 1.4 to 1.05. Figure 1 a—c shows raw frequency sweep data for DP.(See Kemp
and Chum 1980 for NST sweep data ).
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Fig. 1. Left. Raw data DP from frequency-sweep measurements-showing gerbil acou-
stic (a), cochlear microphonic (b), and human acoustic (e), intensity data
(solid line) and phase changes (broken line) with frequency, all wnder the same
conditions. Stimuli were - f1, 2330 to 2842 Hz at 70 dB SPL and f2 fized at

3500 Hz 70 dB SFL. Latency (the rate of change of phase with output frequency) is
1.4, 1.3, and 2.2 ms respectively. On the right are examples of gerbil DP in the
range shown left, under suppression by various tones at frequencies stated.
Reproductbility is good, (d) and both the CM and acoustic DP's behave similarly
(e & f)
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Fig. 2.a) Mean NS and DP intensity data as a function of stimulus intensity for
man (6 ears) and gerbil (DP 6 ears, NS 2 ears). The gerbil NS has a latent
(solid line) and a non-latent (dash-dot line) region. Individual ear's responses
were in the range % 6 dB of the means shawm. Stimuli frequencies were as in Fig.
1 for gerbil, but one octave lower for human data as this offered a greater
dynamic range for comparison. 2b) latencies measured under the same conditions
are shown. The use of 'waves delay' rather than ms, removes features due solely
to the frequency band. The high level gerbil NS is not shown. Its latency was
0.3 waves. The short dashed lines show DP latency for f2 changes, (one ear each).
The ratio of about 2 is not trivially due to the '2 f1' factor as we take the
ratio - 'change in DP phase/change in DP frequency'

Inherent tuning of the mechanism responsible for the DP and NS responses
was determined by constructing a -6 dB isosuppression tuning curve with the aid
of a computer-controlled suppressor tone of variable intemnsity and frequency.

A round window M signal was recorded from the gerbil and was subjected to
the same analysis as the ear canal acoustic signal to give a CMDP and a CMNS,

This study is ongoing. The data presented here is restricted in the
frequency ranges for which data is available for comparison.

3. RESULTS

The intensities of nonlinear acoustic ear camal components in the two ear
types are shown in figure 2a. The gerbil DP is 40 dB below the stimulus levels
with some evidence of a relative maximum at 60 dB SPL stim. In the human ear the
DP level is more than 20 dB lower, being 65 dB below the stimulus level.

The NS appears to be of comparable size in man and gerbil, but there are
two very differént NS components in gerbil. In man the relative NS level drops
consistently below the stimulus level by an additional 4 dB/10 dB stimulus
increase. In gerbil it drops 8 dB/10 dB stimulus increase (i.e. almost saturated)
up to a stimulus level of 40 dB SPL, then it increases rapidly by 10 dB/10 dB
(i.e. an absolute slope of 2). This accelerating gerbil NS component had almost
zero latency unlike the low level gerbil NS and the entire human NS.

Figure 2b shows the latency of NS and DP for gerbil and man. Gerbil res-
ponse latency is on average a factor of 3 less than that for human ears. The DP
latency for f1 and f2 sweep data differ but the means are compatible with the
NS latency for each animal.

In the gerbil CM response the DP component was present at a 20 dB greater
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all gerbils between 1 kHz and 10 kHz.
A good overall correlation between the
stmultaneously measured acoustic and
CM DP signals is demonstrated. CM DP
tuning curves mateh acoustic DP
curves

intensity relative to the linear stimu-
lus component. The CMDP latency was
found to be equal to or slightly below
the acoustic DP latency. The CMNS.
intensity was only 12 dB below stimu-
lation at 60 dB SPL and it remained at
a similar ratio for 40 dB stimulationm.
No latent component was identified.
Figure ld-e shows the progressive

suppression of the gerbil DP for
increasing suppressor intensities at
various frequencies. Also shown is the
suppression behaviour of the CMDP. Note
the similarity between the mechanical
and electrical DP properties (d & e).
Often the CM alone showed a hyper-
suppressibility as in le. Sometimes
interference effects showed on both CM
and AC DP suppression curves (1f).
Figure 3 summarises the close corres-
pondence between ACDP and CMDP
suppression characteristics. Both are
sharply tuned for suppression.

Figure 4 gives examples of acoustic
DP 6 dB iso-suppression tuning curves
for man and gerbil. The DP is most sus-—
ceptible to suppressors around f£2.
spreading to fl, but not especially to
suppressors at the DP frequency itself.
Note the high inter-animal consistency
(4a). We find gerbil Q10 dB to be lower

than for man (1.1:1.6) and the human curves to have steeper slopes. Human NST

suppression curves have previously been reported (Kemp and Chum 1980) for 40 dB
SPL stimulation. They exhibited maximum suppressibility 100 Hz above the stimu-
lus frequency and are sharper than the human DP curves obtained at 60-70 dB SPL,
with a mean NS' QIO dB of 5. The Q10 dB difference may be due in part to the
stimulation level difference and in part to the DP tuning curve being broad-~
ened by its two—tone origin. The dependence of DP QI0 dB on primary spacing will
be reported elsewhere. We have insufficient data as yet on gerbil NS' tuning,
but it appears the low level component is tuned, the high level one is not.

The gerbil acoustic DP, NS and CMDP responses fell by more than 20 dB
within three minutes of death as did the general stimulus CM potential.

4, DISCUSSION AND CONCLUSIONS

With the exceptions of the non-delayed gerbil high level NS component we
have been able to directly compare nonlinear acoustic behaviour in human and
gerbil ears in the frequency range 1 kHz to 4 kHz. It should be noted that this
range is the most sensitive for human hearing but not for gerbil.

Gerbil ear canal nonlinear mechanical activity is less sharply tuned and
exhibits less latency than man's. Such a latency-sharpness association is to be
expected from filter theory. The DP Q10 dB ratio, about 1:1.5 is less than the
1:3 latency ratio, but the Q10 does not fully incorporate the slope differences
important in determining latency. The shorter latency and smaller saturated
intensity of the gerbil NS perhaps explains the non-appearance of a cochlear
echo in this animal (Schmiedt and Adams 1981).

The NS/DP intensity ratios are very different in the two ear types. In
gerbil the low level DP and NST are roughly equal but in man the DP is 20 to 30
dB less than the NS. It is unlikely that this is due to frequency selective
middle ear transmission effects, as the frequencies involved are within 1 octave

85



86

KEMP and BROWN

of each other. We must conclude that the
two components are produced in different
proportions in the two ears. The very
different growth rates, i.e. saturating
NS versus linear DP, point to separate
generating mechanisms. However, a total
dissociation of origin is unlikely in
view of the broad agreement in NS and DP
latencies, tuning, and physiological
vulnerabilities.,

The CM study has revealed that the
DP component of the CM is closely assoc—
iated with its acoustic counterpart,
having similar tuning latency and
vulnerability. As would be expected from
the middle ear mechanics, the DP component
in the meatus is a smaller proportion of
the stimulus component than at the
cochlea itself. Their origin must be
highly localised on the basilar membrane,
and from the suppression data it seems
they strongly involve the f2 ‘(higher
frequency) site. We do not find evidence
in the suppression behaviour that the
echo (NS) process is an intermediate
stage in DP acoustic output in man as
suggested by Wilson (1980). We do find
that the latency of DP is unequally
contributed to by the two primaries in
keeping with generation at the f£2 site.

An unexpected outcome of this study
has been the identification of a rapidly
growing stimulus-frequency nonlinearity
in gerbil with very little delay (less
than 1/3 cycle). This obscures the weak
delayed NS above 40 dB stimulation. We
have not found this effect in man, but
have in each of the 4 gerbils used in NS
experiments. The component could not be
induced in a model gerbil ear using the
same transducers and instrumentation and
the response was present at the same
level in a gerbil with both tensor
tympani and stapedius muscles sectioned.
The response was abolished by death. We
are forced to conclude that this is a
physiological cochlear mechanical effect.

Fig. 4. Acoustic distortion product iso—
suppression tuning curve examples for
gerbil (a & b) and man (e). In a) the
stimuli were f1, 2650 Hz, f2, 3500 Hz at
60 dB SPL. Results from 5 different
animals are shown. F is the 2fi-f2
distortion product frequency 1800 Hz. In
b) a higher frequency stimulus pair is
used. The greater resolution in this plot
reveals a bimodal tuning curve as can be
obtained for man (c). Note the sharper
slopes in the human ear



Cochlear nonlinearities in man and gerbil 87

It may be that just as the round window potential NS obtained demonstrates the
well known fact that the mechanical-to-electrical conversion factor of the
cochlea is level dependent; so the acoustic NS demonstrates that the mechanical
input impedance of the cochlea is also level dependent. This is in keeping with
the idea of physiologically-maintained cochlear dynamics. The effect may be
present in man, but if it is of the same order of intemnsity as the DP, it would
be below current noise levels and masked by the stronger delayed NS., or cochlear
echo.

Although substantial qualitative similarities have been found between human
and gerbil otoacoustic nonlinear behaviour, major quantitative differences do
exist. We suggest that the nature and intensity of biomechanical energy release
from the cochlea is critically dependent on as yet unknown factors involved in
the mechanical amplificationprocess (Kemp 1979). It seems that stimulus
frequency and distortion product frequency escape depend on different parameters
of a common mechanism, which could be determined by species and/or best-frequency.
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GENERAL DISCUSSION

KIM:

Regarding the non-delayed emission in gerbil at high stimulus level, have you
examined the delay as a function of stimulus level? Does it abruptly change from
delayed to non-delayed? Is the behaviour different for different frequencies?

KEMP:

The delayed and nondelayed stimulus frequency component in gerbil seem to be
separate signals. In figure 2 we plotted a V~shape intensity function. We see a
mixture of the two responses at the transition region, with the delayed component
diminishing with level and the non-delayed increasing. There is mno discontinuity.

DE BOER:
Is it possible that the no-delay component is due to middle-ear distortion?
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KEMP:

The response was unaffected by sectioning both direct muscular attachments to
the middle ear in gerbil - so we have only to consider mechanical nonlinearity
in the non-muscle tissue comprising the middle ear system. It would not be sur-
prising if any such nonlinearity changed at death — but we found it went rapidly
to zero. To summarize, we cannot yet rule out the possibility that the gerbil
middle ear has or couples to sensitive level dependent components other than
muscles, which are physiologically vulnerable. Hopefully suppression tuning
studies will establish if the cochlea is this component or not.

EVANS:
Were the gerbils anaesthetized? Could this account for differences observed
between gerbil and human responses?

KEMP:

Gerbils were first anaesthetized with Nembutal, Phenoperidine and Droperidol:
Anaesthesia was maintained with just the first two. We saw no change in the res-
ponse components with varying depth of anaesthesia in gerbil. We have not per-
formed measurement on an anaesthetized human, so we cannot say that anaesthesia
has no effect on the response pattern, only that we have no reason to suspect
that as yet.



PSYCHOPHYSICAL ASPECTS OF COCHLEAR ACOUSTIC EMISSIONS ("KEMP-TONES'")
J.W.Horst, H.P.Wit and R.J.Ritsma

Institute of Audiology, University Hospital,
Groningen, The Netherlands.

1. INTRODUCTION

In 1958 Elliottreported that the normal audiogram may fluctuate strongly over
a few tens of Hz. This phenomenon was a.o. confirmed by V.d.Brink (1970), Thomas
(1975) and Kemp & Martin (1976). The last authors, intrigued by the high Q-factors
of the ripples in the audiogram, predicted active mechanisms as the cause of the
ripple structure. Indeed Kemp (1978) was able to show emissions from human ears.
Kemp (1979b) also investigated several subjective phenomena near absolute thres-—
hold. In particular he found strong loudness variations of low-level stimuli as a
function of frequency. He found the distance Af between consecutive maxima to be
smaller than the critical bandwidth: For frequencies above 1 kHz Af equals on the
average about 7% of the test—tone frequency. Schloth (1982) found from audiogram
measurements in the range 0.8 to 3 kHz that the mean distance between consecutive
sensitivity maxima is 90 Hz if only distances smaller than 200 Hz are taken into
account. Both Kemp and Schloth suggested regularity to be present in the fine
structure of the audiogram. Cohen (1982) investigated audiogram structure in re-
stricted frequency intervals. But, although she found strong variations in the
audiogram, she did not find any regular structure. The main aim of this paper is
to show that for subjects with pronounced emission peaks in the frequency spectra

for both ears no strong regularity can be found in the fine structure of the
audiogram.

2. METHODS

Click-evoked cochlear acoustic emissions were measured using the method
described in detail by Kemp (1979a). From the time averaged responses (1024
averages) frequency spectra were calculated using an FFT-algorithm (Wit,Langevoort,
and Ritsma, 1981).

Audiograms were measured with a computer~controlled Bék&sy-tracking procedure.
The subject was seated in a sound-insulated booth, wearing TDH-49 headphones
mounted in GSOOIA circumaural cushions. The signals were presented in a 400 ms
period with 255 ms on-time. During the measurement of one track the signal frequen-
cy was changed in steps 8f, every time when the response button was pressed or re-
leased by the subject. Reversal points in the B&k&sy audiogram were connected by
straight lines. Typical values for 8f were 3 and 10 Hz. Typical values for the
number of frequency steps in a run were 50 or 75. Eight subjects participated in
the experiments. All had normal hearing below 4 kHz. From the subjects we did not
require any experience in psycho-acoustical tasks in general or training in this
task in particular.

3. RESULTS
a, Acoustic emissions

Of all subjects six showed pronounced emission peaks in tne frequency spectra
for both ears. The other two subjects had no or only very weak emissions in either
ear. (Since we were especially interested in subjects with strong emissions, this
ratio of 75% of the ears having emissions is not regarded as representative; see
e.g. Zurek (1981), Schloth (1982)). In fig.l evoked emission spectra of both ears
of subject PK are shown. Strong emissions are found at a few frequencies which are
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Fig.1 Amplitude spectra of acoustic emissions from both ears of subject PK. The
amplitude is plotted on a linear scale in arbitrary units

specific for each ear. This is representative for all the subjects participating

in the experiments and in agreement with other data (Zurek, 1981; Wit, et al.,1981;
Schloth, 1982).

b. Absolute threshold

Fig.2 gives B&késy tracks for subject PK's right ear. One track was measured
with 10 Hz frequency steps. A sharp sensitivity maximum is found near 1.74 kHz.
The width of this peak is rather small compared to 8f. Sharp maxima were found in
audiograms from other ears too. In order to investigate whether 10 Hz is an appro-
priate step size for finding microstructure in the audiogram, several tracks were
measured with smaller step size. The other track in fig.2 is an example of a
measurement with 8f=3 Hz. It can be seen that the smaller step size does not give
extra information. Therefore, we feel that a step size of 10 Hz is a good compro-
mise to investigate microstructure in the audiogram.
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Fig.?2. Békésy audiogram tracks of subject
PK (right ear) with frequency steps of
10 Hz and 3 Hz respectively. The 3-Hz
track was shifted by -15 dB for clarity
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In order to estimate the shape of the audiogram, the B&ké&sy tracks were
smoothed. This was simply done by determining level and frequency midway between
consecutive reversals. These points were interconnected for clarity. Examples of
smoothed BEkEsy tracks are shown in fig.3 for subject PK. These data were
collected during two sessions. In each session the frequency range from 1000 Hz
to 4000 Hz was covered by 6 subsequent runs. Although there are small differences
in absolute threshold, the overall structure of the audiogram, including the fre-
quency position of the sensitivity maxima, is retained. The two sessions of fig.3
took place on the same day. Fig.2 on the other hand shows similar data from
sessions about two months apart, indicating that for an isolated maximum the fre-—
quency remains constant for several months. We found the same stability for the
microstructure in the audiograms of the other investigated ears.
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Fig. 3. Smoothed Békésy audiograms for subject PK's right ear. Results of 2 sessions
consisting of 6 runs each. The data of one session are shifted by -10 dB

€. On the relation between Kemp-tone frequency and microstructure of the audiogram.

Six out of our eight subjects exhibited fine-structure in the audiograms from
both their ears. These were the subjects with acoustic emissions from both ears.
The two subjects with no or only weak emissions turned out to have smooth audio-
grams. So, audiogram fine structure and cochlear emission seem to be interrelated
phenomena. The data in fig.4 show that a maximum in the audiogram is generally
at or close to an emission frequency. This is in agreement with data given by
Wilson (1980) and Schloth (1982). As we can see in the upper panel of this figure,
subject LE shows strong fluctuations in her right-ear audiogram. However, the
maxima near the emission frequencies are not very pronounced. Yet the levels of
her emissions are rather high (e.g. 12 dB SPL at 1.61 kHz (Wit et al., 1981)).
clear relation could be found between emission level and maximum/minimum level

ratio in the fine structure of the audiogram for frequencies around the emission
frequency.

d. Maxima spacing in the audiogram.

The above data show that the number of maxima in the audiogram clearly ex-
ceeds the number of frequencies at which strong emissions occur in the same ear.
Kemp (1979b) gives a theory for the mechanism responsible for these sensitivity
maxima. This theory requlres the existence of standing waves in the cochlea. The
theory predicts maxima in the audiogram at regular intervals and is in accordance
with Kemp's own findings concerning loudness maxima near the absolute threshold.
The average spacing of these loudness maxima is a constant fraction of the signal
frequency £, if f is between ! and 4 kHz. Thomas (1975) found the distance Af
between consecutive maxima to correspond closely to the critical bandwidth. The
data in fig.4 show in the regions with a strong ripple structure that several
maxima are present within a critical band.

We analysed our data in order to 1nvest1gate if there was any regularity
in the frequency of the sensitivity maxima. Only sensitivity maxima that were
at least 3 dB above the contiguous minima were considered. In fig.5 we plotted
the distance Af between consecutive maxima as a function of frequency for four
subjects. No regularity can be seen. Our data are in agreement with other data
(Elliott, 1958; Cohen, 1982; Schloth, 1982) with respect to the fact that fine-
structure audlograms do not show inter- and intrapersonal correlations. Our data
also show a dependence of Af on f which is specific for each ear.

For two ears we investigated the fine structure of the audiogram with
Fourier analysis. The finite Fourier transform (FFT) was calculated for 600-Hz-
long subsequent intervals of the audiogram. This analysis did not give informa-
tion about the regularity in maxima spacing, that had not already been obtained
from the frequency difference method (fig.5).
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ADDENDUM by HORST, WIT and RITSMA:

In order to remove all doubts about the influence of day to day variations and
body posture on the relation between emission frequency and audiogram fine
structure, we have performed an experiment in
which emission spectrum and absolute threshold
were measured simultaneously. Békésy tracking
was performed at distinct frequencies around

a strong emission peak. In the 300 ms long si-
lent intervals between the stimuli the micro-
phone signal was sampled and the spectrum of it
was calculated with a real-time FFT spectrum
analyser. Successive spectra were averaged

(128 averages for one stimulus frequency value).
The figure shows the shape of a pronounced ma-
ximum in the acoustical emission frequency spec—
trum, together with the absolute thresholds
(stars) on a dB-scale (arbitrary reference va-
lues; the emission level increases in upward
direction, whereas the threshold level decreases
in this direction). The close correspondence of the emission peak and the peak in
hearing sensitivity is striking. (Both in center frequency and in width). It
looks as if a very frequency selective region of the cochlea where the emission
is generated has an increased sensitivity for tones with a frequency equal to

the emission frequency.
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GENERAL DISCUSSION

DE BOER:
Can there be a peak of auditory sensitivity at a location where, because of
day-to-day variations, a normally present spontaneous emission is absent?

HORST:
An indication may be that we find sharp sensitivity peaks at frequencies where
evoked emissions are either absent or relatively weak.

WILSON:

I (Wilson, Hear. Res. 2, 233, 1980; fig. 10) looked at a very similar problem:

the relationship between sound pressure maxima in the sealed ear canal for con-
tinuous tonal stimulation and threshold minima. (The latter was performed with

a free-field earphone to avoid ear canal pressure irregularities). Of the three
subjects used, one had threshold minima at the SPL peaks, another had maxima and
the third was intermediate. It is my view that these and your results with click
stimulation are consistent because the objective measurements are being made at

a different level of the system from that involved in psychophysical measurements.
With phase shift between these locations interferénce minima will occur at slight-
ly different frequencies. Exact correspondance should not therefore, be expected
in all subjects even with the same acoustical system. With spontaneous emissions
I also observed (same fig.) a correspondence between emission frequencies and
threshold minimum. This may simply be due to the detection of beats as found in
tone—to-tone masking curves !

JOHNSTONE:

Wete the threshold curves corrected for sound pressure in the ear canal? If not
then any emission would add to the sound field and thus give an apparent change
in sensitivity of the audiogram at the emission frequency. Hence all emissions
would coincide with a peak in the audiogram, some or all of which could be an
artefact.

HORST:

The results we present here, were obtained during the last week. We have not mea-
sured sound pressure levels yet. But as far as I remember from the oscilloscope
screen, the stimulus level was much higher than the level of the emission signal
during the silent periods. Besides from this, I think that your view is too
simple. If the emission would not be generated within the cochlea, we could simp-
1y add its level to that of the stimulus (at the emission frequency) if both sig-
nals are in phase all the time; which is unlikely to be the case. But as we think
that the emission is generated within the cochlea, the situation is even more
complicated: The site where the emission is generated may be the same site as
where the stimulus is detected. As we have no idea how this detection mechanism
works, we cannot say anything with certainty about the interaction of the stimu-
lus and the emission signal.

KIM:

Is your data plot of hearing threshold actually the ‘electric voltage level applied
to the earphone, or the genuine SPL directly measured in the ear canal? This subt-
le difference is important to distinguish because the total acoustical signal in
the ear canal in general can include three components: 1) the spontaneous emis-—
sion component; 2) the stimulus-—frequency evoked emission component; and 3) the
"applied stimulus" component. The first two components originate from inside the
ear, whereas the third originates from the earphone.

HORST:
It is the voltage level.
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LONG:

Kim's comment suggests that the threshold microstructure may depend on the sound
pressure in the ear canal. I measured the sound pressure in the ear camal while
tracking threshold in an ear with marked microstructure and a clear microstruc-
ture could still be seen. Changes in threshold for tones in an area at micro -
structure are probably not simply dependent on changes in acoustical input.

KEMP:

If the sensitivity maxima in the audiograms are the result of constructive inter-
ference between the stimulus and its reverberating echo then we would expect the
sharpest and greatest maxima at frequencies where the most emission could be eli-
cited. Have you examined the Q-factor of the sensitivity maxima in relation to
the intensity of evoked emissions, or the existence of spontaneous emission at
that frequency. Of course, for evoked emission measurements the sample time must
be short enough to exclude the interference effect.

HORST:
This is an interesting point, we have not checked that yet.
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1. INTRODUCTION

In 1971 Glanville, Coles & Sullivan reported on three members of a family
whose ears produced externally-audible high-pitched whistles. Although Gold
(1948) had proposed an active mechanical feedback mechanism which he postulated
might oscillate and cause tinnitus, this possibility did not receive serious
attention until Kemp described the cochlear echo phenomenon in 1978. At the time
a vascular hypothesis for the whistles appeared most plausible and appeared to be
supported by some of their evidence. The whistle components found, ranged from
5.6-14 kHz with a maximum reported level of 60 dB SPL. Most recent investig-
ations of stimulated and spontaneous oto-acoustic emissions, on the other hand,
have found them occurring most strongly in the 1-3 kHz range and saturating at,or
limited to, a maximum of about 20 dB SPL in the sealed ear canal (Kemp, 1979b,
1981; Wilson, 1980a,b,c; Wilson & Sutton, 1981; Zurek, 1981). This low saturat-
ing level and the restriction of emissions to certain frequency regions, specific
to each ear, led to the suggestion of a model (Wilson, 1980cd). based on two
hypotheses: firstly, that the signal represents summed activity from the cochlea,
and secondly, that the activity might represent signal-synchronous swelling and
shrinking of hair cells. For a uniformly-graded cochlea the summed activity
would be very small, but with an irregularity in the place/frequency map a large
local component would appear in the summed response. Clearly, the existence of
emission levels of 60 dB SPL would render the second hypothesis implausible. It
was therefore desirable to reinvestigate the original subjects to determine
whether their whistles have a similar oto-acoustic origin and, if so, to obtain
further clues to the underlying mechanisms.

The various criteria that have been used to link spontaneous emissions with
cochlear transduction mechanisms have been discussed previously (Kemp, 1979ab;
Wilson, 1980b) and include: relationship with audiogram fine-structure, appropr-
iately-tuned suppression and synchronisation functioms, and an envelope period-
icity of 10-20 waves. One unexplained feature of previous measurements which
might be looked for was a small but consistent shift of emission frequency in the
presence of an external tone (Wilson & Sutton, 1981). Middle—ear pressure has
also been reported to influence emissions (Kemp, 1979a; Wilson, 1980b; Wilson &
Sutton, 1981) but this is less likely to be observable at very high frequencies.

2. METHODS

The boy, SF, was first investigated at 2} yrs, and more thoroughly at 4 yrs.
(1969), and was 17 yrs old during the present study. The girl, CF, was first
investigated at 4 months and was 13 yrs old for the present investigation.

The instrumentation and methodology were as described previously (Wilson,
1980b) . Another microphome (B & K 4155) with miniature low-noise (15 dBA with
4155) head amplifier was also used because of its better high frequency response.
Spectral components were analysed with a gquadrature, ganged pair of Brookdeal
401 lock-in amplifiers and with a B & K 2020 slave filter set to 10 Hz bandwidth,
and plotted on a B & K 2305. Clinical audiograms were obtained on a Rion Békésy
audiometer, and expanded audiograms obtained using a B & K 1024 oscillator driven
by a 2305 recorder, with a reversible motor-driven log attenuator. The signal was
chopped by a diode gate at 1.5 Hz and filtered by a B & K 2020 slave filter set
at 3.16 Hz, and presented by a free-field electrostatic earphonme (Wilson, 1968).



98 WILSON and SUTTON

3. RESULTS

a) Spectral components. These are shown in Fig. 1 for the four ears tested.

Each ear shows many components covering a wide frequency range (from 1.4-17 kHz
to 2.8-12 kHz), although some regions show stronger and more closely-grouped com-
ponents. In each case the lower components fall within the frequency and level
ranges found for many normal hearing subjects (Kemp, 1979b, 1981; Wilson, 1980a,b,
c; Wilson & Sutton, 1981; Zurek, 1981). In each ear, however, the strong-

est component is about 40 dB SPL and lies in the range 5.2-8.5 kHz. These are
higher in frequency and level than found for other subjects, although the max-
imum levels are lower than the highest levels (55 and 60 dB SPL using a " micro-
phone in the ear canal) measured in SF in 1968, although quite comparable to

the more extensive 1969 measurements (Glanville et al., 1971, table I, using a

3" microphone at the ear canal entrance) which are shown for comparison below the
present measurements. There is remarkable correspondence in the frequencies of
major components in view of the long interval between measurements. The absence
of lower components in the 1969 measurements is explicable because the microphone
was positioned at the entrance of the ear canal but not sealed to it. The
components which seem to correspond, appear to have shifted downward in frequency
slightly (-4%). This continues a trend observable in the data of Glanville et al.,

(1971).
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The above measurements were made "live" using the lock-in amplifier and
afterwards from tape loops made from continuous recordings using the slave
filter. It was apparent from these measurements,and from listening to the emis-
sions, that they were stable sometimes but fluctuated or took up other stable
states at other times. Sonagram analyses were therefore made from the tape
recordings during periods of fluctuation. Examples from three ears are shown in
Fig. 2: some components are steady throughout or undergo irregular periodic
fluctuations of frequency; other components come and go or switch frequency by a
fixed amount. The time markers indicate some positions at which a number of
correlated changes can be observed. The sudden change to a much more complex
spectrum is also indicated in Fig. 4 by the broken vertical lines from a slave~
filter analysis. In view of these short-term changes, some of the apparent
differences from the earlier measurements may not be significant.
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Fig. 2. Sonagram analyses from three ears during periods of spectral instability.
The two sections for CFR were recorded at different times

b) Audiograms. Although frequency regions of emissions are often associated
with audiogram fine-structure (Kemp, 1979a; Wilson, 1980b) they do not usually
occur in regions of grossly elevated threshold. This is assumed to be because
cochlear pathology may reflect damage to the same active process that is involved
in acoustic emissions and in determining low threshold and sharp tuning proper-
ties. The 1969 audiograms of SF, however, showed losses of 50 and 60 dB at the
major emission frequencies. Recent audiograms are shown in Fig. 3 and show
remarkable agreement with the previous measurements (squares and dots). The
question arises therefore, whether this loss represents some kind of pathology
or simply represents masking of the external signal by the internal one. Some-
what fortuitously, the sensation levels for emissions in the 1-3 kHz range have
been found to be comparable to the SPL's measured in the sealed ear canal (Kemp,
1979b, 1981; Wilson, 1980ab; Wilson & Sutton, 1981; Zurek, 1981). As a masker
has to be 10-20 dB above the maskee, this explanation would appear not to suf-
fice in the present case. At these high frequencies, however, the middle ear is
likely to be less efficient so that the internal (masking) level would exceed
the external level by a corresponding amount. To investigate this further, an ex-—
panded audiogram was taken (Fig. 4) and compared with the emission spectrum. Ide-
alised critical band masking curves are indicated by the dashed lines. For SFL
there is clearly some disagreement in that the maximum expected elevation occurs
at too low a frequency. A similar but less marked discrepancy occurs also for
CFL. It should also be noted that the high frequency deficit for CFR (Fig. 2)
is appreciably less than for the other three ears even though the emission

level is comparable. The audiogram curve may therefore represent a mixture of
masking and pathological influences. The fine-structure observed in Fig. 4
occurs in many regions associated with objective components but also in other

Figz 3. Cliniecal Békésy audiograms showing considerable hearing loss in the
region above 5 kHz for three of the four ears. The fourth ear (CFR) was measured

twice in this region. Squares and dots show the 1969 measurements (Glanville
et al., 1971)
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regions. It is apparent that CF in particular had difficulty in determining
threshold in the region of the strongest components. Both subjects reported
difficulties because of beats in certain frequency regions.
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c) Interactions with an external signal. Attempts to synchronise the strongest
component to an external click were unsuccessful for SFR although it should be
pointed out that for various reasons the dynamic range of the equipment was quite
limited. Even so, this was unexpected in view of the low levels required

for synchronisation in other subjects (Wilson, 1980b; Wilson & Suttom, 1981). A
continuous tone, close in frequency to the emission, however, did synchronise
(and pull-in) the emission frequency but there was too little dynamic range

to obtain a synchronisation curve.

As reported earlier (Wilson & Sutton, 1981) care must be taken to separate
the influence of change of emission frequency from true suppressiom, the proced-
ure being to retune the slave filter to centre it on the emission while suppress-
ion is adjusted to 3 dB. The resulting emission frequencies and suppressor
levels are shown in Fig. 5. The suppressor level curve is a less convincing
critical band curve than previous measurements and also shows two higher-frequen—
cy suppression lobes (see Evans et al., 1981; Wilson & Sutton, 1981; Zurek, 1981)..
The shift-of-emission-frequency curve, however, is quite similar to that shown
in Wilson & Sutton (1981) and to other unpublished curves. This is strong
evidence linking these high-level high-frequency emissions with previously repor-—
ted ones. With subject CF, tonal suppression was confirmed, but the less stable
level, and emission frequency, made the determination of a complete curve
impracticable.
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d) Timnitus. Both subjects, when asked initially, denied awareness of their
signals as tinnitus. However, they both later volunteered that after sitting in
the sound-proofed room for recording and audiogram determinations, they could
indeed hear them. Clearly, however, they cannot be considered as tipnitus
sufferers. This comparative lack of awareness is not consistent with masking as
an interpretation of threshold elevation. Conversely, however, the elevated
thresholds at these frequencies are consistent with their low sensation levels.

4. CONCLUSIONS

In view of the above findings it appears reasonable to suppose a common
underlying mechanism for these and the previously reported spontaneous emissions
and the stimulated emission phenomenon. There are, however, certain aspects
such as the high level required for synchronisation, the poor suppression curve
shape and the high degree of threshold elevation, and perhaps also the apparent
heredity element (Glanville et al., 1971) which suggest a greater possible
involvement of pathology in these cases. Clearly, however, the latter is not
progressive over a period of 13 yrs. The high sound levels appear to rule out
the suggestion (Wilson, 1980cd) that the source of sound pressure variation
could be the periodic swelling and shrinking of hair cells. This suggestion was
in any case intended to satisfy a condition that comparatively little influence
of such processes should be seen in basilar membrane motion as indicated by
early measurements. Recent measurements in the cat (Khanna & Leonard, 1982) and
guinea pig (Sellick et al., 1982) have found sharp basilar membrane tuning and
large displacements for small input signals indicative of a mechanical positive
feedback mechanism (Gold, 1948; Kemp, 1978; Kim et al., 1980). The other part
of the model proposed by Wilson (1980cd) however, appears to remain plausible:
i.e. that acoustic emissions represent summed activity over the whole cochlea,
and that for a uniformly graded cochlea, this must be small, whereas for regions
of irregular mapping or sensitivity the summed activity shows a large local
component. This summed activity would now appear to represent simply net
basilar membrane displacement.
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GENERAL DISCUSSION

SCHARF:
Do you have evidence of loudness recruitment in the frequency region where
the emissions occur and where the thresholds are elevated ?

WILSON:

Unfortunately we did not have time to test this. I think that it might have been
found either if the region is pathological or if it represents masking by the
internal signal.

TYLER:
Once the subjects were in the sound-proof room and able to hear a tinmitus,
where did they localize the perception?
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WILSON:

We asked about tinnitus before the experiments and got negative replies (apart
from S.F. having heard his signals via a tube between the ears). They did not
report having observed tinnitus until the end of the experiments when it was too
late to investigate further. We did, however, have an unexpected "localisation"
observation in another subject who will be discussed after the paper of Long and
Cullen. She localised her tinnitus centrally even though the emission frequencies
in the two ears were slightly different. The same tone frequencies given to nor=-
mal subjects however, also fused to give a central image.

JOHNSTONE :
Is it possible that the cochlear emission has caused adaptation and this is one
reason for the elevated threshold.

WILSON:

I do not know very much about this type of adaptation. I rather thought that
even though loudness may decrease, threshold does not change very much. Other-
wise, I think that this is a possibility.

BROWNELL:

The subjects showing changes in the frequency of their cochlear acoustic emissions
in both Fritze's and your presentation were female. Did you monitor androgen le-
vels in your subjects? Meyer and Zakon (Science 217, 635, 1982) have recently re-
ported androgen modulation of the frequency of lateral line electroreceptor oscil-
lations in a weakly electrical fish. The possible influence of androgen on cochlear
acoustic emissions might be assessed by monitoring androgen levels in humans or ad-
ministering the hormone to experimental animals.

WILSON:
No, we have not done this yet, but we hope to do so.
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INTRODUCTION

It was confirmed, through the discovery of traveling waves along the basilar
membrare, that most of the ear's frequency selectivity is established peripherally,
i.e. within the cochlea and without neural lateral inhibition. some very care—
fully collected physiological data (e.g. Sellick et al., 1982a) have recently re-
vealed that the frequency selectivity of the basilar membrane is sharper than was
previously assumed. These results also agree quite well with data based on psycho-
acoustical and neurophysiological measurements. The latter data, however, are more
level dependent. As summarized earlier (Zwicker, 1979) significant non-lineari-
ties are found in many psychoacoustical measurements, not only in ordinary mas-—
king. Examples include difference tone production, two-tone interaction, specific
loudness, post-masking (Zwicker and Fastl, 1972) and overload protection (Zwicker
and Hesse, 1983). Some of these nonlinearities have already been shown to be re-
lated (Zwicker, 1979) but the combination with frequency selectivity complicates
the discussion, since the efficiency of networks composed of linear (frequency
selective) and nonlinear parts depends strongly on the sequence of these parts.

In order to understand and to model the auditory system it is therefore necessary
to find out which of the nonlinearities are located peripherally and which after
neural transduction. It has been shown (Zwicker, 1983a), that masking — at least
for lower SPLs — is performed peripherally. The location of two other nonlinear
effects, overload protection and post-masking, has not yet been determined. The
two experiments described below are designed to investigate this question.

EXPERIMENT I

A temporary threshold shift of 10 to 15 minutes duration occurs after a 112-
dB/40-Hz tone of 20 minutes duration is switched off. This masker tone does not
release the stapedius reflex as was monitored using an impedance bridge in the
contralateral ear. Such sounds are by no means unbearably loud if switched on
gradually without a click. (Driving an automobile at high speed with the windows
open produces much higher SPLs than this at the ears of the passengers.)

The level L¥ of 2-ms/1350-Hz tone impulses (repetition rate 46 Hz) at thres-—
hold was measurea after offset of the 112-dB/40-Hz masker (indicated in Fig. la
by the shaded area at the left side) as a function of time t. The first minute
after offset, L% remains at normal threshold in quiet, but rises afterwards by
as much as 15 dB. It reaches a maximum near t = 2.5 min and decreases more slowly
and with one or two slightly pronounced "bumps" to normal threshold in quiet,
which is reached after about 10 min. Several examples of such temporal threshold
shifts are described elsewhere as functions of different masker parameters (Zwicker
and Hesse, 1983).

Subject "E.Z.r." shows a delayed evoked oto—acoustic emission at 1350 Hz.
Such emissions originate within the cochlea and are therefore excellent indica-—
tors of peripherally located effects. In order to evoke the emissions 2-ms/1350-Hz
tone impulses with a repetition rate of 46 Hz and a SL of 15 dB (corresponding to
the maximal threshold shift in Fig. la) were used. Their sound pressure pgag
was measured once a minute after the offset of the 40-Hz masker. These time func-—
tions are plotted in Fig. 1b. On average, about 22 seconds were needed for 1000
runs. The uncertainty in temporal position was therefore x 11 sec. Despite this
relatively wide margin, the emissions reflect very clearly the temporal behaviour
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Fig. 1. (a): Temporary threshold shift of
1350-Hz tone bursts after the 40 Hz/112 dB
masker®s offset. (b) Time functions of de-
layed oto—acoustic emissions (ppyp) evoked
by the same 1350-Hz tone bursts é% a sen—
sation level of 15 dB. (e) Normalized am—
plitude of posp on a logarithmie scale as
a function of time t after masker’s off-
set. (d) Level of CDT necessary to produce
cancellation after offset of the masker.
In addition to the data produced by the

40 Hz/112 dB masker, the data produced

by a 115-dB masker are included (as dots)
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of the threshold: the emission is
strong if measured 1 minute after
offset of the 40-Hz masker, but di-
minishes strongly afterwards, dis-—
appears almost completely for t =

3 min, and finally appears again ex-—
hibiting some "bumping" behaviour.
The emission’s sound pressure regis—
tered within the time window between
10.5 and 14.5 ms was calculated. It
is graphed in Fig. lc on a logarith-
mic scale (related to an arbitrary
pressure pp) again as a function of
time t after offset of the 40~Hz mas—
ker, The result is a mirror image of
Fig. la. This strongly suggests that
this kind of temporary threshold
shift originates within the cochlea.
It also strengthens the assumption
(Zwicker and Hesse, 1983) that a
change of metabolic requirements in
the scala media may cause this tem—
porary threshold shift.

In order to find out whether
this temporal effect also relates to
the production of distortions, the
variation of the level of the (2f;-
fy)-difference tone was measured af-
ter the 40-Hz maskers>s offset using
the method of cancellation. The fre-
quencies and levels of the primaries
were chosen to be: fy = 1920 Hz, Ly =
43 4B, fi = 1680 Hz, Ly = 48 dB. Con-
sequently, (Zfl—fz) corresponds to a
frequency of 1440 Hz. The cancella-
tion level L(gf]-fp) adjusted under
the normal condition, i.e. without
previous masker, was set to 26 dB.

In order to investigate also the
amount of simultaneous masking pro—
duced by the 40-Hz/112-dB tone, mas-—
ked thresholds were determined for
the three above-mentioned frequencies
of 1920, 1680, and 1440 Hz at sound
pressure levels of 38, 39, and 40 dB,
respectively (masker on for more than
5 min).

‘In Fig. 1d, cancellation level
L(2f£1-£2) is plotted as a function
of time after offset of the masker.
The open circles belong to a 112-dB
masker, as used above, the filled
circles to one of 115 dB. While for
the former masker cancellation could
be maintained throughout the pre-
scribed time, this was not possible
for the latter at t = 2.5 and 3.0
min. The cancellation level’s time
behaviour shows a very close rela-
tion to the results plotted in Fig.la
and lc for both conditions indicating
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that the production of the cubic difference tone (2f1-f2) occurs not only within
the cochlea but may also be influenced by the metabolic balance in the scala
media.

It should be mentioned that the described effect is actually twofold. The au-
dible (2f)-fg)-tone gets fainter during the minimum and cancellation level decrea—
ses for subject "E.Z.r". For other subjects, conditions have been found for which
only the audible difference tone became fainter but cancellation level remained
almost constant. Other methods are necessary to separate these two effects, which
are closely related but seem to depend on the individual amount of masking (or
better, excitation) produced by the low-frequency tone on the one hand and the
possible change of the individual distribution of the metabolism along the scala
media on the other.

EXPERIMENT II

Post—masking (forward masking) is a significant effect, whose duration depen—
dence, i.e. nonlinearity is only rarely discussed (see Zwicker and Fastl, 1972;
Zwicker, 1983b). An example of post-masking is given in Fig. 2a. A bandpass noise
(700 Hz to 2 kHz) with a level Ly = 48 dB is cut into bursts of 20 ms duration with
a repetition rate of 10 Hz, so that post-masking can be measured for at least 60 ms
within the pauses of 80 ms. The test—tone burst is composed of 1.5-kHz impulses of
2 ms duration with rise and fall times of 0.5 ms. Its masked threshold due to the
noise burst is measured as a function of the delay time ty. between the end of the
masker and the end of the test—tone impulse, as indicated in the insert of Fig. 2a.
The open circles indicate the sensation level SLT of the test tone burst for diffe-
rent delay times ty on a logarithmic scale. Note that the data for -3 and 0 ms do
not belong to that scale because they involve simultaneous masklng. SLT decreases

more and more with increasing ty, startlng at ty = 2 ms. At t; = 20 ms, the half-
way mark for simultaneous masklng is reached, and at ty = 40 ms only 10 dB thres-—
hold shift remains. Threshold in quiet (marked with a f111ed circle at "Ly = 0") is

not reached within the 80-ms pause between two consecutive noise 1mpulses.

The set up as well as the paradigm with the masker remained unchanged for the
measurement of delayed evoked oto—acoustic emissions, which for "A.S.1" are promi-
nent near 1.5 kHz. Two sensation levels, SLT 20 dB and SLT = 10 dB, were chosen.
These levels are marked in Fig. 2a by open square and open diamond; the connected
horizontal arrows point to the corresponding sensation levels. The sound pressures
Poae ©of the oto- acoustic emissions are plotted in Fig. 2b and 2c¢ as a function of
the time t, with the correspondlng delay time ty as parameter, for SLT = 20 dB and

SLT = 10 dB respectively. The emissions marked with "Ly = 0" are produced in quiet,
i.e. with the masker switched off, and indicate the unmasked or unsuppressed con-
dition. At t,, = 60 ms, the emission remains very similar to that produced for "Ly

= 0". The em1551ons remain unchanged as t, decreases from 60 to 30 to 16 ms for
both conditions: SLT = 20 dB in Fig. 2b as well as SLT 10 dB in Fig. 2c. For ty

= 2 ms, the emissions decrease significantly and are hardly measurable for ty =0,
indicating that simultaneous masking coincides with suppression of the emissions.
The emissions’ time functions are evaluated quantitatively by calculating the sound
pressure produced within the time window between 9 and 14.5 ms after onset as indi-
cated by the dashed lines. This pressure POAE is plotted in Fig. 2d (relative to
an arbitrary pressure pp) as a function of the delay time t,,. Squares belong to
SL% 20 dB and diamonds to SL% = 10 dB, as in Fig. 2a. Closed symbols indicate
values for switched-off masker (Ly = 0). While discussing these results, it should
be remembered that the test tone bursts are audible for levels SLY and delay times
ty above and to the right of the solid-line curve of Fig. 2a connecting the open
circles. In all experiments with simultaneous masking (Zwicker 1981; Zwicker 1983b)
it was found that delayed evoked emissions are very strongly reduced if conditions
are reached at which the test sound evoking the emission is masked and becomes in-
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Fig. 2. (a) Post-masking (SL;) of a 1.5-kHz/
2-ms sequence of tone bursts masked by bursts
of bandpass noise (0.7 to 2 kHz) with an SPL
of 48 dB, as a function of the delay time t.,.
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"Ly = O" indicates data without masker.

(b) Delayed oto-acoustic emissions (ppsp) e~
voked by the same test tone bursts with SL¥
= 20 dB, for different delay times as marked.
(¢) Same as (b) but with SL¥ = 10 dB.

(d) Normalized amplitude of posr on a loga—

rithmic scale as a function of the delay

time t,, for the cases SL¥ = 10 dB and 20 dB
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audible. In the case displayed in
Fig. 2, this would be expected at
delay times ty of 20 ms and 40 ms
for SL% = 20 dB and 10 dB, respec—
tively, as indicated by the down-
ward pointing arrows in Fig. 2a.
For these delay times, however, no
change of the amplitude of the
emissions can be observed, indica-
ting strongly that post—masking is
not a peripheral effect but is
established more centrally within
the neural pathway. The decrease
in the size of the emissions at t
= 2 ms is presumably the result o¥
simultaneous masking produced by
the decaying tail of the masker
burst, and is therefore a conse-
quence of the ear’s frequency
selectivity.

It is a remarkable fact - for
both the subject and the experimen—
ter - that a totally inaudible test
sound can produce strong emissions
of this kind. This simple observa-
tion has the important consequen—
ce that the information in the test
sound is available,i.e. not masked,
at the peripheral level within the
cochlea. Otherwise it could not
have produced the emission. In
other words, the peripheral infor-
mation processing system acts very
quickly - in fact, as quickly as
its frequency selectivity allows.

DISCUSSION AND CONCLUSIONS

The use of delayed evoked oto-
acoustic emissions to establish
whether nonlinear effects are peri-
pheral or nonperipheral was found
to be very effective. It should be
mentioned, however, that for ex-—
traction of quantitative relations
subjects are needed who show no
spontaneous emission of signifi-
cant value (see Zwicker, 1983a)
apart from the evoked emission in
question in the frequency range
of interest. The level range with-
in which the evoked sound pressure
of delayed emissions grows in pro-
portion to the evoking stimulus is
limited to the region below about
20 dB above the stimulus® thres—
hold in quiet. The discussion is
therefore limited to lower sound
levels.
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The effect of temporary threshold shift produced after offset of low frequen-—
cy maskers has .a typical duration of some minutes. Similar periods and time con-—
stants have been found for the dependence of delayed oto—acoustic emissions on
hypoxia in guinea pigs (Zwicker and Manley, 1981). Hypoxia strongly influences
the metabolism within the scala media. It may therefore be concluded that low
frequency sounds of high level bear upon this metabolism, even though these
sounds are not very loud. Taking these assumptions for granted, the data elabora-
ted in Fig. 1 can be understood as indications of the metabolism change. The fol-
lowing consequences ensue: the change reduces the sensitivity (raises threshold
in quiet), it suppresses the evoked emissions, and it reduces the (2f-f3)-dif-
ference tone, i.e. it decreases the nonlinearity. The very close relation between
the temporal behaviour of these three effects implies that all three stem from
the same source, which in turn is strongly dependent on the metabolic status. The
feedback—saturation model discussed earlier (Zwicker, 1979, Fig. 6) may at least
qualitatively describe these effects if the metabolic status is assumed to in—
fluence the gain of the amplifier (correlated to the OHC).

At low levels,the nonlinear saturation curve can be better approximated by a
symmetrical power function with an exponent less than unity (for example square—
root) instead of a straight line-break point curve, as drawn in Fig. 6 of the
mentioned paper. This additionally suggests the possibility of spontaneous emis-—
sions (oscillations) which stabilize in amplitude at very low levels as a result
of this nonlinearity. The input—output function of the correspending amplifier
(Zwicker, 1979, Fig. 6) is assumed to depend on the local change of metabolic
requirements, as indicated in Fig. 3. From this point of view, CDT production,

(Zwicker, 1981b) two—tone suppression
metabolism (Sachs and Kiang, 1968; Sellick et al.,
less normal - 1982b), and nonlinear growth of masked

- threshold (Schéne, 1979) all have the
same source: the nonlinear metabolism—
controlled gain function acting in the
feedback loop. This means that the mo-
del proposed earlier (Zwicker, 1979)
can be used to explain the facts des—
cribed in Fig. 1, and leads to two
interesting, almost exclusive combina-
tions: the peripheral hearing system
Fig. 3. Metabolismcontrolled input— can act very sensitively but behaves
output function at low levels highly nonlinearly or it can act line-

arly but then its sensitivity is stronm

gly reduced. The actual condition depends not only on the present stimulus level,
but also on the metabolism, which may as well be influenced by former stimuli.

The data elaborated in Fig. 2 indicate that post-masking is not produced
peripherally, but rather more centrally in the neural pathway. They strongly
confirm a result which was expected, but not previously well established. Since
loudness depends on post—masking (Zwicker, 1977) it can be assumed that loudness
— at least for lower levels — is also processed more centrally. The data also
show that not all of the information available peripherally is transferred to
higher centers. Post-masking therefore involves a reduction of information, an
important aspect of the understanding of speech processing in humans.

out
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GENERAL DISCUSSION

EGGERMONT:

You are suggesting that forward masking is "not produced peripherally, but rather
more centrally in the neural pathway" because its effect is not seen in the oto-
acoustic emission. From results of Smith and Zwislocki (Biol. Cybernetics 17, 169
1975), Harris and Dallos (J. Neurophysiol. 42, 1083, 1979) and modelling by Egger-
mont (Biol.Cybernetics 19, 181, 1975) and Duifhuis and Bezemer (this volume) one
may conclude that forward masking is due to synaptic mechanisms to a large ex—
tend. It is also suggested that hair cells are involved in the oto-acoustic emis—
sion. Is therefore the division between peripheral and more central somewhere in
the middle of the hair cell ?

ZWICKER:

"Peripherally” to me means before the information is transferred neurally, i.e.
before it exists in action-potentials. The border may be regarded as at the sy-
napses of the hair cells. Masking-period patterns produced by simultaneously-
presented low-frequency maskers have their correlates in suppression-period pat-
terns produced with delayed oto-acoustic emissions. Post-masking decay, however,
does not produce a corresponding post—suppression time function.

EVANS:

I wanted to make the same point, namely that post-masking ‘seems likely to cor-
relate with the post-stimulation suppression effects seen at the cochlear nerve
level and more strongly still at the cochlear nucleus level. In the case of your
Fig. 1, the time—course of the threshold recovery does not match that of the
emission. Are other processes involved here too ?

ZWICKER:

Individual differences in the decay of the temporary threshold shift (Fig. 1) are
relatively large. Even changes from one measurement to the next with the same
subject are too large to discuss details of the "bouncing" (see Zwicker and Hesse,
(J.A.S.A., submitted).



110 ZWICKER

WIT:
It is common finding that in the time-averaging procedure emissions can be evoked
with stimuli far below auditory threshold (inaudible stimuli).

ZWICKER:

Subjects are chosen very carefully so that no spontaneous emission occurs within
the frequency range in question. In the selected case the level of the delayed
emission decreases in the same way as the stimulus level decreases and becomes
very small for stimuli below threshold (Zwicker, Hear. Res., submitted)

MERZENICH:

Dr. Robert Shannon in our group has recently shown that there is strong forward
masking seen with direct electrical stimulation of the auditory nerve array in
cochlear implant patients. This recorded forward masking certainly arises from a
location central to the hair cell / ganglion cell synapse.

ZWICKER:
Very fine, congratulations!
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INTENSITY FUNCTIONS AND DYNAMIC RESPONSES
FROM THE COCHLEA TO THE COCHLEAR NUCLEUS

R. L. Smith, R. D. Frisina, and D. A. Goodman
Institute for Semsory Research, Syracuse University, Syracuse, N. Y. 13210, U. S. A.

Intensity functions, relating neural response tc sound intensity level, are
among the most commonly measured characteristics of auditory neurons. Neverthe-
less, questions remain unanswered concerning the detailed features of the func-
tions. This paper describes intensity functions for the first three stages of the
auditory system and presents some speculations about the significance of their
shapes and the relationships between static and dynamic response components. All
of the data come from single auditory neurons of anesthetized Mongolian gerbils,
and the experimental techniques have been described in detail elsewhere (Frisina
et al.,1982; Goodmanetal., 1982; Smith, 1979).

1. INNER HAIR CELLS

In studies of inner hair cells (IHCs) of the guinea pig, Russell and Sellick
(1978) showed that intracellular potentials in response to sound consist of two
components: a dc response that follows the envelope of a tone burst and an ac
response at the frequency of the tone burst. The response amplitudes increase
monotonically with intensity and the responses do not appear to adapt in time. In~
tensity functions of gerbil IHCs are similar to those of the guinea pig (Goodman
et al., 1982) and some typical examples are shown in Fig. 1.

Figure 1 contains data from two IHCs where the filled circles show dc respon-
ses and the unfilled circles, ac responses. The ac functions have been normalized
to coincide with the dc functions at the lowest intensity for which both responses
were obtained. For each unit this point of commonality is indicated by a vertical
cross which thus represents two data points. The tone-burst frequency is 2 kHz,
well below the characteristic frequencies (CFs) of the units which are between
15 and 20 kHz. The dc functions are examples of the general observation that the
dc receptor potential is proportional
to sound intensity at low sound inten- 100 T T T T v T T T
sities and at frequencies less than or OAC.
equal to the CF (Goodman et al., eDC 4
1982). This can be seen by comparing 5.0
the slopes of the dc functions to the
steeper dot—-dash line which repre-
sents proportionality between the re- -
sponse and intensity or energy.

As previously noted (Goodman
et al., 1982), energy proportional-
ity is in seeming conflict with coch-—
lear microphonic (CM) measurements
since the CM is proportional to sound

T
1

T T T T
Aot )1y

Fig. 1. Intracellular potentials of
two IHCs plotted versus intensity
level. The de response ig in milli-
volts and the ac response is normal-
ized as deseribed in the text. The
dash-dot lines are proportional to 08
stimulus amplitude and intensity.

Solid curves: Unit AN-74.2; dashed

curves: Unit AN-48
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Fig. 2. Rate-intensity functions for T T 7 T T T T

an auditory-nerve fiber in response to  1000f 15000
a CF tone burst with a I-msec rise-

fall time. The unfilled circles are r .
average firing rates computed over the

first 40 msec of the response. The 800F 44000

filled circles and crosses are maximum
responses at onset, measured using I-
msec and 55-usec time intervals, re-
spectively. DNote the different or-
dinates. The arrows indicate the in-
tensity levels corresponding to the
histograms in Fig. 3. Unit N7-11.

CF: 16.1 kHz. Threshold: 33 dB SPL

600 43000

4001 42000

pressure level at low levels. The ac
functions in Fig. 1 illustrate a
similar dichotomy. At the lowest

RESPONSE (spikes/sec) @O
RESPONSE (spikes/sec) Xmm o=

. PR 200 41000
measured intensities they are less
steep than the dc functions. However, ',67b i
the ac functions are somewhat steeper
than amplitude proportionality as , A , \ , A
shown by the shallower dash-dot line. 0 ) 20 40 5] o
The slope difference between ac and dc INTENSITY (dB re threshold)

functions is consistent with the specu-

lation that the former may emphasize more linear aspects of transduction than does
the latter (Goodman et al., 1982). It should also be noted that the extracellular
ac response measured in the basal turn of the gerbil cochlea sometimes exceeds
the intracellular ac response. Hence a significant component of the ac response
may be generated by sources other than the impaled IHC.

2. AUDITORY NERVE FIBERS

At high intensities the dc receptor potential of an IHC is a negatively ac-
celerated function of intensity level, as illustrated in Fig. 1. Average and
steady-state firing rates of gerbil auditory-nerve fibers are also negatively
accelerated functions and typically reach saturation within 20-30 dB of threshold.
An example is shown in Fig. 2 where average rates are given by unfilled circles.
The rate-intensity function shows greater effects of saturation than does the dc
intensity function, and the difference is even more apparent when the receptor
potential is plotted using a linear ordinate (Goodman et al., 1982). In compari-
son, the onset or unadapted rate-intensity function for a nerve fiber shows less
effects of saturation and a greater operating range than does the steady-state
function (Brachman, 1980; Smith and Brachman, 1980a,b). Hence the onset function
may be a more direct reflection of the IHC intensity function than is the steady-
state function, with the latter showing additional effects of synaptic trans-
mission (Brachman, 1980; Smith and Brachman, 1982). Neural refractoriness can
confound the situation by limiting the firing rate. The results that follow dem-
onstrate that once the refractory limit is reached, the onset response of a fiber
can still be influenced by intensity.

Many of the effects of time and intensity on auditory-nerve responses can be
observed in Fig. 3. The histograms show responses of the fiber of Fig. 2 for a
CF stimulus with a l-msec rise-fall time and a duration of 50 msec. The short
rise-fall time was chosen to maximize onset responses and yet still avoid sig-
nificant frequency splatter (e.g. Uzdamar and Dallos, 1978). The left-hand
column contains various measures of the response to a tone 20 dB above threshold,
and the right-hand column, a tone 65 dB above threshold. The upper row contains
two peristimulus time histograms (PSTHs) generated using a l-msec binwidth and
105 stimulus repetitions. Comparing the quasi steady-state responses reached at
the end of each of the histograms, it can be seen that the 45 dB increase in in-
tensity did not increase the steady-state response, i.e. the rate had reached
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Fig. 3. Histograms of the
responses of the unit of
Fig. 2 for tone bursts 20 dB
(left colum) and 65 dB
(right column) above thresh-
old. A,B: PSTHs showing

the full response to the
stimulus. C,D: PSTHs show-
ing the first few msecs of
the response. The dots out-
line the l-msec interval at
onset that contains the
mazimum response. E,F:
Smoothed PSTHs for the data
in C and D. Successive

bins are spaced 100 usec
apart. The arrows indicate
the bins corresponding to
the dotted intervals in C
and D. G,H: Smoothed PSTHs
with arrows indicating the
maximun responses. for an
interval of 55 usec. Bins
are spaced 11 usec apart

saturation, as had the
average rate in Fig. 2.

The upper two histo-
grams in Fig. 3 also ap—
pear to show that the on-
set response increases
from 20 to 65 dB above
threshold, as reported
previously (Brachman, 1980;

Smith and Brachman, 1980a,

b). The maximum bin at the

lower intensity contains 67

spikes and at the higher in-

tensity, 102 spikes. The

latter corresponds to al-

most one spike per presen-

tation in a l-msec bin, the

maximum number of spikes possible for the refractory period of 1 msec (e.g., Gau-
mond et al., 1982). However, comparing the maximum bins of Figs. 3A and 3B is
somewhat misleading. The maximum response is changing, as described below, but it
cannot be accurately measured with l-msec bins. This is because the contents of
the maximum bin depend upon its exact location and thus on the starting .point of
the PSTH.

In order to improve resolution of the onset response, PSTHs were generated
using a binwidth of 100 usec and two of them are shown in Figs. 3C and 3D for the
same data as Figs. 3A and 3B. Both histograms contain an initial mode less than
1 msec wide (Smith, 1973; Uzdamar and Dallos, 1978). As intensity increases, the
width of the mode and the latency to the maximum decrease. However, the maximum
number of spikes in a l-msec interval remains about the same, 101 for Fig. 3C and
102 for Fig. 3D. This is shown in the corresponding smoothed PSTHs (Smith and
Brachman, 1980b) in Figs. 3E and 3F. The smoothed histograms consist of over-
lapping l-msec bins located 100 Usec apart so that the intervals containing maxima
can be located to within 100 pusec. In Fig. 2 the maximum onset responses, given
by filled circles, are plotted versus intensity level. C(Consistent with the
smoothed PSTHs, for intensities above 20 dB the omset firing rate has saturated at
almost 1000 spikes/sec, i.e. the refractory limit of one spike per stimulus
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Fig. 4. Rate-intensity functions for two cochlear-nucleus units in response to CF
tone bursts. The filled circles are maximum responses at onset measured using a

I-msec time interval. The unfilled circles are quasi steady-state rates measured
during a 20-msee interval starting 25 msec after onset. The arrows indicate the

intensity levels corresponding to the PSTHs in Fig. 5. A: Unit 74, CF: 6.3 kHz,
Threshold: 20 dB SPL. B: Unit 80, CF: 5.5 kHz, Threshold: 18 dB SPL

presentation for a l-msec interval.

The difference in width of the first mode in Figs. 3C and 3D indicates that,
as intensity increases, the variability in the location of the first spike de-
creases and more spikes fall in a smaller time interval. This can be observed in
more detail by using a still finer time resolution. Examples are shown in Figs.
3G and 3H which are smoothed PSTHs using overlapping 55-psec bins located 11 usec
apart. The maximum number of spikes falling in a 55~usec interval can be seen to
increase substantially in going from 20 to 65 dB. The increase is also displayed
by the dashed rate-intensity function in Fig. 2 where the crosses are the maximum
onset responses obtained with this interval. It can be seen that this measure of
the onset response increases with intensity in spite of the saturation of both
the average response and the onset response for the l-msec interval. Although
the latter two rates saturate at about the same intensity in this example, this
is not necessarily the case, and the two saturations presumably reflect different
underlying mechanisms: neural refractoriness at onset and synaptic transmission
in the steady-state.

3. COCHLEAR NUCLEUS

Rate~-intensity functions of many cochlear nucleus units resemble those of
auditory-nerve fibers. Two examples are shown in Fig. 4 for a CF stimulus with a
rise-fall time of 2.5 msec. The onset responses, measured with a l-msec interval,
and the steady-state responses all increase monotonically with intensity. 1In
addition, the onset function shows less pronounced saturation than does the
steady-state function, as was previously observed in auditory-nerve responses
(Brachman, 1980; Smith and Brachman, 1980a,b). The onset rates also appear to be
somewhat higher than those observed in the auditory nerve with a 2.5-msec rise-
fall time, although not as high as those produced in the experiment of Fig. 2
with a l-msec rise-fall time.
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Pig. 6. PSTHs of the responses e T T
of the wnits of Fig. 4 to stim- A

uli containing a constant-
intensity followed by an ampli-
tude-modulated portion as shoum
sehematically in the bottom row.
The dotted rectangles outline
the modulated intervals. Modu- |
lation was produced by multi- 0
plying the CF carrier by
[2-cos(300mt)]. Intensity re ®0
threshold is 15 dB and 65 dB
for the middle and upper rows,
respectively. Number of repe-
titions: 98. Binwidth 640 usec.
A: Unit 74. B: Unit 80
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In order to investigate
their dynamic response proper-
ties, the units of Fig. 4 were
stimulated with amplitude modu-—
lated tones. The stimulus en-
velope is shown in Fig. 5, along
with the PSTHs produced at two
intensity levels. At the lower
intensity, both units produce
substantial response modulation in spite of the steady-state saturation, shown by
the arrows in Fig. 4. The continued growth of the onset function may partially
account for the response modulation, as was previously described for auditory-
nerve responses (Brachman, 1980; Smith and Brachman, 1980b). However, in con-
trast to the auditory-nerve results and to the unit of Fig. 5B, the unit of Fig.
5A shows substantial response modulation even at high intensities where the onset
rate has saturated. These results are typical of some units in the posteroventral
cochlear nucleus of the gerbil (Frisina et al., 1982) which provide enhanced re-
sponses to amplitude modulation (AM) with respect to both the predictions from
their rate-intensity functions and to the responses of auditory-nerve fibers.
These units may be similar to those described by Mgller (1974) in the rat cochlear
nucleus, and studies are underway to determine their properties in more detail.

o

%

4. DISCUSSION AND CONCLUSIONS

In each of the cases described above, a single intensity function was not
sufficient to describe the effects of intensity on neural response. For the IHC,
differences in the shapes of the ac and dc functions should provide insights into
the transduction mechanism. The continued monotonic increase of the dc potential
at high intensities may account for the increasing onset firing rate and decreas—
ing latency to the maximum observed in auditory-nerve fiber responses. It may
also allow for the large spread of thresholds reported for nerve fibers innerva-
ting the same THC (Liberman, 1982). Some cells in the cochlear nucleus continue
to respond to AM at high average intensities, in spite of the apparent saturation
of both onset and steady-state firing rates. Both the decreasing jitter at stim-—
ulus onset and the responses to AM suggest the existence of an intensity-dependent
synchronization of spikes, among units, that persists at high intensities and in
the presence of various saturating nonlinearities. It remains to be seen whether
the central nervous system can utilize such synchrony to further emphasize and
analyze particular dynamic stimulus features.
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GENERAL DISCUSSION

SCHARF:
Does dynamic range of hair-cell DC response depend on stimulus rise time (for
longer duration sounds than you used here) ?

SMITH:

We have not studied the effects of rise time on the IHC response. However, the
response does not appear to adapt and rise time would not be expected to influence
operating range. In contrast, rise time does influence the operating range of
auditory nerve fibres (e.g. Smith and Brachmann, Brain Res. 184, 499, 1980;
Psychophysical, Physiological and Behavioural Studies in Hearing, van den Brink
and Bilsen, Eds, Delft, 1980, pp. 312 - 319).

LANGNER:
What were the periods of the chopper responses and how did these periods vary
with intensity?
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SMITH:

The PSTs in fig. 5 are typical of the chopper units we have recorded from. The
period of chopping is several msecs and decreases as intensity increases. We are
presently preparing a quantitative description of the results. We are also in-
vestigating possible relationships between chopping frequency and best modulation
frequency and, more generally, between the response to AM and cell PST type.

EVANS:

Firstly, did you try frequencies of amplitude modulation substantially different
from the 'chopper' frequency?

Secondly, both you and I (Fig. 1, Evans. Psychophysical, Physiological and
Behavioural Studies in Hearing. van den Brink and Bilsen, Eds, Delft, 1980, pp.
300 - 309) have shown similar extensions of cochlear fibre dynamic range compa-
ring shorter against longer duration ('steady-state') stimuli, but on a much
longer time~scale, where 'short' is tens of msec and 'steady-state' is of the
order of seconds. Should these be regarded as aspects of the same (e.g. adapta -
tion) process, and which is likely to be most relevant for accounting for psycho-—
acoustic performance?

SMITH:

Preliminary results suggest that '"chopping frequency" is not a good predictor of
best modulation frequency and that most chopper units will respond to AM, at high
intensities, give an appropriate modulation frequency (Frisina, Smith and Cham-
berlain, J.A.S.A. Abstr., 1983). I agree that there appear to be an hierarchy of
"adaptation" processes, often producing analogous results, but for different ti-
me scales (e.g. Smith and Brachmann, as above). Each may operationally produce
enhanced responses for the appropriate dynamic stimulus but I doubt if they all
reflect the same physiological process. Intensity also appears to differentially
affect the different processes (e.g. Westerman and Smith, Soc. for Neuroscience
Abstr., 1983). Relevance to psychoacoustics will depend on the dynamic aspects of
the stimulus paradigm as well as the interests of the central auditory nervous
system, and will undoubtedly differ for different kinds of stimulation.

PALMER:

We have also found a small number of cells in DCN which responded to CF tone in—
tensity increments at sound levels well above those at which complete saturation
of onset and steady-state firing rates occurred (Palmer and Evans, unpublished).
Have you ever measured responses to tone intensity increments and/or amplitude
modulation, in cochlear nerve fibres, which persisted beyond complete saturation
of onset and steady-state firing rates?

SMITH:

The modulation of the stimulus shown in Fig. 5 consists of both a sinusoid and an
increment. At high intensities the most prominent response appears to be the peri-
odic fluctuation in firing rate without an accompanying incremental response.
Other cells in the gerbil cochlear nucleus do exhibit incremental responses (e.g.
Smith, Dissertation, Syracuse University, 1973) in the presence of both onset

and steady-state saturation and may be similar to the units you are describing.
Individual auditory-nerve fibers do not appear to produce such large dynamic res-—
ponses for comparable conditions.
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1. INTRODUCTION

The difficulties involved in reconciling the wide intensity range over which
the auditory system operates with the limited dynamic range of auditory-nerve
fibers are well known (Evans, 1980). An interesting aspect of this problem is
the neural representation of narrowband stimuli presented with broadband masking
noise. High levels of background noise produce uniform excitation of auditory-
nerve fibers of all best frequencies; as the discharge rate produced approaches
saturation, rate changes in response to narrowband stimuli are reduced or eli-
minated (Rhode and Geisler, 1978; Geisler and Sinex, 1980; Sachs et al., 1983).
Yet many measures of auditory performance such as speech discrimination (Borg and
Zakrisson, 1973) and intensity discrimination (Viemeister, 1974; Moore and Raab,
1975) do not show marked degradation in the presence of background noise at in-
tensity levels up to 80-100 dB SPL.

There are.a number of aspects of the effects of background sounds on rate re-
sponses of auditory-nerve fibers which have not been worked out. Particular ques-
tions which have not been completely explored include the difference between the
effects of gated and continuous maskers, the effects of lateral suppression on
masked rate responses, and differences between the responses of auditory-nerve
fibers and cells in the cochlear nucleus. The latter question is particularly in-
teresting in light of studies suggesting that cochlear nucleus cells' dynamic
ranges can shift to compensate for background stimuli, whereas those of auditory-
nerve fibers are fixed (Smith, 1973, 1977; Mgller, 1976; Palmer and Evans, 1982).

In this paper, we will report on the effects of a continuous background
sound on the rate response of auditory-nerve fibers and cochlear nucleus neurons.
In order that the neuron be in a near-steady state with respect to the effects
of the background, the background stimuli were on for at least 15-30 seconds
prior to presentation of test stimuli and remained on (except as noted below)
during the entire test period. Auditory-nerve fibers were recorded in anesthe-
tized and decerebrate cats and cochlear nucleus neurons were recorded in decere-
brate cats.

Both simultaneous and non-simultaneous effects of the background must be
considered. By simultaneous effects, we mean processes such as two-tone or
lateral suppression (Sachs and Kiang, 1968) which are active when test and back-
ground stimuli are on at the same time. Non-simultaneous effects include all
influences on a unit's responses due to previously-presented stimuli; they are
usually referred to as adaptation. To study non-simultaneous effects, we use a
background stimulus which is on continuously except during 200 millisecond test
intervals (called negative gating, see the inset at the top of Fig. 1).

2. NON-SIMULTANEOUS EFFECTS OF EXPOSURE TO BF TONE BACKGROUNDS

Figure 1 shows an example of the changes in an auditory-nerve fiber's rate
response which occur when a negatively-gated background (inset) is used. The
curves show the average discharge rate of the fiber during 200 ms BF tone bursts
as a function of the sound pressure level of the tone bursts (rate-level func-
tions). Part A shows the rate-level function in quiet (Q) and in the presence
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of negatively-gated BF tone backgrounds presented at three sound levels. Two
effects of the backgrounds can be observed. First, there is a reduction in the
driven discharge rate of the unit which becomes more severe as the level of the
background increases. It is most easily seen by the reduction of the fiber's
saturation rate to test tones. Second, there is a horizontal shift of the fiber's
dynamic range. That is, in the presence of the background, the range of sound
levels over which the unit's response rate goes from threshold to saturation moves
to the right along the abscissa, toward higher sound levels.

The horizontal shift in dynamic range shown in Fig. 1A is illustrated more
clearly in Fig. 1B which shows the rate-level functions of Fig. 1A after normal-
ization. When rate functions are normalized, it is clear that negatively-gated
backgrounds cause a shift in the fiber's dynamic range to the right without
changing the width of the dynamic range. That is, the number of dB increase in
test level required to go from threshold to saturation is about the same with or
without background, and therefore the normalized rate functions are parallel-
shifted versions of one another. This behavior can be described by the following
equation relating the rate-level function in quiet R (i) to the rate-level func-
tion in the presence of a background of level I, 4 RI(i). i is the level of
the test tone.

R (1) = S [Rq(i—iH) - Rsp] * Ry (1)

Rs is the spontaneous rate in quiet; RLo is the low-test-level discharge rate in
Pthe presence of the background; i, is the horizontal shift of the rate-level
function; and S is a scale factor expressing the reduction in driven discharge

rate produced by the background. We use the transformation of Eqn. 1 to deter-

mine values of horizontal shift i, and scale factor S needed to superimpose a
unit's quiet rate-level function on its rate functions in the presence of back-
grounds. The two parameters i and S provide a quantitative description of the

effects of background sounds on units' rate responses.
Figure 2 shows the dependence of scale factor (Fig. 2A) and horizontal shift
(Fig. 2B) on the level of the negatively-gated BF tone background. Figure 2A
shows that the scale factor decreases monotonically (mote that the ordinate scale
of Fig. 2A is upside down) as background level increases, which is consistent with
the observation made in Fig. 1A that the reduction in driven discharge rate be-
comes more severe as background level in-
creases. The rate reduction in low and
medium spontaneous rate units (solid
lines) tends to be larger than that observed
in high spontaneous rate units (dashed lines

5/20/82, 2.02

N . _ J300r test A
and unfilled circles). This is generally ob- i background ST — S——
served. At background levels of 40-50 dB & L
above threshold, scale factors average around fzoo
0.6 for high spontaneous rate units and around E
0.4 for low and medium spontaneous rate units., o
Figure 2B shows that the horizontal % 100!
shift of dynamic range increases monotonically x
&
@
o

Fig. 1. A. Rate-level functions for an auditory -l

nerve fiber in quiet (@) and with three levels

of negatively-gated (see inset) BF tone back-

ground. Background levels next to curves.

Rates computed from presentations of 200 ms BF

tone bursts at 100 sound levels. BF = 2.9 kiz.
B. Data of part A normalized as

r(i1) = (R(1) - RLO) / (RSat - RLO)

R(i) is discharge rate, r(i) is normalized rate,
R R ig discharge rate at low test levels (spon-
tdneous rate for @), and R " 18 saturation 5
rate. Abscissa scale empa%ged for clarity TEST TONE LEVEL, dB SPL

NORM. RATE
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and roughly linearly, with background level. An important aspect of this hori-
zontal shift is the slope with which it occurs, i.e., how many dB of horizontal
shift are produced per dB increment in background level. Its importance lies in
the functional significance of the horizontal shift.

If the slopes were near 1, then the horizontal shift o
would move units' dynamic ranges to the right exactly
far enough to compensate for changes in background
level. Such shifts would prevent saturation of rate
responses. The slope will be called adaptation slope
in this paper. For negatively~-gated backgrounds, ad-
aptation slope is significantly less than 1, and is
negatively-correlated with BF. Near 1 kHz, adaptation
slopes range from 0.2 to 0.5 and above 10 kHz, they are
smaller than 0.3. These shifts are relatively small
and they produce little or no expansion of units' over-
all dynamic ranges., The data of Fig. 2B are typical in
that differences are not observed between low, medium
and high spontaneous rate fibers either in the amount
of horizontal shift or the adaptation slope.

SCALE FACTOR
o
»

Fig. 2. Dependence of scale factor S (A) and horizon-
tal shift i, (B) on level of negatively-gated BF tone
background.” 13 units from one cat with BFs ranging
from 0.7 to 4.7 kHz. Solid lines are low and medium
spont. units (<19/s), dashed lines and unfilled
circles are high spont. units

HORIZONTAL SHIFT, dB

100

BACKGROUND SOUND LEVEL, d8 SPL
3. SIMULTANEQUS AND NON-SIMULTANEOUS EFFECTS OF

EXPOSURE TO NOISE BACKGROUNDS

The effects of continuous bhroadband noise backgrounds are illustrated in Fig.
3A. The inset shows the test stimulus and background. The changes in the fiber's
rate-level function produced by the background are similar to the effects of neg-
atively-gated backgrounds described above except that the discharge rate at the
lowest test levels increases monotonically with noise level. This is a response
to the noise background itself. Figure 3B shows the rate functions of Fig. 3A
after normalization. Significant horizontal shift is observed and it can be
measured by the same method as was used for negatively-gated backgrounds. The
horizontal shift and adaptation slopes produced by continuous noise backgrounds
are larger than those which result from negatively-gated tone or noise back-
grounds. Adaptation slopes range from about 0.5 to 0.8 dB/dB. Adaptation slopes
with negatively-gated noise backgrounds are roughly equal to those obtained with
negatively-gated BF tone backgrounds (0.2-0.5 dB/dB).

It is not surprising that horizontal shifts and adaptation slopes should be
larger with continuous than with negatively-gated noise backgrounds. With con-
tinuous backgrounds, both simultaneous and non-simultaneous effects operate. An
interesting question is the extent to which the horizontal shifts produced by
the two kinds of effects might summate. Comparison of the rate-level functions
in the top two panels of Fig. 3 with those in the bottom two panels demonstrates
the surprising finding that the horizontal shift due to non-simultaneous effects
is occluded by the larger horizontal shift due to simultaneous effects. Figure
3C shows rate-level functions obtained with simultaneously-gated noise (i.e.,
noise turned on only during test tones, as shown in the inset to Fig. 3C). In
this case, non-simultaneous effects are minimized and only simultaneous effects
are observed. There is little or no depression of driven discharge rate in this
case, so that saturation rate is approximately the same at all noise levels.
Nevertheless, horizontal shifts are observed, as can be seen in the normalized
rate functions of Fig. 3D.

The important point to be made in comparing Figs. 3A and 3C is that the size
of the horizontal shifts are approximately the same for the continuous and
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simultaneously-gated noise backgrounds. The shifts are 7 dB for both continuous
and simultaneous noise at -45 dB and are 21 dB for simultaneous and 24 dB for
continuous noise at -25 dB. This is consistently observed. 1In a population of

27 units from one cat, the slope of a linear regression equation fit to horizontal
shifts from simultaneous noise plotted as a function of horizontal shifts from
continuous noise is 0.94 (correlation coefficient of 0.96). Thus, the horizontal
shift observed with continuous noise backgrounds is produced mainly by simultan-
eous effects. The non-simultaneous part of the noise, although capable of produc-
ing horizontal shift, does not contribute significantly to the shift observed with
continuous noise.

The non-simultaneous part of a continuous background affects rate-level func-
tions mainly by reducing the driven rate response to test stimuli. For example,
saturation rate is significantly reduced in the presence of continuous noise (Fig.
3A), whereas saturation rate is changed only slightly by simultaneous noise (Fig.
3C). In most units, saturation rate is not changed at all by simultaneous noise.
The non-simultaneous part of the noise produces a constant rate decrement, sim-
ilar to the effects of short-term adaptation reported by Smith (1977). That is,
the arithmetic difference between a rate function in simultaneously-gated noise
and a rate function in continuous noise is a constant, independent of test level.

The horizontal shift of a fiber's dynamic range in the presence of a contin-
uous noise background helps to prevent loss of rate response due to saturation
by moving the sound level at which saturation occurs to higher levels. However,

a continuous noise background also produces a net reduction in the range over
which a fiber's discharge rate can increase (i.e., a reduction in R C—Rlo)'

This reduction is caused by the fiber's response to the background noise at low
test levels. When R, reaches R , the fiber's rate change to test stimuli dis-
appears, regardless of the amoungagf horizontal shift of its dynamic range. This
effect turns out to be the factor which ultimately limits rate responses to tones
in the presence of continuous noise. Low and medium spontaneous rate fibers re-
tain their rate response range to much higher noise levels than do high spontan—
eous rate fibers. In one experiment the scale factors (S, see Eqn. 1) of high
spontaneous fibers were all below 0.2 in the presence of continuous noise at =30
dB, whereas the scale factors of medium and low spontaneous fibers ranged from
0.25 to 0.75 with the same noise background. This behavior reflects the fact

that the response rate of low and medium spontaneous fibers grows more slowly
with noise level than ‘does the
rate of high spontaneous fibers
(Schalk and Sachs, 1980) and
that their thresholds are high- 300 1.0
er (Liberman, 1978). L A

7/14/82, 3.10
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tions for BF tones with con-
tinuous noise backgrounds.

Inset shows stimuli. @ is

rate function in quiet, num-
bers are noise attenuations.
Noise power at 0 dB igs 35 dB
re 20 wPa/VHz. BF = 4.3 kHza.

B. Normalized rate func-
tions for data in A.

C. Rate-level functions
for BF tones with simultan-
eously gated noise. Inset
shows stimuli.

D. Normalized rate func-
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4. EFFECTS OF BACKGROUNDS ON COCHLEAR NUCLEUS CELLS

Unlike the auditory nerve, the cochlear nucleus (CN) contains a heterogen-—
eous population of neurons. Single units in the CN display a variety of differ-
ent response patterns, corresponding to the morphological diversity of the cell
groups of which it is composed. For the purposes of this study, units in the CN
were classified according to the location at which they were recorded and their
response type. Units were ultimately lumped into two groups according to loca-
tion, those in the dorsal cochlear nucleus (DCN) and those in the ventral coch-
lear nucleus (VCN). Response types were classified by the scheme introduced by
Evans and Nelson (1973), as modified by Young and Voigt (1982). This scheme dis-
tinguishes four types of response, types I through IV, which differ in the amount
of inhibitory response exhibited by the units.

Figure 4 shows three examples of the effects of continuous noise backgrounds
on rate responses of CN neurons. The effects of negatively-gated and continuous
backgrounds on CN cells are generally similar to those seen in auditory-nerve
fibers. Horizontal shifts are always observed, but the behavior of the scale
factor $ is variable. Most units show rate reductions in the presence of back-
grounds, but occasional units show rate increases at certain background levels.
The example in the bottom panel of Fig. 4 is typical
of many type I and type III units, which are the pre-
dominant response types in the VCN.

The behavior of the two response types found pre- 200
dominantly in the DCN, types II and IV, merits comment.
Type IL units are characterized by having little or no
spontaneous activity and are the only units in the CN
which do not respond to broadband noise. As is shown
in the middle panel of Fig. 4, type II units show
horizontal shift and rate reduction in the presence
of continuous background noise. Since there is no
response to the nolse itself, these units retain ex-
cellent responsiveness to tones, even at the highest
noise level. Type IV units give predominantly inhib- -
itory responses to tones. They have characteristi-
cally nonmonotonic rate-level functions for BF tones,
of which the curve marked Q in the top panel of Fig. 4
is a good example. Type IV units retain their sharp
rate decrease at high levels in the presence of
noise backgrounds; their whole BF response character-
istic moves to higher sound levels, generally with
some loss of prominence of the rate maximum.

Horizontal shifts are more difficult to quantify
for CN cells because the shapes of rate functions
sometimes change enough to prevent strict application
of Eqn. 1. Horizontal shifts were still measured by
shifting normalized rate functions into alignment, but
maximum weight was given to the region near the point 400
at which the slope of the rising portion of the rate L
function decreased sharply (i.e., the point of satur- 300
ation or the point of maximum rate response). Table
1 summarizes the adaptation slopes of CN units and
auditory-nerve fibers from decerebrate cats. Larger 200
adaptation slopes are observed in the CN than in the I
auditory nerve and the largest slopes are found in 1001

100

300

200

100

1 6l i

DISCHARGE RATE, SPIKES/SECOND

PVCN TYPE I

Pig. 4. Examples of the effects of continuous noise
on the BF tone rate-level functions of cochlear % 20 20
nucleus cells. Stimulus shown at top of figure. &

ig rate function in quiet, numbers give level of
background notse in dB attenuation
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the DCN. The in- TABLE 1
crease is small,
however, and the
distributions for

Mean values of adaptation slope for various groups of units +
standard deviations. Numbers of units given in parentheses.

different regions negatively-gated BF continuous noise
overlap consider- tone backgrounds backgrounds
ably. Apparently,

mosz of the dynamic BF<10 kHz BF>10 kHz

range adjustment Auditory nerve 0.33 + 0.12 0.16 + 0.07 0.79 + 0.12
(horizontal shift) fibers (14) (15) (15)
of the rate re-  yol units (types|0.38 + 0.12  0.30 + 0.08 | 0.86 + 0.21
sponse of cells in I and III) = (15) ~ (21 = (30)
the CN actually

occurs in the DCN units (types | 0.47 + 0.17 no data 0.95 + 0.20
cochlea. II,III and IV) (24) (26)
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GENERAL DISCUSSION

EVANS:

At the Tutzing meeting I demonstrated the same effect of continuous noise on
cochlear nerve fibre rate-level functions, shifting them along the level axis and
reducing their dynamic range (Evans, in: Facts and Models in Hearing. Zwicker and
Terhardt, Eds., Heidelberg 1974, pp. 118 - 129). Bandstop noise has analogous
effects to continuous noise, but produces very strong effects on a high propor-
tion of cells in the dorsal division of the cochlear nucleus (DCN), in terms of
extension of the intensity dynamic range and in terms of the response 'dynamic
range', i.e. the significance of the response relative to the background dischar-
ge. This results from the bandstop masker activating neural lateral inhibition
(Evans and Palmer. J. Physiol. 252, 60 - 62P, 1975; Palmer and Evans, Hear. Res.
7, 305, 1982). Smaller effects are seen in a small proportion of cochlear nerve
fibres having low spontaneous rates. Is there a danger that, by averaging data
across populations, one disguises substantial differences in behaviour between
subpopulations within the cochlear nerve and nucleus? We have even suggested that
the DCN cells may receive their major input from the small subgroup of cochlear
fibres with low spontaneous rates having larger dynamic ranges (Evans and Palmer,
Exp. Brain Res. 40, 115, 1980) and stronger lateral suppression effects.

YOUNG:

I think the differences between our results and those presented in Palmer and
Evans (1982) are mainly due to differences in the background stimulus. The notch-
filtered noise backgrounds used by Palmer and Evans have significantly reduced
power in the vicinity of the BF of the neuron under study. The strongest two tone
suppression is known to be produced by frequencies near BF (Javel, J.A.S.A. 69,
1735, 1981). Therefore a notch-filtered noise should produce less suppression of

a BF tone, and less horizontal shift of dynamic range, than a broad band noise.

It is difficult to judge whether our results are inconsistent with those of Palmer
and Evans concerning differences between cochlear nerve and nuclei. We are only
claiming that the amounts of horizontal shift of dynamic range are approximately
equal in the two loci. Palmer and Evans did not directly measure dynamic range
shift. It is difficult to estimate dynamic range shift from their data using our
technique since they generally did not determine the entire dynamic range. This
does not mean that there are not differences in the effects of backgrounds on
neurons in cochlear nerve and cochlear nuclei. Palmer and Evans have demonstrated
one which probably has to do with the strong inhibitory effects which operate in
dorsal cochlear nucleus. We have shown another in Fig. 4 of our paper from which it
is clear that DCN units have significantly greater ability to resist saturation by
rate response to the noise alomne.

As to the question of averaging together the results from populations of neurones
as we have done in Table I, we did not observe differences in the rate of hori-
zontal shift of dynamic range between subpopulations of auditory nerve fibers or
between response types in DCN. Thus I do not think we have covered up any correla-
tions by averaging them together. We also suggested that low spontaneous rate
units are specifically associated with one response type in DCN (Young and Voigt,
Hear. Res. 6, 153, 1982). The response properties of type II units in DCN bear

many similarities to those of low spontaneous rate auditory nerve fibers.

HARRISON:

The introduction of background noise may shift a fibre's characteristic frequency
(CF). If so, and if the test stimulus is of fixed frequency, the rate versus in-
tensity functions measured are progressively off CF. Your rate functions under
masked conditions are very similar to above CF rate functions i.e. high threshold,
low steepness of slope, not reaching saturation. In your experiments, did you
have (downward) CF shifts with increasing background noise? If so, do you think
that experiments involving a readjustment of the test tone to be always at CF
would yield similar changes in rate-intensity functions?
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YOUNG:

There are a number of similarities between our results and the effects expected
due to a shift in CF. It is my feeling that the effects of a shift in CF are not
large enough to explain our results. We are currently investigating this question
using the population approach.

NARINS:

For the past year, experiments have been carried out in our laboratory to deter—
mine the effects of noise on the coding of sounds of biological significance in
the frog. In one set of experiments we examined changes in the pure-tone rate-—
level (R-L) functions produced by continuous or pulsed broadband noise (BBN). Re—
cordings from single axons in the auditory nerve of treefrogs (eleutherodactylus
coqui) were made following the procedure described by Narins and Hillery (this
volume). Once a fiber was isolated and its FTC determined, a R-L function was ob-
tained using 50 ms CF tomnes presented once per 130 ms. A digital attenuator under
program control allowed tone levels to be varied pseudorandomly in increments
equal to multiples of 2 dB (Palmer, Dissertation, Keele University, 1977). Five
consecutive R-L functions were averaged and smoothed with a Hamming window of

10 dB. BBN 0.05 - 6.4 kHz) was presented either (a) continuously or (b) in bursts
with identical characteristics as the tone bursts and coincident with them. Noise
level was controlled manually; its RMS level at O dB attenuation was 84 dB SPL
(BW: 100 Hz), corresponding to a total noise power over the system BW of ~-10 dB
re tone power.

R-L functions for frog auditory nerve fibers in the presence of BBN are more vari-
able than those obtained with NB noise maskers, as in the cat (Geisler and Sinex,
Hear. Res. 3, 317, 1980). The fig. shows the results of continuous (A) and burst
- (C) BBN on the R-L functions for

200 the tone alone (Q) and for three
= different BBN levels. Note the
z lack of horizontal shift in the
o] normalized functions. This result
@ is typical of our observations to
@ w date; no systematic shifts of the
T 5 R-L functions were observed with
e « increasing BBN level. Occasionally
w E small horizontal shifts are ob-
= 3 served, but only by using the ma-
o g ximum noise levels our system is
W = .
© S capgble of pr9duc1ng:
< = Unlike mammalian auditory nerve
S fibers, eighth nerve fibers in am
2 phibians exhibit two—tonme suppres-—
sion only for suppressing tones
above the fiber's CF. In other
words, inhibitory areas below the
TEST STIMULUS LEVEL (dB SPL) unit's CF have not yet been repor-
ted in amphibians. Perhaps the abi-
FPig. 1. R-L funections for BF tones in A) lity of single auditory nerve fibers
continuous and C) simultaneous gated noise. to shift their operating range in
Insets show stimuli. B) and D) are normal- the face of broadband masking noise
ized according to Young et al. (this vol.). is restricted to those vertebrates
R-L functions for 2 kHz tones in A) which have suppressive areas below
continuous and C) stmultaneous gated noise. their excitatory FTCs.

Insets show stimuli. B) and D) are normal—
ized according to Young et al. (this vol.)

COSTALUPES:

In related behavioural experiments, we have assessed the ability of cats to detect
pure tones at various frequencies in the presence of continuous noise backgrounds
over a wide range of intensities. We are interested in seeing whether behavioural
thresholds can be compared with the responses of auditory-nerve fibers to tones

in noise.
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36r Fig. 2.
Mean critical ratios for three cats as a function
of noise spectrum level at the frequencies indi-
32r I6kHz cated to the right of each contour
8 kHz
23'% Results for three cats are shown in the figure.
~ Critical ratio - defined as the ratio of the power
24__&2 of the tone at masked threshold to power of the
< 2 KMz broadband noise background - is indicated along
o 250 Hz the ordinate and spectrum level of the noise is
20__2£ | kHz 1nd1cated.along the abscissa. The absolute values
o N _—500Hz  of the critical ratios obtained here and the beha-
= viour of the critical ratios at low noise levels
Is_g are in accord with previous results from other
labs. What we wish to point out here is that for
i 1 i 1 i L I I |

vy 5 235 235 iz;g?:nzisztzzttg 2 kHz,'critical ratio§ tend to
ver a wide range of noise levels
SPECTRUM LEVEL (dB) from moderate to high intensities. For frequencies
of 8 and 16 kHz, on the other hand, critical ratios
increase as noise level is raised from moderate to
high intensities.
One explanation of this difference is that detec—
tion of low frequency tones in noise is based on
timing information present in the discharge pattern of auditory-nerve fibres. Stu-
dies by Rhode et al. (J. Neurophys. 41, 692, 1978), Abbas (Hear. Res. 5, 69, 1981)
and others have shown that the dynamic range of phase-locking (as measured by syn—
chronization) is shifted by noise at a rate equal to the rate of increase of the
noise background. For high frequencies, where timing information is not available,
detection must be based on rate changes and the dynamic range adjustments lag be-
hind noise level increases about 65%, as we have just shown. Hence, masked thre-
sholds might be expected to increase, as noise level is raised. At present, we are
extending these results to populations of fibres and to more precise predictions
of behavioural thresholds from the response of auditory-nerve fibres in the cat.

QUERFURTH:

1 wonder whether the horizontal shift of the dynamic curves obtained during con-—
tinuous noise stimulation is due to the inhibitory action of the Na-K ATPase,
which hyperpolarizes the encoding site during/after high frequency discharges.

YOUNG:

A contribution by metabolic effects cannot be entirely ruled out. However we
think it is unlikely for the following reasons. Since we observe the same hori-
zontal shifts with brief, simultaneously gated backgrounds as with continuous
noise, it seems unlikely that horizontal shift is produced by metabolic effects.
Similarly, rate reduction can be observed following short exposures to tones and
noise (Smith, J. Neurophysiol. 40, 1098, 1977) and these reductions are propor-
tional to the nerve fibre's discharge rate during the adaptation stimulus, sug—
gesting that the rate reduction reflects processes in the hair cell/nerve fibre
synapse or in the fibre itself.



NONLINEAR BEHAVIOR AT THRESHOLD DETERMINED IN THE
AUDITORY CANAL AND ON THE AUDITORY NERVE

J. B. Allen and #*P. F. Fahey
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In order to study mechanical nonlinearities in the mammalian hearing organ
over a broad range of frequencies, we have both used and adapted the Kiang-Moxon
threshold tuning curve paradigm (Liberman, 1978) to measure distortion products
2f1-fy (the CDT) and fy-f1 (the DT) and to measure two manifestations of two tone
suppression.

The data presented here was primarily recorded from the auditory nerves of
over twenty cats. Both the physiological techniques and the computer controlled
audio and electrical instrumentation are discussed fully in Allen (1983). Most
of the data presented here will be threshold curves defined such that the curve
is the locus of points in frequency-amplitude space where the amplitude was
adjusted until the neural unit under study generated one action potential more
during a 50 ms interval with the signal on than the spontaneous rate during the
immediately preceding 50 ms interval.

DISTORTION PRODUCTS

Using the Kiang-Moxon paradigm we measured the frequency threshold curve
(FTC) for the neural units that we encountered on the auditory nerve. Given the
FTC and, hence, the CF, we then input a tone pip comprised of two frequencies, f]
and f2, such that either 2f;-fy or, alternatively, f2-f; was equal to the CF.
Again we used the Kiang-Moxon paradigm to find the locus of points in the frequency
amplitude (f1,A1) plane such that the unit responded with one more spike during
the driven interval than during the silent interval. This locus of points defines
a distortion threshold curve (DTC). TFor all of the data curves presented here
the amplitudes of fj and fy are equal (Aj=Ajy=A).

Effectively our procedure is to calibrate an auditory neuron (by measuring
its FTC) and then to use this "calibrated" neuron to control the level of the pri-
mary frequencies. In Fig. 1 we show four FIC's superimposed on the units' 2f1-f,
DIC's. The amplitude of the distortion product is equal to the FIC threshold
at CF, Note that for frequencies less than the point of intersection of the DTC
with the FTC both the distortion product and fj} drive the unit. Hence this point
of intersection (marked with a triangle in Fig. 1) is the last point in the DIC's
in Figs. 2 and 3, Since the unit's threshold at CF is the amplitude of the
distortion product (and the sensitivity of the detector) in the Figs. 2 and 3,
the DTC will be normalized to the threshold at CF.

Fig. 2(a) shows cubic spline fits to all of the 2fj-fy DIC's for one cat.
Although the individual curves in this figure can not be resolved, it is apparent
that the non-monotonic behavior as seen in Fig. 1 is commonplace. It is further
evident that at high CF's, the detectable distortion products can be generated at
lower amplitude of the primaries.

As is seen in Fig. 2(b), if the DIC's are replotted versus log f£2/fy, the
slopes are found (non-monotonicities aside) to range from 50-70 dB/octave (of
£2/£1), with a mean across animals of about 55 dB/octave (of f2/fl)' For the CDT,
the data spread is least using log (£9/f1) as the dependent variable. For the
DT (f,-fy) f; seems to be an appropriate variable (Fig. 3).

In Fig. 3 we show a plot of the dependence of several fj-fy DIC's upon fre-
quency for one animal. As before the frequency of the distortion product equals
the CF of the neural unit and the amplitude of the DT is equal to the threshold
of the unit at CF. In this figure all responses have been normalized by the CF
threshold. It is clear from Figs. 3 and 2(a) that the fp-f] DTC is much less
frequency dependent than the 2f;-fo5 DTC. Also we found a much larger variability
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Fig. 1. This figure shows some FTC's (solid lines) for Cat 41 with raw dis-
tortion product data (the DIC's, the dashed lines) for the respective units.

With two units two passes at the DTC are showm. Also on some of the DIC's there
is a triangle at the DTC-FTC intersection. Points on the DIC of lower frequency
than the intersection point are not considered part of the DIC because the f
primary rather than the distortion product is driving the unit (10.0 volts to our
driver rvesults in an SPL of about 100 dB re 20 WPa at the tympanic membrane)

Fig. 2. In (a) we show a collection of the cubic spline fits to the ij— DTC's
of Cat 47. Cubic spline fits were used to average multiple passes at the D%C.

The density of curves is too great to resolve the individual curves in most cases,
but the trends in the DTC's with frequency are apparent. In (b) the same data as
in (a) is replotted using log (fé/f ) as the independent variable (note the log
scale). Disregarding non-monotonicities, generally the DTC's approximate straight
lines of the same slope independent of the CF of the unit

Fig. 3. In this figure are the cubic
spline fits of the f —fl DIC's of
Cat 47. It is evident here that the
frequence dependence of the DT is

different from that of the CDT

between cats for the DT, whereas all of our
cats with good thresholds showed a fairly
similar threshold for the CDT.
While we were measuring the DTC we also
made ear canal pressure measurements in
several animals with a calibrated Bruel and
Kjaer % inch microphone terminating a 2 cm
long probe tube. The probe microphone was used to ascertain the level of dis-
tortion in the external auditory meatus and in a closed acoustic cavity. In the
acoustic cavity the level of the distortion products was always more than 70 dB
below the level of the primaries (and near the distortion floor of the driver).
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In Fig. 4 we show the FTC of a neural unit along with traces of two different
Fourier components of the ear canal pressure. The Fourier component of the ear
canal pressure at frequency fj is symbolized by the curve with the shorter dashes.
The curve with the longer dashes represents the pressure Fourier component at fre-
quency 2f1j-f5. Both components are plotted as a function of fj. In Fig. 4(a) the
Fourier components were measured while using the Kiang-Moxon paradigm to hold the
neural measure of the CDT constant. Note that the f; pressure Fourier component
follows the DIC trajectory while the 2f1-f; component remains constant at the
threshold of the FIC at CF. In Fig. 4(b) the ear canal pressure has been measured
with the Kiang-Moxon paradigm disabled (full output to the acoustic driver). In
this case the f] Fourier component follows the "cavity" response of the animal
outer and middle ear system while the 2fj1-fy pressure Fourier component increases
in magnitude as fy approaches f;. Notice that the 2fy-f, Fourier component curve
in Fig. 4(b) is almost the mirror image of the f; Fourier component in 4(a). This
is expected if the level dependence of the CDT is less marked than the dependence
upon relative frequency. The implication of Fig. 4 and of the data acquired from
several other units, is that the level of the distortion product as it is detected
in the ear canal, is sufficient to drive the unit directly.
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We also used a modified version of the Kiang-Moxon paradigm for our measure
of two-tone suppression. In this study we found the FTC's of several units along
with suppression threshold curves (STC's). The suppression threshold curve was
defined by the following measure.

During one 50 ms interval we present a suppressor tone at the suppressor
frequency, fg. During the adjacent 50 ms interval, we simultaneously presented
two tones; one was at the frequency equal to CF, usually 6 to 10 dB in level
above the FTC at CF (these CF tones are symbolized by the triangles in Fig. 5),
while the other tone was a repeat of the suppressor tone. The level of the sup-
pressor tone was scanned until the number of spikes generated during the single-
tone 50 ms interval was one less than the number of spikes generated during the
two-tone 50 ms interval. The trajectory of the levels of the suppressor tones
found in this way in frequency-amplitude space is the suppression threshold
curve. In Fig. 5 we show suppression thresholds for two different units. The
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triangle shows the excitor tone and the dashed line is the STC. For suppressor
tones above the dashed line but below the FTC threshold the unit fires at its
spontaneous rate. This way of measuring the STC is consistent with an alterna-
tive measure of two-tone suppression shown in Fig. 6.

In Fig. 6 the FTC (near CF) is remeasured, using the standard Kiang-Moxon
paradigm, in the presence of a second subthreshold suppressor tone. The levels
and frequencies of the suppressor tones are symbolized by the geometric figures
and the suppressed FTC's are the curves nested within the FTC. The larger the

Fig. 6. In this figure we show two
FTC's (solid curves) along with the
suppression threshold curves (dasehd
lines). The tone that is being sup-
pressed is marked by a triangle or a
square. In the unit with the two dif-
ferent excitor tones the higher STC
corresponds to the higher excitor tone

suppressor the larger the corresponding FTC
threshold at CF.

The results of Figs. 5 and 6 are also
consistent in the following sense. If
the level of a "suppressed" FIC threshold at CF in Fig. 6 is taken as the CF
excitor tone level to be used in an STC experiment such as described by Fig. 5,
then the corresponding suppressor tone level, Ag, at fg of Fig. 6 is at a level
such that it will lie on the suppression threshold curve in Fig. 5.

Fig. 6. We show here FIC's for two units. The FTC's were remeasured in the
presence of a suppressor tone, with the frequency and amplitudes of the

suppressors indicated by the geometric symbols. The higher the level of the
suppressor tone the correspondingly higher the level of the tip of the FTC

One unit pictured in Fig. 5 (fcp=2 kHz) shows tmo suppression threshold
curves and two different excitor tones. From this unit and from the data in
Fig. 6, we see that the neural excitatory threshold increases as the (sub-
threshold) suppressor increases. From Fig. 6 it appears that for excitatory tones
at CF, an increase of 6 dB in suppressor tone level results in a 10-12 dB increase
in the suppression. This seems to be true over a fairly large level range—-as
long as the suppressor is neither so low as to be ineffective nor so high as to
drive the unit.

Also in Fig. 5 one can see some of the general features of the frequency
dependence of suppression. The suppression threshold curves are fairly level
independent over a broad frequency range for the high CF units. These thresholds
generally range between 60 and 80 dB in level (10.0 volts corresponds to approxi-
mately 100 dB). Moreover, in units where we have measured the low frequency tails
of the FTC, the suppression threshold parallels the low frequency tail. One can
also note from Fig. 5 that there is negligible suppression (as defined here) at
frequencies above CF in the units pictured. We found this to be generally true in
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. the amount of suppression observed above CF was much less (or was absent)
tive to that seen below CF. For units having CF's below 1 or 2 kHz no sup-
sion effect was observed using our measure.

USSION

Several features of the data reported here have been observed by others in
erent kinds of experiments. Buunen and Rhode (1978) have observed the CDT on
auditory nerve in cats and have shown both the non-monotonic frequency depen-
e of the CDT and the slight increase in efficiency of generation of the CDT
he higher frequencies. Buunen ef af. (1977) and Smoorenburg el al. (1976)

also observed frequency dependence of the CDT similar to our auditory nerve
ies in their AVCN studies in cat. Moreover, Smoorenburg et al. (1976) have
m that the DT is much less frequency dependent than the CDT when detected at
AVCN. Comparison of Figs. 2 and 3 shows that on the auditory nerve the DT is

less frequency dependent than the CDT.

The levels of the distortion products in the external auditory meatus that
bserved are consistent with what has been observed by others (Kim ef af., 1980;
k et af., 1982). Distortion products 40 dB below the primaries (thresholds
B above) are easily and routinely detectable. Most importantly, the level
hese distortion products as found in the ear canal appears to be of a magni-

sufficient to drive the neural units.

With regard to two-tone suppression we have found that the threshold of
ression follows the middle ear response (the tuning curve tail). This result
also found by Schmiedt (1982) using a slightly different threshold criterion
by Allen (1981l). Because the low spontaneous units usually have higher
sholds, these units show a larger two-tone suppression effect since the
ression effect does not seem to depend on the unit's CF threshold. When most
he FTC is above 80 dB SPL, the response at CF can be more easily suppressed.
suppression effect is largest for low spontaneous units having high thresholds.

Another finding, in the majority of our units, was that the suppression
ct above CF was not as strong as that below CF. Indeed, only for units with

threshold at CF did we find substantial suppression by a tone above CF. It
t be noted that Abbas and Sachs (1976) found substantial suppression above
sing a fractional rate response measure. Their data indicates that the units
ing these suppression effects generally had thresholds at CF of 40 dB SPL and
ter. Hence, their results showing substantial suppression above CF are not
nsistent with the data presented here.

LUSION

We have found that the level of distortion products, as seen in the external
tory meatus, appears to be sufficient to drive any neural unit having a CF at
distortion product frequency. This result is one interesting conclusion of

study. Since we have ruled out distortion product generation by the acoustic
very system, it appears that there are two possibilities for the source of

e distortion products. First, the distortion products could be generated
in the middle ear structure itself. Second, the distortion could be generated
in the cochlea and could propagate backward (via the middle ear) into the
rnal auditory meatus. Indeed, given the strong frequency dependence of the
and given that a plot of the DIC versus log (f2/fl) (Fig. 3) seems to be

uniform over the frequency range than the DTC versus fi (Fig. 2), it appears

the cochlea is a more likely source of the CDT than the middle ear. More-
', the non-monotonicities in the DIC have been explained by Hall (1981) as the
rference of the primary distortion product wave with a wave that has been
agated back toward the stapes and then reflected back into the cochlea.

ainly, a wave propagated toward the stapes and partially coupled into the
le ear is consistent with our observation of substantial distortion product
1s in the ear canal.

Although the suggestion by Hall (i98l) that the non-monotonicities are due to
interference of a reflected wave is supported by the observation of the dis-
ion product in the ear canal, an alternative explanation of the non-monotoni-
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cities by Zwicker (1981) is also supported by some of our data as well as by the
data of Kim et af. (1980). Zwicker has described the non-monotonicities in terms
of a strongly level dependent superposition, at the distortion product place, of
wavelets generated on the basilar membrane in the vicinity of the f1 and f3
places, We have taken data (not shown) where we have changed the gain of the
neural detector by setting the distortion product frequency off of CF. For
sharply tuned units this can change the gain by 10 dB while only changing the
distortion product frequency by a factor of 0.9. Occasionally, but not always,
this has smoothed out the nonmonotonic behavior of the DTC. At this time, we do
not have enough systematic data to rule out one explanation of the non-monotonici-
ties in favor of the other. Indeed, on physical grounds it would seem that both
explanations would have validity.

Our observation of the relative independence of the suppression threshold
curve with frequency (for frequencies below CF) has also been observed recently
by Schmiedt (1982) in Mongolian gerbils. The effect both in cats and in Mongolian
gerbils seems to become noticeable when the suppressor tones have levels on the
order of 70 dB SPL. This relative independence of and the 70 dB SPL threshold
for suppression is also evident in the cat rate response data of Abbas and Sachs
(1976).

It is important to note that in this study, by using a Kiang-Moxon tuning
curve paradigm and its various adaptations to generate the several different
types of data reported here, we have been able to avoid the non-linearity of the
rate-level response function and we have been able to build a data base of con-
sistent measurements.
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GENERAL DISCUSSION:

BIALEK:

The sound pressure level of a distortion product in the ear canal must depend
upon the impedance "looking out" of the eardrum into the earphone coupler. Thus
the equality of observed sound pressure and effective sound pressure at the
neuron (asserted by your Fig. 4a) is coincidental. Such studies with variable
impedance couplers would be very useful.

FAHEY:

Indeed the sound pressure of the distortion product in the ear canal depends upon
the impedance looking out. The distortion product activating the unit depends
upon both the wave that reaches the unit directly from the point of generation
and the wave present in the "resonator" consisting of the outer ear (closed by
the sound delivery system) and middle ear and cochlea. Certainly using the neural
unit as the detector of the distortion product guarantees that the sound pressure
in the ear canal can be no more than the threshold of the unit at the distortion
product frequency. It could, conceivably be less (depending upon the impedance
looking out of the cochlea) but it is not.
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1. INTRODUCTION

Adaptation in responses in primary auditory nerve fibers is a well document-
ed phenomenon. There is little or no evidence that it is present at the level of
the hair cell receptor potential. Therefore, it is quite plausible that the un-
derlying mechanism(s) originate at the synapse. An attractive model for this
mechanism is implied in the several '"depletion'" models, which have in common
that transmitter aspects (—substance, or channels) can be employed at a higher
rate than at which they are replenished (e.g., Schroeder and Hall, 1974;
Eggermont, 1975; Furukawa et al., 1978). These models lead to a multiplicative
adaptation model: the reduced response is the result of a reduced gain factor of
the system. Several theoretical studies had proposed to treat adaptation as an
aspect of an automatic gain control (Siebert and Gambardella, 1968; Duifhuis,
1972; Johannesma and Koldewijn, 1973; De Jongh, 1978). However, neurophysiolo-
gical follow-up studies, in particular those examining responses to brief in-
crements on a pedestal signal, casted serious doubt on the validity of this in-
terpretation (e.g., Smith and Zwislocki, 1975; Harris, 1977; Prijs and
Eggermont, 1981). These data are, insofar as envelopes are concerned, described
more accurately with an additive adaptation model. Since neither interpreta-
tion described all aspects of the data it is a fortunate development that recent
theories present attempts to incorporate both mechanisms (Furukawa et al., 1982;
Smith and Brachman, 1982; Schwid and Geisler, 1982).

Since the discovery of auditory forward masking (de Maré&, 1940) it was real-
ized that this psychophysical phenomenon was related to adaptation effects, that
was likely to be caused by recovery from the state of adaptation at the masker
offset. Evidence in support of this view was presented by Harris (1977) and Bauer
(1978). The problem of relating the two is that visual inspection of the recorded
data does not lead to more than a qualitative relation of adaptation and forward
masking. The quantitative relation requires the quantification of (central) deci-
sion rules. For simple psychophysical detection tasks these rules have been de-—
scribed succesfully with optimum detectors operating on peripheral neural data
(starting with Siebert, 1965).

The present study is limited to an examination of the implications of the
antithetical models of adaptation (multiplicative or additive) regarding temporal
masking. This analysis should be followed up with the examination of the predic-
tions of the more recent theories, which, however, still contain several assump-
tions that need further verification.

2. PREDICTING SIMULTANEOUS AND FORWARD MASKING

The first step in the analysis is to describe the responses in peripheral
auditory nerve fibers mathematically. As a basic frame-work we use De Jongh's
(1978) model, a synthesis of many concurrent models of the peripheral auditory
system. Figure la presents the (slightly modified) model. It is a multichannel
model in wich nonlinear interaction between channels is neglected. The model ex-
hibits multiplicative adaptation, for the ease of analysis drawn here as a feed-
forward process. The modification towards additive adaptation is given in Fig.1b.
The major difference is that instead of multiplying 9 (t), the output of G2, by
a factor a.(t), one decreases q.(t) by subtracting thé quantity d, (t) (cf Smith,
1973; Prijs and Eggermont, 1981}
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Fig.la. One channel of De Jongh's model of the peripheral auditory system, but
with feed—forward instead of feed-back adaptation/saturation, and a Poisson
spike—generator rather than a trigger process (to simplify the analysis). The
BPNL-section models cochlear filtering and nonlinearity; G2 is a half-wave rec-
tifier; K limits synchronisation at high frequencies; Poisson process plus re-
Ffractoriness actually constitute a Markov process. By taking

a;(t) = (I+a<q;(t)> )71, where <..>r implies averaging over a window T, the mul-
tiplicative adaptation model produces saturation. Fig.1lb. The additive adapta-
tion model, specified for the emelope of the response but not for the fine
structure; hence E; T prevents the rate function r;(t) from being negative
(linear half-wave rectifier). For d; ome might take d;(t) = B<q;(t)> with
0<B<I (e.g., Smith, 1973)

Next we analyse the response to a probe in the vicinity of a masker. In this
paper we limit ourselves to tonal stimuli: a masker M of duration T and amplitude
AM’ and a probe P with duration AT and amplitude AP’ presented at t_ after masker
onset, and masker as well as probe at f=f ..

It is useful to make serveral other approximations in order to gain transpar-
ency, albeit at the cost of losing details. These simplifications do not alter
the main conclusions which we will reach. The first approximation is to take

P

q;it)

) T
multiplicative / \iddihve
1
ailt —\/ @it /’_\

0 . Q

]

Fig.2. Responses at successtive
points in the multiplicative and
additive models to a tonal masker
of duration T and amplitude Ay
and a brief probe of duration AT
and amplitude Ap, presented either
stmultaneously at tp, or in the
forward masking position tE'.

The bottom line shows the incre—
mental responses to the probe as

0 T 0 T
rift) nit
___]\\\\~1’Jl_ ____f\\\“1 J—
0 T - ) s —

speci%ic respon.se to pro_be with f.ixed Ap
e, (tpl

T (tp)

a function of its temporal loca-
tion with respect to the masker.
(The decrement in rp;(tp) in the
simultaneous additive case is
caused by the nonlinearities Gl
and G2, not by adaptation.)
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rectangular bandpass filters which innervate N_ afferent neurons. Thus, given the
tonal stimuli, N_ channels convey equivalent, But stochastically independent, in-
formation on P and M. Secondly, we neglect the effect of refractoriness because
the refractory period is significantly smaller than the average inter—spike~
interval at saturation. The envelopes of the responses at different points in the
multiplicative and additive models are shown in Fig.2, for simultaneous and non~
simultaneous probes.

The optimum use of information across the

stochastically independent channels can be charac-
terized by the rms sum of the relative distances
di for each chann?I (Green, 1958). Setting {mult.)
1
dpe = Z@D? =N 2.ay =1 (1) e B
N Ap M
e
as a detection criterion, as usual, provides the . - T —
equation from which the probe threshold can be 0 P
solved. Optimum detection requires also optimi- Fig.3. Predicted temporal
zation in the time domain, i.e. setting a detec- masking contours for the multi-
tion window of duration AT at t=tp. Because of plicative adaptation model,
the fixed frequency f, the information is con- for two masker amplitudes

tained in the spike rate. The Poisson process spec- AM2>AM1

ifies the stochastic response, and leads to simple

expression for average rate and its variance. Thus,
d{ can be evaluated, and the probe threshold can
be predicted.

neural

The results are: response
a) for the multiplicative model and simultaneous to masker
. Cy i
masking aM(tP) aqM 2773 1 o T
e )
M /aM(t ) (add )
P probe
(2) threshold Am,

Note that aM(tP) decreases as tp goes from 0 to T, AP

implying that ~A_ <ncreases over this interval
(see Fig.3).
b) for the multiplicative model and forward masking

1

T —t,

o-‘

Fig.4. Predicted temporal
masking contours for the addi-

AP(tP) = gZ-] 2N _AT aM(tP) -l 3) tive adaptation model, lined
€ up with the neural response,
immediately after masker offset for two masker amplitudes
(q=g,(A)=go{g; (A)}). If the spontaneous response 4 A
7 . . M2 M1
begins to play a role the expression is more
complicated. (t,) monotonically approaches the

threshold-in—quieg value.

c) for the additive model and simultaneous masking
1

Ap(ty) = [1 - B(tp)]z 4,00, )

with AP(O) as in Eq.2. Here B(tP) is an increasing function of tp and Ap decreas-
es as tp goes from 0 to T (see Fig.4). (The definition of B(tp) relates to the
earlier definition in the legend of Fig.lb, where B was a constant, as follows:
B(tp) .y () = B<aj (hy)>r.) _

d) for the additive model and forward masking

Ay (ty) = gz"[s<tP> gz(AM)} (%)

during the interval in which spontaneous activity is suppressed entirely by adap-
tation. Beyond this range AP(tP) increases to its asymptotic value.
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3. DISCUSSION

Using a concurrent model for peripheral auditory processing and a count sta-—
tistic on cn information subjected to optimum detection rules we arrived at the
prediction of certain trends in simultaneous and forward masking. Although the
model parameters have not yet been specified in detail, the results for additive
and multiplicative adaptation differ significantly, and the differences are not
very sensitive to model parameters.

The most striking difference is found in the predictions for simultaneous
masking (cf. Figs.3 and 4). Psychophysical data show at best a small overshoot
effect at the makser onset (3 to 6 dB), but definitely not a rising behaviour such
as is predicted by the multiplicative model (Fig.3). This increment reaches values
of over 10 dB. Thus, on the basis of this analysis, as well as of the analysis of
neural data (Smith and Zwislocki, 1975), the multplicative adaptation model has
to be rejected. The additive model, on the other hand, gives a reasonable account
of psychophysical and neural data. For simultaneous masking an overshoot of the
order of 3 dB is expected (see also Smith and Zwislocki, 1975).

The additive model predicts forward masking only over the interval over which
spontaneous activity is completely suppressed. Threshold is reached as soon as the
probe elicits a spike, because the "noise background" is absent. Where the sponta-
neous activity begins to recover the probe threshold increases slightly, because
‘the specific probe response is independent of tp but the noise increases so that
S/N decreases. The predicted local minimum in the transition disappears if it
would occur at slightly different times in different fibers. The above mechanism
predicts forward masking to stop abruptly at 30 to 70 ms after masker offset (see
e.g., Harris and Dallos, 1979). In older psychophysical data such a breakpoint is
found, but approximately at 200 ms after masker offset. Some recent data, however,
indicate that hardly any forward masking is found beyond t, = T + 50 ms (e.g.,
Stout, 1982). The rejected multplicative model would predict forward masking over
a longer interval.

The above results were obtained using a count statistic, for which expecta-
tion and variance are proportional. It is conceivable that instead of this, the
almost optimum interval statistic would be employed, based on a fixed small num-
ber of inter-spike-intervals rather than on a number of counts during a fixed
window. The interval statistic leads to the following predictions: no adaptation
effects at all for the multiplicative model, but for the additive model the adap-
tation effects are very similar to those obtained with the count statistic.

Note that the model potentially allows prediction of the Weber function. As
this is an amplitude characteristic, it depends on the shape of Gl and G2. The
combined effect may be approximated with a power function over a considerable
dynamic range. For the additive model Gl and G2 have to cause saturation, so that
the power than approaches 0.

In conclusion, the additive adaptation model appears adequate insofar as pre-—
dictions based on signal envelopes are concerned. The multiplicative model is un-
tenable. A firm physiological bases for the additive model may be emerging but is
not yet complete (e.g. Furukawa et al., 1982). For the model of Fig.lb the restric-—
tion that it described envelope behaviour can be removed by deleting block E and
reinserting block K before, or possibly after, block T. The additive model re-
lates forward masking and the overshoot effect directly to peripheral auditory
adaptation, hereby supporting de Maré&'s original interpretation.
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PITCH AND COCHLEAR NERVE FIBRE TEMPORAL DISCHARGE PATTERNS
E.F. Evans

Department of Communtication & Neuroscience, University of Keele,
Keele, Staffordshire, ST5 5BG, U.K.

1. INTRODUCTION

Controversy still exists concerning the role played by the temporal
discharge patterns of cochlear nerve fibres in determining the pitch assigned to
complex stimuli (see Evans, 1978 for review). Recently, attention has been
focussed on a stimulus, similar to one originally used by Seebeck, consisting of
a pulse train having alternate intervals of 4.7 and 5.3 ms (Whitfield, 1979,
1980; Moore, 1980). This stimulus, when heard unfiltered has an ambiguous pitch
of 100 or 200 Hz. In contrast, Whitfield (1979, 1980) reported intervals
corresponding to the 4.7 and 5.3 ms intervals in the stimulus to predominate in
the interspike interval histograms (ISIH) of cochlear nerve fibres having
characteristic frequencies (CFs) from 0.55 to 2 kHz, in the guinea pig. He
consequently raised the questions why the pitches corresponding to these
intervals were not heard, and conversely why the 200 Hz pitch heard appeared to
have no corresponding interval in the neural discharge patterns. In response,
Moore (1980) has argued that neural intervals corresponding to the pitches heard
should be present in the discharge patterns of cochlear fibres of CFs correspon—
ding to the dominant region for the pitch heard, usually some 3 -~ 5 times the
frequency matching the pitch.

The present experiments were carried out in an attempt to clarify the situ-
ation, and to provide information on an underlying secondary question. This is
how well do cochlear fibres, having narrow-band filtering properties to continu-
ous single—~ and multiple-component stimuli, in terms of the weighting of their
phase-locking properties (Evans, 1978, 1980b, 1981), behave as filters in
response to impulsive stimuli? Experiments were carried out on single fibres of
the cat's cochlear nerve and also on an electronic analogue of a cochlear nerve
fibre having linear band-pass filtering properties (Evans, 1980a).

2. METHODS

The stimulus in all experiments was a pulse train of rectangular pulses,

100 us in width and having alternate intervals of 4.7 and 5.3 ms (see Fig. 1),
synthesized by computer, and presented closed-field to the ear by a Bruel &
Kjaer 4134 condenser-driver system (with compensation for distortiom). ISIH and
autocorrelation histograms were obtained from cochlear fibres at several sound
levels in steps of 10-20 dB from below threshold to the stimulus up to about

60 dB above. In addition, the frequency threshold curve (FTC) of each fibre was
determined by computer.

The details of the stimulation and recording techniques, physiological con-
trols, and of plotting the FICs are given in Evans (1979). Briefly, micro-
pipettes are used for recording the activity of single fibres in the cochlear
nerve of pentobarbitone anaesthetized cats. The cats were selected for freedom
from middle ear disease and great care was taken to minimise noise exposure
during the surgical preparation by avoiding drilling and bone snipping. The
threshold of the gross cochlear action potential to tome pips from 0.5-40 kHz was
monitored at intervals throughout the experiments and did not deteriorate. The
bulla was intact but vented to atmospheric pressure.

ISTH and autocorrelation histograms were computed on— and off-line by a
Computer Automation Alpha 2/40 minicomputer system used for the synthesis of the
stimuli. A 'silo' DAC and hardware spike clock (Cambridge Electronic Design Ltd.
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502 system) enabled synthesis of stimuli to be effected while logging spike data
with a resolution of 1 us. Each histogram was computed on 4096 spikes, with 512
bins of width 60 us for fibres with CFs below 1 kHz, and 30 us for those above
(e.g. Fig. 1). Fast Fourier transforms (FFTs) were computed from autocorrelation
histograms constructed with bin widths of 100 us (e.g. Fig. 2). FICs were
obtained by an on-line up-down threshold tracking method described in Evans
(1979) in response to 50 ms tone bursts having 5 ms rise-fall times.

Pig. 1. Autocorrelation histograms of spike discharge patterms of 11 cochlear
fibres with CFs indicated in response to a click train stimulus with alternate
intervals of 4.7 and 5.3 ms (see lower left of Pigure).

For CFs: 0.25-0.93 kHz, bin width was 60 ws; 1.24-3.78 kHz, 30 us. 512 bins in
each histogram, 4096 spikes. ALl fibres, with the exception of that with CF of
0.6 kHz, are from one cat. Stimulus level: constant in terms of electrical

signal to the earphone at -40 dB (about 20-30 dB above response threshold of the
fibres)
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3. RESULTS

ISIH and autocorrelation histograms were obtained to the pulse train stim-
ulus from 52 cochlear fibres in 2 cats, with CFs ranging from 0.25 to 5.9 kHz.
The data for the 2 cats were virtually identical.

a) Effect of fibre CF

Fig. 1 illustrates the systematic changes in the autocorrelation histograms
obtained with change in fibre CF from 0.25 to 3.78 kHz. Fibres with CFs below
about 0.7 kHz yielded histograms dominated by a periodicity corresponding to the
predominantly even harmonics of the 100 Hz fundamental. The histograms there-
fore included peaks at 5 and 10 ms. TFor CFs above about 0.7 kHz, the histograms
became more complex. The 5 ms peak tended to split into two peaks corresponding
to the stimulus intervals of 4.7 and 5.3 ms. However, these peaks were promin-
ent only for CFs above 1 kHz, becoming comparable in size with the 10 ms peak
for fibres with CFs in the 2 kHz region. For fibres with CFs above 2 kHz, the
splitting of the 5 ms peak became progressively less prominent; eventually, at
CFs of about 3 kHz, it divided into 3 sub-peaks at 4.7, 5 and 5.3 ms. Above
about 3.5 kHz, the fine structure of the histograms became lost, a 200 Hz
periodicity remaining.

b) Effect of stimulus level

Over the range of levels investigated, from threshold to 40-60 dB above, the
forms of the autocorrelation histograms were relatively invariant (eg Fig. 2).

To quantify the effects of level, FFTs were taken of the histograms (eg Fig.
2, right half). The levels of the spectral peaks were then corrected for the
levels of the corresponding components in the stimulus, and were plotted so that
comparison could be made of their relative weighting by the cochlea's filtering
action) with the FTIC of the fibre. Fig. 3 shows the results for 3 fibres, that
with a CF at 1.08 kHz being the fibre illustrated in Fig. 2.

Fig. 2. Autocorrelation histograms of a fibre with a CF of 1.08 kHz to the click

train at three sound levels, (separated by 20 dB), at approximately 10, 30 and
50 dB above response threshold.

Bin width 100 us. Right half shows Fourier transforms of histograms on left
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In the case of every fibre, at most stimulus levels there was relatively good
agreement between the weighting functions and the pure tone FTC. Most deviations
were systematic, as follows. The weighting function at stimulus levels nearest to
threshold tended to diverge from the FTC, becoming wider than the FTC at 10-20 dB
from the tip. In a few cases, (eg fibre 976__, Fig. 3), the functions for the
higher stimulus levels were somewhat narrower than the FTC. For fibres with the
highest CFs (eg fibre 976 0’ Fig. 3), the weighting function became displaced at
the highest levels, towarés lower frequencies, with a reduction in the slope of
the low-frequency cut-off.

Rarely, and only at certain stimulus levels, individual frequency components
were unexpectedly missing from the FFTs.

4. DISCUSSION

Over a wide range of fibre CFs, the strongest periodicities in the temporal
discharge patterns are at multiples of 5 ms. Only for fibres with CFs between
about 1 and 2.5 kHz, do peaks corresponding to the stimulus intervals of 4.7 and
5.3 ms become substantial. They become comparable in size with the peaks corres-
ponding to 10 ms only at CFs between about 1.5 and 2 kHz, as would be expected
from the predominance of the odd harmonics in that region of the stimulus
spectrum. If the dominant region for the pitch of this stimulus is about
3-4 times the frequency matching the pitch, and if the pitch is determined by the
discharge periodicities of fibres with CFs in this region (0.3-0.4 kHz; 0.6-0.8
kHz respectively), then the findings are not inconsistent with the ambiguous
pitch of 100 and 200 Hz, although the dominant region for the 200 Hz pitch must
not extend much beyond three times its matched value. A choice of other stimulus
intervals might be more conclusive.

Fig. 3. Comparison of weighting functions derived from the Fourier transforms of
the autocorrelation histograms in response to the click train (see text), with
the pure-tone FTCs, for 3 fibres with CFe of 0.37, 1.08 and 3.15 kHz respectively
at 3 stimulus levels in each case.

FTCs indicated by dotted lines; -60 dB level (about 10 dB above response
threshold): continuous line; —40 dB level: dashed-dotted line; -20 dB level
(about 50 dB above threshold): dashed line
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Pitches corresponding to intervals of 4.7 and 5.3 ms are, however, heard if
the stimulus is octave-band filtered at frequencies of 2 and 4 kHz, although at
the latter frequency the pitch is weak (B.C.J. Moore, personal communication, 1981)
Fibres with CFs in the 2 kHz region have a strong representation of these
intervals in their discharge patterns. The present data are therefore not incon-
sistent with the pitches heard.

By the same token, the data are not in agreement with those reported by
Whitfield (1979, 1980) in that substantial periodicities corresponding to intervals
of 4.7 and 5.3 ms were encountered only over a restricted range of CFs, in the
present data. Simulations with an electronic analogue of the cochlear nerve
(Evans, 1980a) gave close correspondence to the histograms of Figs. 1 and 2 with
linear filter Q factors (CF/-3 dB bandwidth) of the order of 10-20 for fibres with
CFs above 0.6 kHz. In order to match Whitfield's illustrated data, however, (Figs
3b and 1 of Whitfield, 1979 and 1980 respectively), Q factors of the order of 1-2
were required. This implies that the frequency selectivity of Whitfield's units
were much less than those studied here. Two possible explanations are possible to
account for this discrepancy. The first is that the cochleas from which
Whitfield's data were obtained, were in a pathological condition as a result of
the effects of anaesthesia and surgical preparation, not uncommon in the guinea
pig (Evans, 1972). The second explanation arises from evidence that rodent coch-
lear nerve fibre tuning deteriorates more than that of the cat at high stimulus
levels. With noise stimuli and reverse correlation techniques, the derived filter
functions for cochlear nerve fibres in the cat are remarkably stable up to 40-60
dB above stimulus threshold (Evans, 1977; de Boer & de Jongh, 1978). 1In the rat
Mgller, 1977) and guinea pig (Harrison & Evans, 1982), however, the frequency
selectivity for broad-band stimuli appears to decrease monotonically with increas-
ing noise level above threshold. Therefore, if Whitfield's stimulation was made
at stimulus levels substantially above threshold, this could account for his
findings.

The present results, obtained with impulsive stimuli, concerning the effects
of stimulus level on the filtering properties of cat cochlear fibres, are in sub-
stantial agreement with previous data using broad-band noise stimuli (Evans, 1977),
and continuous harmonic complexes (Evans, 1980b, 1981). In terms of the weighting
of the phase-locked components of the fibre discharge patterns, the weighting
functions correspond relatively closely to the pure-tone FTC. At threshold stim-
ulus levels, the weighting function with harmonic complexes is sometimes slightly
wider than the FIC (Evans, 1981, Figs. 4 and 5). At stimulus levels up to about
40-60 dB above threshold, however, the correspondence is close, particularly for
fibres with CFs below about 1.5 kHz. For higher stimulus levels, the weighting
function tends to shift towards lower frequencies for fibres with CFs above about
1 kHz (Fig. 3, fibre 976 o’ Evans, 1977, Fig. 5; Evans, 1981, Fig. 4) together with
a progressive decrease in the slope of the low frequency cut—off.

In experiments using paired click stimuli and recording in the rat cochlear
nucleus, Mpller (1970) concluded that the peripheral frequency-selective analyzer
showed a bandwidth for impulse stimuli that was narrower than for pure tones. It
has been argued elsewhere (Evans, 1975) that the assumption of a comparable band-
width would have given a more satisfactory fit to the data. In any case, there may
be difficulties associated with the theory underlying Mgller's procedure (Pick &
Narins, 1980). The present data, with the possible exception of fibre 976,_ in Fig,
3 do not support the view that the frequency selectivity of the cochlea is &harper
for impulsive than for continuous stimuli. WNor do they support the suggestion
(Whitfield, 1982) that the cochlear frequency selectivity, as reflected in the
temporal discharge patterns of cochlear fibres, is substantially less than that for
continuous stimuli. While the effects of cochlear non-linearities do make them—
selves felt at stimulus levels above 40-60 dB above threshold, to a first approx-—
imation in the cat, the cochlear filtering behaves remarkably linearly to contin-
uous wideband noise (Evans, 1977) and harmonic complexes (Evans, 1981), and to
impulsive stimuli.
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GENERAL DISCUSSION:

This paper was followed by an extensive discussion between I.C. WHITFIELD (re-
presented by P.E. STOPP), E.F, EVANS and B.C.J. MOORE. Because of its length
the editors regret that they cannot include it in the proceedings.

TYLER:

One of the predictions of your model is that hearing-impaired listeners with
poor frequency resolution would hear a different pitch than normal listeners
would hear. I believe John Brandt published some work on periodicity pitch detec-
tion in hearing-impaired children, but I can't recall the nature of the results.
Any comments?
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EVANS:

I am very glad to hear that. I have argued for several years that it should be
possible to provide a useful test of the rble "straightforward" temporal coding
might play in pitch perception by exploiting "naturally'" occurring differences
in auditory filter bandwidth, ideally in patients with unilateral cochlear hear-
ing impairment. A different pitch could be looked for in an ambiguous residue
pitch situation, or merely an abnormally enhanced pitch where harmonics fell in
an area of impaired frequency resolution, i.e. abnormally wide spectral integra-
tion and therefore component interaction.



SUPPRESSION IN NEURAL RESPONSE OF THE AUDITORY
SYSTEM TO CLICK PAIRS AND TO COSINE NOISE

J.H. ten Kate and G. Bloothooft

Biophysics Group, Applied Fhysics Department
Delft University of Technology
Delft, The Netherlands

1. INTRODUCTION

A number of observations (Thurlow 1957, Haye 1970, Eland 1974) was reported
concerning an interesting asymmetry in the perceptibility of the socalled repeti-
tion pitch RP. (Bilsen & Ritsma 1970), when one pulse of a click pair is made less
intense than the other. Thresholds for the perceptibility of RP differ in both
cases notwithstanding similar power spectra of the two kind of click pairs, the one
with the small pulse preceding and the other one with the small pulse following.
The value of attenuation of the small pulse (in dB) with respect to the unvaried
large pulse appears to be lower in obtaining the threshold sensation of RP on the
first click pair than on the second one. Its value depends also on the delay be-
tween both pulses (Eland 1974). The assumed direct correspondence between the per-
ception and the power spectrum of the stimulus does not seem valid for click pair
perception in contrast to data with cosine noise. No asymmetry in RP is present on
pseudonoise (MLS series) added with its attenuated repetition (cosine noise). Di-
rect evidence of the representation of the described click pairs on the basilar
membrane and in the nervous system is needed for a further understanding of this
phenomenon. A number of studies in the following is presumably related to this
asymmetry in RP. A non-linear pulse response of the basilar membrane in the 7 kHz
area was measured with the Mossbauer technique in squirrel monkey (Robles and Rhode
1974, Rhode and Robles 1974). Goblick and Pfeiffer (1969) showed a temporal— and an
amplitude non—linearity in the click pair response of eighth nerve of cat with a
nulling method in socalled compound PST histograms. Kim et al (1973) modeled the
BM motion with a system of non-linear differential equations, giving a number of
auditive non-linear phenomena, including two—tone suppression above CF, the tempo-
ral-and amplitude non~linearity in response to click pairs. Eland (1974) described
the neural data of the study by Goblick and Pfeiffer (1969) with a simulation model
in which the pulse response h(t)=G1(t/T)2e_t/tlsin 2wt/p, its amplitude dependence
is determined by t}=(1+G{/100)/(1+G{/25) and the temporal non-linearity by sup-
pressing the second pulse of the click pair by a factor b=0.75+0.005 k in a time-
interval <25 ms. b=1 for >25 ms. Gj=intensity of the click, t,=time constant, T=
1/CF. k=number of intervals T/2. Computed delay-histograms of the click pair stim-
ulation with the small pulse preceding in comparison with those to click pairs with
the small pulse following appear to be deeper modulated in this stimulation. Duif-
huis (1973)presented data on nonsimultaneous masking of clicks, showing also asym—
metry in backward and forward masking. The masking effect of the first pulse is
lost after 25ms. Pluymert(1979)measured a decreasing influence of the first click
on the N; amplitude of CAP to the second click in the interval 1-20ms. Mgller
(1970) measured delay-histograms to click pairs with equally intensive pulses in
the CN of the rat. He computed a frequency selectivity for CN neurons to click
pairs, which is about twice that derived from the tuning curve TC. This sharpening
was ascribed to an effect of inhibition during broad-band stimulation. Ten Kate et
al (1973, Bilsen et al 1975) determined (T-diagrams) delay-histograms from the
neural responses under influence of lateral inhibition in cat. A maximum value of
the top-valley ratio was found between the third valley and the third top of the
delay histograms for 607 of the neurons to <-5dB deep modulated cosine noise. No
signs of a maximum in modulation of the delay~histogram were present in the remain-—
ing part of the CN neurons. Weighting functions of the neurons were computed from
the delay-histograms with aid of spike-intensity relations to white noise. It was
assumed, that both spike-intensity relations to cosine noise in the valley and to
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cosine noise on the top are the same. Eighth nerve data however show a clear fre-
quency dependence in the slopes of spike-intensity relations around CF (Evans 1974,
Sachs and Abbas 1974). Therefore experiments are needed to study spike-intensity
relations to cosine noise and to click pairs at different delays T. Watanabe (1979)
succeeded in the separation of lateral inhibition of CN neurons and lateral sup-
pression of eighth nerve cn by reversibly poisoning inhibitory synapses on the neu-
rons during two-tone stimulation. The contribution of cn seems less effective than
the contribution of the inhibitory synapses to the two—tone suppression in his data.
Wilson et al (1974) have not found an influence of lateral suppression on the peak-—
valley ratio as a function of the delay T in cn response to 100% modulated cosine
noise. Ruggero (1973), Rhode et al (1978) and Schalk and Abbas (1980) measured clear
lateral suppression effects in the response to noise bands and in the pure tome re-
sponse during the presence of noise bands. It is expected, that the cn with a valley
of the cosine noise spectrum on its CF is affected by its surrounding tops lying at
the suppression-areas of the nerve fibre. Three questions have been put in this
study: 1) Is there a difference between the neural responses to both kinds of click
pairs? 2) Are the frequency selectivities to these broadband stimuli equal to the
frequency selectivity of the neuron to pure tone? (ten Kate & Bloothooft 1978).

Do the neural responses in the delay histograms to click pairs and to cosine noise
show nonlinearities and if present, in what way are they linked to well-known audi-
tive nonlinearities?

2. METHODS

The animal preparation (cat), the response recording, the acoustical system,
the data collection and processing have been previously reported (Bilsen et al.
1975). The absence of adaptation effects on the recording are checked by requiring,
that the spike~intensity relations durlng pure tome, cosine noise, pulse and click
pair stimulation are symmetrical for increasing and decreasing 1nten31ty levels
over an equal range. The normal course of the spike-intensity relation is a monoton-—
ic function with a linear part in a kind of a S-shape between the threshold at the
spontaneous activity and the saturation. The output power of the auditive filter on
basis of the linear part of the spike-intemsity relation is described by:

(s-s__)/10c
R (w) = R . @ 10 P (1

s__=spontaneous rate, c=slope of the linear part of the spike-intensity relatiom.
s=spike rate, r=reference point, w=frequency. The output power of the auditive fil-
ter for cosine noise and for click pair stimulation with one component attenuated
by a factor g is:

with the same polarity R +(T)

[: W(w) (1 + gz + 2g cos(wt)) dw 2

Luw (1 + g2 - 2g coswn) dw (3

W(w)=an even weighting function representing the auditive filter, T=delay line.
Méller (1970) derived the autocorrelatlon function AL (T) of the pulse response of
the auditive filter:

A (1) =

with opposed polarity R_ (T

R+(T)-R_(T) . 2g = W(w)coswt dw
R@+Em  (+g?) £uw du

W(w) can be computed omn basis of (2), (3) or (4). The denominator of (4) is con-
stant for a linear system. It is also possible to prove the existence of a non-
linearity and to study its dependence of T with aid of the next formula:

(4)

&2 (0). A(T) = £(1).bg Lo W(W) coswT dw (5)
with £(r) = R2()/{RE(D)+RE (D)} ®)

RESULTS AND DISCUSSION

Delay histograms to cosine noise (left part of the upper panel of Fig. 1) and
to click pairs were recorded from 24 neurons out of a class of 71 sustained, prima-
ry-like neurons in the AVCN of cat. The remaining part was lost during the period
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of extensive recording. The spontaneous firing rate of all neurons except one was
below 10 spikes/sec. The computed value of the slope c of the spike~intensity rela-
tion showed the well-known frequency-dependence during tone—burst stimulation. The
slope c of the spike-intensity relation during cosine noise burst and during click
pair stimulation varied with delay time T having the smallest value in the valley
of the delay histogram. An example for cosine noise is given in the right part of
the upper panel. c=5.4 spikes/dB s in the valley instead of 7.9 spikes/dB s at T=O0.
The values of the output power R.%(‘r)1 computed with the variable c(T% appeared to
be more symmetrically oscillating around a mean than the values of R{(T); calculat-
ed with ¢=7.9 sp./dB s. st 778806 o

Fig. 1, Neuron 77 BB06. CF=1.3
kHz, The delay-histogram {S,.(1)},

the _co.mpute-d outptét power of the 1001 /\r\\, el M

auditive filter R%(T)o and the és
autocorrelation function A,(T) QT :iT
against the delay T are succes— & )
sively presented from the top to 0 0+
bottom in the left part of the

figure. Note that the tops and R:

valleys of R+(T)1 and of A,(T) c=cty

are lying more symmetrical around 50
a mean value than those of R2(T) . '/ﬁ
The slopes c(t) of the spike—in—

tensity relations to cosine noise

are presented versus T in right o’

part of the upper panel. Three Ri C=79 sp/dBs Wolo)
computed weighting functions F T

Wi(w), Wolw), Wz(w) are compared SO

'm the right part of the figure.

No significant difference between

them 18 observed 0 bt

A.(7) waxes and wanes also sym— Al W, o)
metrically around a mean value B 3
having less stochastic variation EE;

because of the addition of RZ(T). T fq
The computed weightinngunctions, 0 /W\M/hwfkawM
ohtained by FFT from R (T)l, <?

R+(T)2 and A.(T), do not show sig- J
nificant d1fferences. Similar 0 ‘DELAY . 5 =

results were collected from delay — 25 REQUEN%?__%> 3
histograms to click pairs. The kHz
value of f(r) appeared to be constant for all computed A (T) from the delay histo-
grams to click pairs. But the value of £(T) is increasing in the range 0<T<5ms
with the increase of T for all computed A.(T) to cosine noise. Since the firing
rate of neurons to cosine noise bursts (5.4-7.9 sp/dBs in Fig. 1) is much higher
than response of about 1 spike per pulse pair sp/pp with repetition frequency of

25 Hz (Fig. 2) and interval histograms had shown an evident contribution of small
intervals <5ms during cosine noise bursts, this increase of f(T) is ascribed to

the refractory period.~Two examples of asymmetrical delay histograms to click pair
stimulation with one pulse 6dB attenuated are presented in Fig. 2. More tops and
valleys to positive delay T are discernible than those to negative délays T for
neuron 77 PB 04 at 29-38 dB SPL eq. This asymmetry with a better modulation in the
delay histogram to the click pair with the attenuated pulse preceding is present
for the majority of the neurons (20). Some of the neurons (4) did not show an asym—
metry or had a weak asymmetry to click pair stimulation with the attenuated pulse
following (77 FD 04 in Fig. 2). Though the number of peaks and valleys is dimin-
ishing with increasing intensity levels, the asymmetry is more obvious with a
larger intensity level. No asymmetry was found in delay histograms to click pairs
with equal intensive pulses. But the number of peaks and valleys was smaller than
in delay histograms to click pairs with the attenuated pulse preceding (see Fig.3).
—~ This is demonstrated with the autocorrelation functions in top panel of Fig. 3

LN
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for neuron 77 PB04 with G=0dB and
G=6dB at 29 dB SPL. The computed
weighting functions (middle panel
of Fig. 3) appear to be different
in width. Also a small shift of

the best frequency occurs for the
weighting function from the click
pair with the attenuated pulse

following. Isorate TC's calculat—
ed from these weighting functions
are compared to the determined TC

Fig. 2. Delay-histograms for two
neurons to click pairs with one
pulse attenuated with a factor
G=6dB are presented at different
intensity levels (expressed in
dB SPL equivalent). Neuron 77
PB04 (CF=2.2 kHz, pulse width=
200 ue) appears to have asym—
metrical delay histograms with
inecreasing level (left part of
the fig.). More peaks and val—-
leys are discermible to the click
pair with the attenuated pulse
preceding (right part of the
curve) than to the click pair
with the attenuated pulse fol-
lowing (left part of the curve).
Neuron 77 FDO4 (CF=2.5 kHz) ap-
pears to possess a weak asym—
metry opposite to the neuron

77 PBO4

Fig. 3. Top panel: Two autocorre—
lation functions against the delay
time T of neuron 77 PB04 resp. to
click pairs with equally intensive
pulses (left curve, G=0) and to
click pailrs with one pulse atten—
uated by 6dB (the stimulus con—
figuration is indicated with ver—
tical lines above the curves).
Middle panel: The three computed
weighting functions (fast Fourier
trans formation FFT from the above
autocorrelation functivn) are resp.
to elick pairs with equally inten—
give pulses (left), to click pairs
with the attenuated pulse follow—
ing (centre) and to click pairs
with the attenuated pulse preced-
ing (right). Lower panel: Isorate
TC's computed from the three kind
of elick pair responses to the
elick puirs compared with the pure
tone TC

tone in the bottom panel of Fig.3.
Apparently the isorate TC to the
click pair stimulation with the
attenuated pulse preceding is about

TEN KATE and BLOOTHOOFT



Suppression of neural response 151

Fig. 4. Compound PST histograms of neuron 77

77PBOL
PB04 (CF=1/T=2.2 kHz, level of the pulse =28 01
dB SPL equivalent, repetition frequency of ) J
pulses and of click pairs = 64 Hz, 6dB atten— 005 _ -023
. . ; P=066 A P2=0.
uated pulse) to pulse~ and click pair stimu— 0 T N

lation. The stimulus configuration is indicat—

. . 005
ed by vertical lines under the curves. The | !
firing probability P (the same to condensation- 01 (a) (b
and rarefaction stimuli) is presented at the 015
curves. The pulse responses alone (a and b)
are given in the top panel. The click pair 005

P=022 P=024
responses presented in the second, third and 0 —————Vﬂ}V\ﬂ~'—- ———‘”JNAf“““—*
d

bottom panel are resp. to T/2, 3T/2, 5T/2. 005
Note in the third panel the nulling of the L
response to click pairs with the attenuated

pulse preceding. Vertical axis in spikes/ 01
stimulus (=pulse or click pair). 005

. P=056 P=011
equally wide as the TC to pure tone. The two 0 —*——-V — N
other isorate TC's are significantly broader 005
than the pure tone TC. No sharpening of iso- | L
rate TC's derived from click pair response 01
with respect to the pure tone TC was found for
all neurons in contrast to Mgller (1970). 01
~ Compound histograms were measured for the 005
same neuron 77 PB04 (Fig. 4) at delays of T/2, 0 P=070 P?&EZ
3T/2, 5T/2 (T=!/cF) at the level of 28 dB SPL -
eq. to two kinds of click pair stimulation 05
with one pulse attenuated. The firing proba- 01 Ll -
bility P is presented at the corresponding 015
curve and is equally large to condensation or )
to rarefaction stimulation. The response to 02

the click pairs at T/2, 3T/2, 5T/2 should be e
: 1 2ms 0 1 2ms
reduced because of the opposite phase of the TIME TIME
pulse responses (a and b in Fig. 4). It ap-
peared impossible to obtain the click responses in Fig. 4 by subtraction from the
pulse responses in a and b. The amplitude of the click pair response (T/2 for ex~
ample) appeared to be suppressed indicating the same amplitude non-linearity as for
eighth nerve data (Goblick and Pfeiffer 1969). A nulling of the peaks in the PST-
histogram also occurred in case of 3T/2 for the click pair with the attenuated
pulse preceding. Note that the firing probability P for 5T/2 to the click pairs
with the attenuated pulse following is of the same order of magnitude like the one
of the pulse response (a). No visible contribution of the attenuated pulse is ob-
served anymore. The other kind of click pair at T=5T/2 showed evident influence of
the preceding, attenuated pulse on the second pulse. The shown amplitude-non-
linearity in the compound PST histograms appeared to correspond to the asymmetry
in delay-histograms (Fig. 2, 3) to click pairs with one pulse attenuated. This fact
is predicted by Eland (1974) from data of Goblick and Pfeiffer (1969).

Though the number of neural responses in the sample is small, we felt confi-
dent to draw the next conclusions: 1) The slopes of the spike-intensity for click
pair and cosine noise burst stimulation are dependent on the delay time T. 2) The
delay-histograms of the majority of the AVCN neurons to click pair stimulation with
one pulse attenuated appear to be asymmetric above a certain intensity level. The
asymmetry in RP and in delay-histograms both may be related. 3) The nomlinearity
shown for the autocorrelation A, from the delay-histograms to cosine noise by the
factor £(1) is dependent on the refractory period of the neuron. 4)Computed isorate
TC's to click pair stimulation of AVCN neurons appear to be equal or larger than
pure tone TC in contrast to data') of Mgller (1970). 5) The amplitude—nonlinearity
in compound histograms to clicks (Goblick & Pfeiffer 1969) and the asymmetrical
delay-histograms to click pairs with one attenuated pulse are epiphenomena.

0

"YRecaleulation from his data gives about equally wide TC's to click pair & tone.
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GENERAL DISCUSSION

M¢LLER:*

You stated in your paper that the tuning properties of AVCN units as deter-—
mined using pure tones (iso-rate contours) were different from those determined
using the response to paired clicks. You mentioned that this is in contrast to my
earlier results (Mgller, Acta Physiol. Scand. 78: 299, 1970) which showed a shar-
per tuning in response to paired clicks compared to iso-rate contours obtained
from stimulation with pure tones. You also point out that recalculating tuning
curves using my data shows tuning to be about equally wide in response to click
pairs and tones. I believe the difference between your results and mine are mainly
due to the different ways we have calculated the frequency transfer function from
the autocorrelation functions that were derived from the responses to paired
clicks.

My conclusion, that the tuning in cochlear nucleus cells is sharper in re-
sponse to paired clicks than it is in response to pure tones, was based on the ob-
servation that the autocorrelation function obtained from the response to paired
clicks had a slower rate of decay than the autocorrelation function computed from
the iso-rate function obtained in response to pure tones. This strongly indicates
that paired click stimulation yields a narrower bandwidth than does pure tone sti-
mulation. The duration of the autocorrelation function that was available is only
about 1 msec. Since the autocorrelation function still has a substantial amplitude
at a delay of 1 msec, the power spectrum determined from the autocorrelation using
a 1-msec window becomes a poor estimate of the transfer function because of a too
narrow data window. The estimated bandwidth becomes too large. In my 1970 paper I
therefore used a different method for estimating the bandwidth. I estimated the
tuning in response to click pairs - not by Fourier transforming the derived auto-
correlation function - but by comparing the autocorrelation function computed from
a tuning curve of the same shape as the iso-rate function, and by varying the
width of these "iso-rate functions" until the autocorrelation functions computed
from these "iso-rate functions'" had the same rate of decay as the autocorrelation
function obtained from the paired click experiments (see p. 305, Mgller, 1970).

Thus, the difference between your calculation of frequency transfer functions
and my calculation seems to lie in the fact that you have used a narrow time win-
dow and, because of this, obtained a too broad frequency transfer function.

I am aware that nonlinearities affect the results. This is indicated by the
fact that R2(t) + Ri(t) is not constant. However, as was shown by Pick and Narins
(Hear. Res. 3: 180, 1980), the resulting transfer functions are affected by non-
linearities but it takes a relatively strong nonlinearity to produce a significant
error when only the bandwidth is studied.

The main point I showed in my. 1970 paper, namely, that the selectivity of the
periphery of the auditory system is available instantaneously and thus cannot rely
on a neural (second filter) interaction, is valid. That the frequency selectivity
obtained using the paired click method, which was presumed to reflect the oscilla-
tion of the basilar membrane, was even greater than that of cochlear nucleus units
was only pointed out to indicate that there is neural convergence toward these
neurons. My main point was that the frequency selectivity in response to clicks is
at least as good as it is to tones, which I took to be a strong indication that
frequency sharpening does not occur by neural interaction. Although this has since
been confirmed many times, at the time the work on paired clicks was published
(1970) it was not at all clear that the high selectivity seen in single nerve fib~-
ers was a result of basilar membrane tuning alone.

*
Submitted in written form by Prof. A.R. Mgller, Pittsburgh, USA
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TEN KATE:

It seems to me arbitrary to approach the autocorrelation function (your fig.3 B)

obtained from broad band stimulation with aid of a modified tuning curve (TC, dot-
ted curve) to that from a pure tone having hdlf of
its original bandwidth (solid line in present fig.
modified from Mgller's Fig. 3D). Physical methods
are available in order to extrapolate partly mea—
sured auto—correlation functions in a correct way.

These methods were developed for the extrapolation

of the correlation function beyond the maximum lag

in order to improve the spectral resolution in

the classical measurements of power spectra.

(Burg, 37th Annu. Meeting Soc. of Exploration

Geophysicists Oklahoma, Oklahoma City, 1967.

van den Bos, IEEE Trans. Inform. Theory, 15,

493, 1971). In a first approximation we have
extrapolated the auto—correlation function by one period. Results from it by FFT
are indicated by triangles in the figure. The dots are values obtained from your
original auto-correlation function without extrapolation. Additiomal results are:
1) The bandwidth is somewhat smaller than the solid 1iné, the original TC.

2) The best frequency appeared to be 5.6 kHz instead of 5.4 kHz (dotted modified
TC). 3) The dynamic range is only about 20 dB (because of noise in the data). The
isorate tuning curve (triangles) is only about 5% smaller than that obtained with-
out extrapolation (black dots). Inverse Fourier transform delivers a nearly exact
replica of the original auto-correlation (your Fig. 3B) with one period added.

PICK:

It does not surprise me that you find deviations between FTC's and filter functions
derived from click-pair data. Narins and I (Hear. Res. 3, 181, 1980) reported some
limitations of Mgller's transformation of click-pair data. We demonstrated analy-
tically, and by simulation, using what we felt were realistic data for auditory-
nerve—fibre responses, that severe errors could contaminate the derived auditory
filter.

TEN KATE: :

It was expected by us that a calculated W (f) should only represent the auditive
filter in a qualitative sense because of the presence of nonlinearities (Goblick
and Pfeiffer, 1969). The main result of the present paper is the difference bet-—
ween delay histograms for click pairs with either the first or the second pulse at-
tenuated. It should be recommended by us to study the underlying theory for the
calculation of W (f) from the paired click method (Pick and Narins, 1980) with a
model containing nonlinearities (in the sense of Goblick and Pfeiffer, 1969) for
less deeply modulated spectra than only click pairs with equally intensive pulses.
Our hypothesis (Bilsen et al., 1975) should be checked that "the activity of a
particular unit is the result of signal power in a restricted response area around
the unit CF". A possible conclusion that can be drawn from the presented data is
that the nonlinearity and/or the filter preceding the nonlinearity is dependent

on the type of the stimulus used.



AUDITORY-NERVE FIBRE CORRELATES OF THE CRITICAL BANDWIDTH
AS DETERMINED BY LOUDNESS ESTIMATION

J.0. Pickles

Department of Phystology, University of Birmingham,
Birmingham B15 2TJ, U.X.

1. SUMMARY

The firing of guinea pig auditory nerve fibres was measured in response to
bands of noise of variable bandwidth, centre frequency, and intensity. The total
firing rate in the auditory mnerve fibre array was calculated as a function of
stimulus bandwidth. As the bandwidth increased, the total firing rate increased
steadily for stimuli of constant total intensity. There was no sign of a constant
portion followed by a break-point, as appears in psychophysical estimates of
loudness with similar stimuli (Zwicker et al., 1957). The results cast doubt on
the theory (i) that loudness is a direct correlate of the total firing in the
auditory nerve, and (ii) that the critical bandwidth is revealed in the activity
of auditory nerve fibres. Changes in the form of the firing rate function with
cochlear pathology are described.

2. INTRODUCTION

It has often been suggested that the sensation of loudness is a direct fun-
ction of the total amount of activity in the auditory nerve (e.g. Wever, 1949;
Bekesy, 1960; Scharf, 1978). If this is the case, the total number of action
potentials should vary in ways similar to loudness estimates when the stimulus
parameters are varied. Zwicker et al. (1957) showed that when the stimulus band-
width was varied, but the total power was kept constant, the psychophysical est-
imate of loudness was constant for stimulus bandwidths less than the critical
bandwidth, and increased for wider stimulus bandwidths. On the above suggestion
the total number of action potentials in the auditory nerve should vary in a
similar way. They should therefore provide an estimate of the critical bandwidth,
and this would agree with suggestions that the critical bandwidth is set in the
cochlea (e.g. Fletcher, 1940).

In the experiments described here, the hypothesis was tested. The firing of
single fibres of the guinea pig auditory nerve was measured in response to noise
bands of different widths. In estimating the firing in the whole auditory nerve
fibre array, the rates were not however integrated over many different fibres.
Rather, the stimuli’ were presented in many different frequency relatioms to the
CF of one fibre. The rates were then integrated over all frequencies of present-
ation, to give the mean rate in an array of fibres uniform in properties with
the fibre being measured.

3. METHODS

Guinea pigs (300-550g) were anaesthetised with urethane (1.5 g/kg IP), and
auditory nerve fibres recorded by the approach of Gilbert and Pickles (1980),
using a Bruel and Kjaer 4134 microphone as a sound source, driven via a compen-
sation network (Evans, 1979). Bands of noise (noise floor 60 dB below level in
passband, other characteristics as described by Pickles, 1975) were produced in
a balanced modulator, and sinusoids were produced by two Farnell DSGl frequency
synthesisers.

The experiment was completely automated. When a fibre was isolated (crite-
ria as described by Evans, 1979), the FIC was determined in detail by a rapid
automated method, and then noise bands of eight widths (50, 100, 200, 500, 1000,
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2000, 5000, 10000 Hz) were presented at three intensities, and at 1l centre fre-
quencies in relation to the CF (0.2, 0.4, 0.6, 0.8, 0.9, 1.0, 1.1, 1.2, 1.4, 1.6
2.0 x CF), making 264 possible stimuli fn all. If a noise band overlapped O Hz
at any centre frequency, it was not presented. The stimuli were preserted in
balanced pseudorandom order (300 ms on, 300 ms off). Firing rates to each stim—
ulus were accumulated and the whole stimulus set was for most fibres repeated
six times. Later, for each bandwidth and stimulus intensity, the firing rate was
integrated over all frequencies of stimulus presentation, weighted by the freq-
uency interval between adjacent stimuli.

In addition, rate-intensity functions were determined at the CF.

4. RESULTS
Fig. lc shows the tuning curve of a high-spontaneous firing, low-threshold,

fibre. Since the spontaneous firing rate was high, the rapid FIC routine used a
high rate criterion (increment of 60 spikes/sec). The threshold for an increment
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Fig. 2b shows similar results for a fibre of slightly higher threshold and
low spontaneous firing rate. Although a small invariant region followed by a
breakpoint was seen at one intensity, it was within experimental error and the
bandwidth at which it occurred (about 200 Hz) was only about 10% of the fibre's
10-dB bandwidth. Fig. 3b shows similar results for a further low threshold fibre.
Results like these were without exception seen in all fibres displaying FTCs of
normal shape.

Fig. 4 shows results from a fibre with a pathologically wide FTC, recorded
in an animal with depressed respiration and raised round-window Nj thresholds. As
in normal fibres, the integrated firing rate increased steadily with stimulus
bandwidth, without showing a breakpoint. However, in contrast to normal fibres,
the initial slope of the function did not increase with increasing stimulus int-
ensity.

5, DISCUSSION

The results, show that the total firing rate in an array of uniform nerve
fibres is greater for wide than narrow band stimuli, even if the total stimulus
power is kept constant. The reason may be understood from the shape of the rate-
intensity function, Over all except the lowest part of the intensity range, neural
rate-intensity functions are negatively-accelerated functions of stimulus inten-
sity, if intensity is plotted on linear rather than logarithmic or dB scales.
Functions of such shape have the property that the greatest mean output is obtai-
ned if the input energy is spread as evenly as possible over all input channels,
rather than concentrated in only a few (see e.g. Pickles, 1982, p. 277). As the
intensity is raised, and the rate-intensity function becomes flatter, this phen-
omenon is accentuated, until we reach a maximum limited by fibres being driven
nearly to saturation for all frequencies of stimulation (e.g. Fig. 1lb, +51 and
+68 dB, 1-5 kHz bands).

What is unexpected is that the functions do not show any breakpoint, corres-
ponding to the critical bandwidth, similar to that seen in psychophysical estim-
ates of loudness when the stimulus bandwidth is varied (Zwicker et al., 1957).
This casts doubt on the generally-accepted direct relation between loudness and
the total amount of activity in the auditory nerve. It also casts doubt on the*
idea that the critical bandwidth in this task is set in the cochlea, an idea that
has been challenged for a variety of other tasks (e.g. Pickles, 1976, 1979, 1980;
Pickles and Comis, 1976).

The lack of any gross difference in the functions for normal and pathologic-—
al fibres suggests that this task is not suitable for assessing changes in neural
integration bandwidth with cochlear pathology, as has already been found (Bonding,
1979). The small difference in the behaviour of the slope of the integrated fir-
ing function in pathological fibres may be ascribed to the early widening of the
FTC in those fibres.
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GENERAL DISCUSSION

SCHARF:

1. As stimulus bandwidth increased, overall intensity was kept constant. Conse-
quently, spectrum level went down. Should not firing rate to a noise centered
on the characteristic frequency decrease with increasing bandwidth, especially
at the widest bandwidths?

2. Do you have any feeling about the coding for loudness other than by total
number of spikes per time unit? For example, your analysis, based on a single
fibre, would miss changes in patterns of synchrony over a large group of fibers.

PICKLES:

1. As the stimulus bandwidth is increased, the spectral density decreases, How-
ever, the effect on neural firing rate to stimuli at the CF is less than might
otherwise be thought. (i) The driving stimulus to the fibre changes only when

the stimulus bandwidth is spread beyond the neural integration bandwidth. So,

for example, if the fibre has an integration bandwidth of | kHz, increasing

the stimulus bandwidth to 5 kHz will reduce the driving stimulus by only 7 dB,
compared with the narrowest bandwidth. (ii) In most cases the stimulus intensities
were such that the narrowband stimulus at CF saturated the fibre. The rate there-
fore did not vary with small changes in intensity. (iii) Very narrowband stimuli
(e. g. 50-100 Hz wide) produce lower mean firing rates than wider stimuli of
equal total power, within the neural integration bandwidth. This is presumably a
result of the amplitude fluctuations in the narrowband stimulus. Under conditions
where these three effects are not important, the expected decline in firing rate
with stimulus bandwidth is indeed seen.

2. My interest in these experiments was to test the classical hypothesis that the
correlate of loudness was the mean net firing rate. Now that seems not to be true
in detail, it is worth looking at other hypotheses. I did not measure the syn—
chrony of the firing. However, at first sight it is difficult to see how changes
in patterns of synchrony should produce a breakpoint corresponding to the criti-
cal bandwidth. But you never know till you look !

MERZENICH:

In studies conducted in a cochlear implant patient, we have recently found that
with intracochlear electrical stimulation with bipolar electrodes we can generate
loudnesses over the full dynamic range, with the excited nerve fibre population
not extending over more than about 2 - 3 mm. Moreover, parallel animal studies
have revealed that at supra-threshold stimulus levels at which intolerably loud
sounds are evoked in man, unit discharge rates in cats do not usually exceed

250 discharges/second (i.e., the normal saturation rates). Further, loudness is
strongly affected by changing stimulus waveform in a manner that alters the local
temporal dispersion of auditory nerve fiber discharges without substantially al-
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tering (we believe) the overall quantity of evoked input or the length of the
auditory nerve array sector excited. Such studies strongly indicate that:

1. Consistent with the conclusions of Dr. Pickles' studies, overall activity does
not likely signal loudness; 2. local temporal features of response patterns play
a role in loudness representation and 3. in at least the electrical stimulation
case (in which synchronization of inputs can be artificially exaggerated) the full
dynamic range of loudness can be signalled by a highly restricted population of
eighth nerve fibres.

PICKLES:

These results are even worse for the traditional model than mine. Concerning the

limited spread of activity needed for the full sensation of loudness: I can only

say that if 1 integrate firing rates over a limited range of frequencies of pre-

sentation around the CF, the resulting bandwidth rate functions look less, rather
than more, like the psychophysical functionms.
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1. INTRODUCTION

Recent studies conducted principally in the somatosensory nervous system of
primates have revealed that cortical maps are alterable as a function of experi-
ence in adults. The specific nature of this evident dynamism of cortical rep-
resentations bears a series of important implications for consideration of the
significance of features of sensory system organizations. In this report, we
shall a) briefly summarize the basic conclusions drawn from these studies on
the dynamics of cortical map structure, b) outline by example the results of
studies from which these conclusions have been drawn, and c) then specifically
consider some implications of these studies for our understanding of the sig-
nificance of special organizational features of the auditory system.

2. CORTICAL FIELDS ARE DYNAMICALLY MAINTAINED AND ARE ALTERABLE IN ADULT
PRIMATES

According to the dominant contemporary view of cortical organization,
cortical representations are established early in life through a "critical
period" before which there is a pruning of anatomical projections to a fixed,
adult form. Cortical representations have been believed by most investigators to
be static in adults, with their functional structure defined by a static pro-
jection system anatomy. That basic view of sensoxy system organization has been
particularly reinforced by studies on the origins of ocular dominance columns
within visual cortical fields (see Movshon and Van Sluyters, 1981; and Sherman
and Spear, 1982 for review) and in studies of "barrels" representing individual
vibrissae within the somatosensory cortex of rodents (see Kaas, et al., 1983
for review). In both of these carefully studied systems, alterations of ocular
dominance column or barrel boundaries and structure are possible during the
first days of postnatal life, for example by sensory deprivation. However, at
later times no anatomical alteration of projections into these zones is seen.
Thus, the neuroanatomical connections establish functional cortical maps early
in life, and after that early stage (goes the current dominant view) substantial
map alterations can not occur.

Recent studies conducted principally within the somatosensory projection
system challenge that view. They reveal that: a) There is great individual
variability in the details of representation of the skin surfaces in adult
primates. This variability must, in part, be accounted for by the different
individual tactile experiences of the animal. b) A rapid reorganization of
cortical maps occur after peripheral nerve injury (Merzenich, et al., 1983a;
Merzenich and Kaas, 1983) or digit amputation (Merzenich, et al., 1983b).
Following such lesions, the representation of the skin surfaces in the border-
ing cortical map regions rapidly expand, to 'reoccupy' the deprived cortical
sector. By that reorganization, representations of surrounding skin surfaces
are topographically enlarged. With that enlargement, there is a corresponding
reduction in receptive field sizes, i.e., the expanded representations are
finer-grained. c¢) This reorganization is progressive, and occupation of a
deprived zone several millimeters across is initially completed in roughly 2-3
weeks (Merzenich, et al., 1983c). However, even after initial complete
territorial "'reoccupation, further substantial map changes are recorded, over
time. d) There is also a rapid reorganization of cortical maps after induction
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of a cortical lesion completely destroying the representation of a part of the
body surface (Jenkins, et al., 1982). 1In this reorganization, all of the skin
surfaces formerly represented within a small infarcted zone are later found to
be represented in the cortical region surrounding it. With this reestablishment
of representation, the mapping of skin surfaces formerly represented in this
surrounding zone is degraded, i.e., is of a coarser grain. e) Substantial local
alteration of cortical maps have been recorded following changes of the use of
the hand in normal monkeys. Thus, for example, dramatic map alterations have
been recorded in the cortical representation of a finger struck several thousand
times/day for several months in a bar-press task. Almost equally remarkable
changes were seen in the patterns of representation of surrounding skin surfaces
(W. Jenkins, M. Merzenich, J. Zook, and M. Stryker, unpublished observations).

These studies indicate that the detail of cortical maps ig established by
use, and is alterable throughout life. They have established a series of '"rules'
on the reorganization process which indicate, in part, the nature and purposes
of this alterability. Those rules (see Merzenich, et al., 1983c; 1983d) include:
a) During the course of map alteration, map topography is continuously main-
tained. b) During map alteration, the normal overlap ''rule" (percemntage overlap
of receptive fields is a nearly linear function of cortical distance, and the
distance over which fields no longer overlap is roughly comnstant at 500-600
microns) defined by Sur and colleagues (1980) is at least roughly maintained.

c) There is apparently a distance limit to map reorganization. In Area 3b (the
somatosensory konicortex) it is roughly 600 microns. That is, a given skin
surface site can be represented anywhere over a zone roughly 1200 in diameter,
with the actual site of representation defined by the monkey's functional use
of his skin surfaces over the long term.

It is almost certain that temporal coincidence or sequencing of inputs and
levels of temporally appropriate activity constitute the basis of the dynamic
maintenance and alteration of these maps (see Merzenich, et al., 1983d; Edelman
and Finkel, 1983). The reason is simple: There are no other realistic alter-
natives. Since the original postulation of Hebb (1949), there have been several
proposed models of how cortical maps might be created (the issue has usually
been addressed as a developmental one) by such response correlations (e.g., see
Malsburg, 1973; Swindale, 1980; 1982; Willshaw and Malsburg, 1976).

We have hypothesized that map alterations by use constitute the basis of
acquisition of skill, and have drawn several correlates between observed map
changes and the neurological consequences of corresponding lesions (see
Merzenich, et al,, 1983b; 1983d). Our results are consistent with a "group
selection" theory for pattern recognition, formally proposed by Edelman (1978;
1982).

Fig. 1. Maps of hand surface representations within cortical Area 3D in a
normal adult owl monkey (4), and 64 days after amputation of digit 3 (B).
Representational areas of dorsal hand surfaces are shaded. The cortical
zone originally representing digit 3 is outlined by a dotted line in B.
Receptive fields defined for neurons in microelectrode penetrations into
the former digit 3 representational zone in the second map (dots in B)
were on adjacent skin surfaces on digits 2, 4 and palmar pads; all are
drawm in C
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3. SOME EXPERIMENTAL EXAMPLES

An example of the kind of study upon which these conclusions are based is
illustrated in Figure 1. There, cortical maps are shown for the representation
of the hand surface before and 64 days after amputation of the third digit.
Before surgical amputation, the nerve innervating the surfaces of the finger
were located, and the proximal nerve stumps sutured to prevent their regeneration.

Two months after amputation in this and in all other studied adult monkeys
(Merzenich, et al., 1983c), the territory formerly representing the now-missing
digit was occupied by inputs from the adjacent digits and palms. The skin
surfaces found to be represented within this zone are indicated in the hand draw-
ing in the right of Figure 1.

In all such cases, receptive fields for neurons in the former zone of
representation of the missing digit(s) were found to be smaller as the represen-
tation of adjacent digits and palmar surfaces expanded into it, i.e., the digit
came to be represented in finer grain. Changes in receptive field sizes and
topography were also recorded in the always—innervated surrounding cortex.

These rather striking changes are especially clear in two~digit amputation cases
(Figure 2). There is an up to severalfold change in the cortical magnification
for the skin surfaces that expand to occupy the 'deprived" cortical sector, and

a concommitant roughly inverse change in receptive field sizes across this zone.
This manifests the fact that the normal shifted overlap rule is maintained
through the time course of representational expansion. Also note (Figure 2) the
unresponsive zone in the core of the reorganized cortex. Such zones appear to be
permanent, and manifest the before-mentioned distance limit for this reorgani-
zational process.

During reorganization in this and all other models, cortical map features
that are usually thought to be determined by the organization of anatomical pro-
jections are found, in fact, to be the consequence of functional processes, and
are subject to change. Thus, for example, the normally discontinuous borders
between the representations of the digits (as a rule, receptive fields do not
extend onto facing surfaces of adjacent digits) progressively move as represen-—
tations of adjacent digits expand. New, representationally discontinuous
borders form, where normally non-adjacent digits become apposed in the re-
organized map. The locations of submodality column boundaries (Sur, et al.,
1981b; Dykes and Gabor, 1982) almost certainly shift within the map. Thus,
along with the receptive field sizes and the sites of representation of
different skin surfaces, these second-order map features are also dynamically
maintained and are adjustable. They are the product of physiological processes,
and are not merely a simple consequence of the anatomical organization of
terminal projections.



Cortical maps in adults 165

4. WHAT FUNCTIONAL PROCESSES UNDERLY THE DYNAMIC MAINTENANCE AND ALTERATION OF
CORTICAL MAPS?

From a review of the literature and from a consideration of the nature of
recorded map reorgamization, we have concluded that cortical map alteration
probably involves a strengthening of pre-existing synapses, i.e., that cortical
fields are normally degenerately wired, and that the map recorded at any point
in the animal's history is the product of a selection of inputs based on the
animal's idiosyncratic experiences to that point in life (Merzenich, et al.,
1983c,d). There is considerable evidence in all sensory systems that the spreads
of terminal arbors are much greater than would be expected from a consideration
of the functionally manifest detail of cortical maps (see Merzenich, et al., 1983
d for review). That is especially the case in the auditory cortex, which receives
remarkable convergent-divergent connections from the medial geniculate body
(Colwell, 1977; Merzenich, et al., 1979; 198l; Merzenich and Kaas, 1980;
Merzenich, et al., 1983e; Middlebrooks and Zook, 1982) (see Figure 3). In the
somatosensory case, in which terminal arbors have been studied (Pons, et al.,1981;
Landry and Deschenes, 198l1), the distance limits recorded for reorganization are
consistent with the observed spreads of arbors (Merzenich, et al., 1983c¢c,d).

Fig. 3. Schematic illustration of pro-
Jections from the ventral division of the
MGB (below) to Al (above) in the cat.
Projections from 2 and 10 kHz MGB 1sofre-
quency laminae to corresponding isofre-
quency strips in Al are depicted. From low
frequency excitatory-excitatory zones of
the MGB, afferents distribute in a nearly
all-to-all fashion all along low frequency
Al strips. For higher frequency sones, pro-
Jections from and to MGB and Al EE and ET
sectors are segregated; each thalamic source
projects in a nearly all-to-all fashion to
their corresponding cortical subdivisions.
By contrast, afferent inputs are very re-
stricted in the orthogonal (frequency rep-
resentational) axis. Bars=Imm. Redrawn
from Middlebrooks and Zook, 1983

5. IMPLICATIONS FOR CONSIDERATIONS OF AUDITORY SYSTEM ORGANIZATION

It is almost certain that the dynamic alterability of somatosensory cortical
maps will apply generally. In fact, we have hypothesized that the alteration of
the details of cortical maps by experience is the principal cortical process
(Merzenich, et al., 1983d). What general implications does it bear for inter-
pretation of the significance of features of organization of the auditory
projection system?

First, it indicates that cortical maps are of functional continua, and are
refined by experience. This is in contradistinction to a view of the system as
a fixed-in-place algorithmic feature extractor analytically resolving sound
parameters. A self-organizing system is representational. It does not extract
information parameter by parameter, performing a computerlike measurement of
those parameters. Rather, it creates details of representations from physical
continua, and fine-tuning of that creation is a life long process. A self-
organizing system necessarily maintains those inputs which overlap temporally
in the sound field in representational adjacency. At the same time, it can
represent any given continuum in any number of highly individual forms; and it
can be expected to make territorial adjustments as dictated by experience and
by the vicissitudes of life as they inflict on either the auditory nervous
system or the auditory periphery.

The complex convergent-divergent projections from the auditory thalamus
into Al constitute a clear example of a degenerately wired cortical zone, capable
of supporting many forms of what it "maps". The fact that neurons have highly
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site-specific responses despite this highly degenerate pattern of connection con-
stitutes evidence that effective inputs at each site are selected from a large
repertoire of possibilities. The mixing of input in the auditory projection
system from manifold brainstem sources reflects the multidimensional nature of
sound localization (by our wiew, a principal concern of the main-line system),
i.e., information from a number of sources signalling sound location by

different cues is converged, and representational maps are created by response
correlation of this converged information.

Each auditory cortical zone will be organized by experience, and the order
of each determined by the nature of projecting inputs and their potentials for
response correlation. In every cortical zone, map structure and alterability
will necessarily be limited by the spreads of terminal arbors.

In the auditory projection system, we have specifically hypothesized that
the tonotopic organization in the main-line system is largely dictated by the
organization of anatomical projections, which are quite strict in this rep-
resentational dimension of the system (see Merzenich, et al., 1983e). In this
dimension, experience leads only to fine-tuning. However, in the orthogonal
isofrequency dimension, projections are highly convergent and divergent at every
level, and in this dimension, the representation itself must be established by
response correlation. We now have strong evidence that Al is necessary and
sufficient for the localization of brief sounds in the cat (Jenkins and Merzenich,
1981). We have hypothesized that: 1) sound source location must be represented,
in some form, across this isofrequency dimension;and 2) its representation must
be organized by experience and alterable throughout life (Merzenich, et al.1983c).

Acknowledgements. This work was supported by NIH Grant NS-10414, the Coleman
Fund and Hearing Research, Inc.

REFERENCES

Colwell, S.A. (1977) Corticothalamic Projections from Physiologically Defined
Loei Within Primary Auditory Cortex in the Cat: Reciprocal Structure in
the Medial Geniculate Body. Thesis U.C.S.F. San Francisco.

Dykes, R.W. & Gabor, A. (1981). Magnification factors and organization of sub-
modality-specific bands in SI cortex of the cat. J. Comp. Neurol. 202,
497-520.

Edelman, G.M. & Mountcastle, V.B. (1978). The Mindful Brain. MIT Press,
Cambridge.

Edelman, G.M. (1982). Group selection as a basis for higher brain function.
In: The Organiazation of the Cerebral Cortex. (F.O. Schmitt, F.G. Worden,
G. Adelman & S.G. Dennis, eds.) MIT Press, Cambridge, pp. 535-563.

Edelman, G.M. & Finkel, L. (1983). Neuronal group selection in the cerebral cortex.
In: Dynamic Aspects of Neocortical Function (G.M.Edelman, et al, eds) In Press.

Hebb, D.O. (1949). Organization of Behavior. J. Wiley, New York.

Jenkins, W.M. & Merzenich, M.M. (1981). Lesions of restricted representational
sectors within primary auditory cortex produce frequency dependent sound
localization deficits. Soc. Neurosei. Abstr. 7:392.

Jenkins, W.M., Merzenich, M.M., Zook, J.M., Fowler, B.C. & Stryker, M.P. (1982).
The Area 3b representation of the hand in owl monkeys reorganizes after
induction of restricted cortical lesions. Soc. Neurosci. Abstr. 8:141.

Kaas, J.H., Merzenich, M.M. & Killackey, H.P. (1983). The reorganizatzbn of
somatosensory cortex following peripheral nerve damage in adult and
developing mammals. In: Annual Review of Neuroscience (W.M. Cowan, ed.)
6:325~-356, Palo Alto, CA.

Landry, P. & Deschenes, M. (1981). Intracortical arborizations and receptive
fields of identified ventrobasal thalamocortical afferents to the primary
somatic sensory cortex in the cat. J. Comp. Neurol. 199:345-371,

Malsburg, C. von der (1973). Self organization of orientation sensitive cells
in the striate cortex. Kybernetik 14:85-100.

Merzenich, M.M., Andersen, R.A. & Middlebrooks, J.C. (1979). Functional and
topographic organization of the auditory cortex. Exptl. Brain Res.



Cortical maps in adults 167

Supp. 2:61-75.

Merzenich, M.M, & Kaas, J.H.,(1980).Principles of organization of sensory-
perceptual systems in mammals. In: Progress in Psychobiology and
Physiological Psychology (J.M. Sprague & A.N. Epstein, eds.) Academic
Press, N.Y. 9:1-42.

Merzenich, M.M. & Kaas, J.H. (1982). Reorganization of somatosensory cortex
in mammals following peripheral nerve injury. TINS 5:(12):434-436.
Merzenich, M.M., Colwell, S.A. & Andersen, R.A. (1982). Thalamocortical and
corticothalamic connections in the cat. In: Cortical Sensory Organi-

aation, Vol. 3. Multiple Cortical Areas (C.N. Woolsey, ed.) Humana
Press, Clifton, N.J.

Merzenich, M.M., Nelson, R.J., Stryker, M.P., Cynader, M., Schoppmann, A., &
Zook, J.M. (1982b) Somatosensory cortical map changes following digit
amputation in adult monkeys. J. Comp. Neurol. In Press.

Merzenich, M.M., Kaas, J.H., Wall, J.T., Sur, M., Nelson, R.J., and Felleman,
D.J. (1982c). Progression of change following median nerve section in
the cortical representation of the hand in Areas 3b and 1 in adult owl
and squirrel monkeys. Neuroscience. In Press.

Merzenich, M.M., Edelman, G.M., Sur, M., & Kaas, J.H. (1983). The selection
and dynamics of cerebral cortical maps. Science. Submitted.

Merzenich, M.M., Jenkins, W.M., & Middlebrooks, J.C. -(1983). Observations and
hypotheses on special organizational features of the central auditory
nervous system. In: Dynamic Aspects of Neocortical Function (W.E. Gall
& S. Hassler, eds.) Rockefeller University Press.

Merzenich, M.M., Kaas, J.H., Wall, J.T., Nelson, R.J., Sur, M. & Felleman,
D.J. (1983a). Topographic reorganization of somatosensory cortical
Areas 3b and 1 in adult monkeys following restricted deafferentation.
Neuroscience. 8:33-55.

Middlebrooks, J.C. & Zook, J.M. (1983). Segregated medial geniculate -body inputs
to subunits of auditory cortex. J. Neurosci. 3:203-224.

Movshon, J.A. & Van Sluyters, R.C. (1981). Visual neural development. Ann. Rev.
Psychol. 32:477-522.

Pons, T., Sur, M. & Kaas, J.H. (1981). Axonal arborizations in Areas 3b of
somatosensory cortex in the owl monkey, Aotus Trivirgatus. Anat. Rec.
202:151A.

Sherman, S.M. & Spear, P.D. (1982). Organization of visual pathways in normal
and visually deprived cats. Physiol. Rev. 62:738-855.

Sur, M. (1978). Some Primnciples of Organization of Somatosemsory Cortex.
Thesis, Vanderbilt University, Nashville, TN.

Sur, M., Merzenich, M.M, & Kaas, J.H. (1980). Magnification, receptive field
area, and "hypercolumn" size in Areas 3b and 1 of somatosensory cortex
in owl monkeys. J. Comp. Neurol. 44:295-311.

Swindale, N.V. (1980). A model for the formation of ocular dominance stripes.
Proc. Roy. Soc. B. 208:248-264.

Swindale, N.V. (1982). A model for the formation of orientation columns. Proc.
Roy. Soc. B. 215:211-230,

Willshaw, D.J. & Malsburg, G. von der (1976). How patterned neural connections
can be set up by self-organization. Proc. Roy. Soc. B. 194:431-445.

GENERAL DISCUSSION

LANGNER:

In our laboratory we found clear evidence for plasticity in the field L of
chickens in the first days after hatching. Shifts were observed for 2-deoxy—
glucose markings with pure stimuli indicating that the same units are activated
by different frequencies at different times of the ontogenetic development.

MERZENICH:
The cortical map alterations we have described were all recorded in adult mon-
keys. A number of studies have revealed a "plasticity" of connectivity in deve~-
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lopment. The dynamic site-by-site selection of specific inputs from a large input
repertoire constitutes a second class of hitherto unappreciated dynamic processes,
operating throughout life.

PALMER:
What is the functional basis for this cortical plasticity - axon/dendrite growth
and death or simply change or effectiveness of connections ?

MERZENICH:

For a variety of reasons (see Merzenich et al., 1983 a-c) we believe it most
likely that cortical map alterations are a consequence of changes in synaptic
effectiveness. However, it is not yet possible to completely rule out a sprout—
ing or movement of terminal arbors as an underlying mechanism(s) for effecting
some (not all) features of cortical map dynamics.
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I. INTRODUCTION

Studies of the neuronal response along the auditory pathway to repetitive
acoustic stimulation and to phase locking have revealed a loss of temporal reso-
lution in higher stations (Ribaupierre et al., 1972; Rouilleretal., 1979). In
particular, the auditory cortex seems to be limited in its ability to follow re-
petitive temporal changes in the input signal. On the other hand, cortical re-
sponses to fast changes in the spectral content or in the amplitude of signals,
i.e. 'transients', seem to be rather good, as long as they do not follow each
other too rapidly (Creutzfeldt et al., 1980).

Most of the above mentioned studies of the auditory cortex were done in the
primary auditory field A I, however, without a clear description of the location
of the measurements. With the redefinition of the auditory cortical fields by
Merzenich and colleagues (1975, 1979) and Reale and Imig (1980), a more precise
picture of several aspects of signal representation has been established, however,
not with respect to temporal properties. Therefore, to pursue more detailed in-
formation about temporal resolution we measured the response in various auditory
cortical fields to amplitude modulated (AM) signals and to certain harmonic com-
plexes. The results presented here focus mainly on the processing of temporal
features in harmonic complexes as a function of their phase composition. The re-
presentation of AM signals across some areas of the auditory cortex is described
briefly. A more detailed description of the AM results is in preparation
(Schreiner and Urbas).

2. METHODS

The experiments were performed on adult, anesthetized cats (pentobarbital
1.75 mg/(kg.hr). The animals were ventilated through a tracheal cannula. Exhaled
co, concentration, EKG and temperature were monitored and kept at physiological
levels. The stimuli were delivered via calibrated headphones (Sennheiser HD 424).
The burst duration of the AM signals and the harmonic complexes was one second.
The interstimulus interval was 800-100C ms. The stimuli could be presented mon—
aurally and binaurally. Multiple unit activity was recorded with glass—coated
carbon fibers (impedance approx. 1MOhm) in depths between 500 and 1200 microns.
Prior to the presentation of the complex stimuli, tone bursts were used to deter-
mine thresholds, CF, Qjqqp a@nd the binaural interaction type. For the responses
to AM signals and harmonic complexes PST histograms were constructed (binwidth
1 ms, 20 averages). As a measure of the synchronization of the responses with
the input signal, the amplitude spectrum of the PSTH was calculated and the
amplitudes of the first and second harmonic of the response relative to the dc
component of the histogram were determined.

3. RESULTS
3.1 AMPLITUDE MODULATION

A tone at the CF of the recording place served as the carrier for the AM.
The modulation depth was 100 Z. For rectangular and sinusoidal modulation from
2 Hz to 150 Hz modulation transfer functions (MTF's) have been constructed out
of the total rate and out of the degree of synchronization of the response. More

than 95% of the MTF's measured in the primary auditory field (A I), the second
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auditory field (A II) and the anterior auditory field (AAF) were ‘'tuned’, i.e.
a certain modulation frequency rate and/or synchronization showed a clear maximum.
This 'best modulation frequency' (BMF) provides a reliable characterization of the
AM representation since there were only relatively small differences between the
BMF obtained from rate or synchronization and from rectangular or sinusoidal modu-
lation, respectively. When Ribaupierre et al. (1972) studied the coding of repeti-
tive clicks in the auditory cortex, they were not able to demonstrate a 'BMF', but
rather decreasing synchronization with increasing repetition rate of the cllcks.
In general, rectangularly modulated tones appear to be more effective as
stimuli than sinusoidal modulation. This is the case in A I, A II, AAF, the
posterior auditory field (PAF), and ventro—posterlor field (VPAF). However, there
are clear differences between the auditory fields in the representation of AM
signals. In A I, for example, the degree of the synchronization to rectangular
modulations was more than two times larger than the synchronization to sinusoidal
modulation. In AAF, on the other hand, the response to sinusoidally modulated
tones was almost as good as to rectangular modulation.

Table 1. BMF of synchronization to_tectangular modulation.

AAF Al A TIL
BMF (Hz) 22.3+13.7 11.9+6.5 8.0+3.9

Another parameter which revealed differences between auditory cortical fields
is the (averaged) BMF. Table 1 shows the values of the BMF for the synchronization
of rectangular modulation for AAF, A T and A II. It is apparent that the BMF's
in AAF are higher than in A I and A II. In other words, responses in AAF can
follow higher repetition/modulation rates of the input signal than A I or A II.

In addition, there is another characteristic property in the representation
of AM which distinguishes AAF from A I and A II. It seems that there is no clear
relationship between the CF of the neurons and the BMF of the MIF in A I and A II,
however, we could find a clear gradient of the BMF of sinusoidal modulation across
the tonotopically organized AAF. In portions of AAF with high CF's higher BMF's
are represented than in portions with low CF's.

In conclusion, it is evident that the anterior auditory field in the cat
shows a better temporal resolution of repetitive and modulated s1gnals than A I
and A II, and, furthermore, contains a spatial distribution (or even 'map') of
BMF's or repetition rates. Therefore, AAF has unique functional properties which

are connected with the representation/processing of temporal features of an audi-
tory input.,

3.2 HARMONIC COMPLEXES

We found that harmonic complexes can produce strong and well-synchronized
cortical responses and also allows a more precise parametric description of signal
conditions than is usually possible for AM, FM or click stimuli. Therefore, we
applied harmonic complexes to study the relationship between signal conditions and
strengths of neuronal responses. The signals consisted of from 133 to 533 har-
monics centered around the CF of the considered cortical location. The frequency
separation of the harmonics was chosen as 15 Hz or higher, corresponding, as far
as possible, to the BMF of the neuronal response to AM signals. By changing the
phase of components of the harmonic complex differently shaped wave forms could be
produced, which had identical long-term power spectra and well-defined short-term
spectra. The two extremes of the temporal shape of the 31gna1s were 'click' of
less than 0.5 ms duration when all components were in cosine phase, and for random
distribution of the phase angles an impulse of nearly constant amplitude for the
duration of one repetition period. The continuum between. cosine phase and random
phase of the partial tones was,covered by using a phase formula published by
Schroeder (1970): ‘Pn =27 n" P/ C ('Pn is the phase of the n 'th harmonic;

P is a phase factor; C = 64000).
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A special property of the phase formula is that the formed impulse contains a
frequency sweep across the entire bandwidth of the harmonic complex. Positive
phase factors yield sweeps from high to low frequencies, negative phase factors
sweep from low to high frequencies. The sweep velocities were between 25 and
1600 kHz/second.

The difference in the response of cortical cells to harmonic complexes with
different phase compositions is striking. Usually the highest rate and synchrony
of the response was found for the zero-phase condition ('click'). For a random
phase condition synchronization could not be found. Ribaupierre et al. (1972)
classified the coding properties of cortical neurons to repetitive acoustic pulses.
They defined three different response classes: 'locker', 'grouper' and 'special
responder' according to whether the spikes were time-locked, ‘loosely synchronized
or not at all synchronized to the individual clicks. During our experiments with
harmonic complexes similar response types could be identified. However, it was
revealed that with variation of the parameters of the harmonic complex, like phase
composition, bandwidth, and frequency separation, the response type could be alter-
ed. For example, the response to a complex of 8 kHz bandwidth, zero—phase and
15 Hz repetition rate, clearly suggested classification of the neuron(s) as 'locker'.
An increase of the frequency separation of the partial tones resulted in a decrease
of the total rate, but the precision of the time locking was not altered signifi-
cantly, supporting the classification as a 'locker'. Decreasing the bandwidth of
the complex to about 2 kHz, however, resulted in a clear loss in synchronization,
although the total rate was almost uninfluenced. The response to this stimulus
constellation corresponded to 'grouper' neurons. Change of the phase composition
also influenced the synchronization of the spikes and, finally, led to a response
only compatible with a classification as 'special responder'. Therefore, spectro-
temporal changes of the stimulus may result in an ambiguous classification of the
neuron according to the classification given by Ribaupierre et al. (1972).

20°%| At
4 kHz
S
CF:
? 95 kHz
4kHz 4 kHz
1.8 kHz
2.8 kHz

phase factor

Fig. 1. Synchronization of cortical responses to harmonic complexes,as a function
of the phase composition. (AAF; frep:15 Hz)
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In other words, the functional classification of neurons using click stimulation
may be valid only for that special signal and may not be useful as a description
of the general temporal response aspects of the neuron.

Some other effects produced with phase changes in the neuronal response to
harmonic complexes will be briefly illustrated in the following section. The
selectivity of cortical neurons to the direction of the frequency sweeps has been
reported previously (Whitfield and Evans, 1965; Suga, 1965). Our findings of
similar results with harmonic complexes , i.e. with a steady state long-term
spectrum, underséores the meaning of short time windows for the analysis of the
wave—form of the incoming signal (Schroeder and Mehrgardt, 1982; Mehrgardt and
Schroeder, this volume). 1In Figure 1, three different response types to harmonic
complexes found in AAF are shown under different phase constellations. In the
upper curve the synchronization of the response to the 15 Hz periodicity of the
complex is best for phase factors which produce fast sweeps from high to low

S

| CF :85kHz

o, 120 frep : 15Hz

100

80 )
? 60 Af: 8kHz

40—q / 4 kHz

204 *-X 2 kHz

0 e A S Bt S S B S I R

80 60 40 20 0 20 40 60 80 ms

Y- = > P+
phase factor
"sweep velocity”

Fig. 2. Synchronization of cortical responses to harmonic complexes as a function
of pulse duration and sweep velocity. At the top sample waveforms ave displayed.
Parameter: bandwidth of the harmonic complexes
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frequencies only. The lower curve shows
low to high frequencies.
frequency sweeps in either direction, or

Figure 2 illustrates the dependence
tion and sweep velocity. Changes of the
pulse duration and, consequently, of the
At the top of Figure 2, five portions of
different phase factors. The connection
easily seen. By changing the
can be further explored. The upper part
a response (A I, CF: 8.5 kHz, Q :

1.85, EE, BMF:
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a response more sensitive to sweeps from

The middle trace shows a response sharply tuned to fast

to very short impulse durations.

of the synchronization on the pulse dura-
phase factor result in alterations of the
sweep velocity within a "click' or burst.
the harmonic complexes are shown for

of sweep rate to pulse duration can be

bandwidth of the harmonic complex this relationship

of Figure 2 shows the synchronization of
10 Hz; 15 Hz repetition rate)

for different pulse durations. 80s1t1ve phase factors are plotted to the right,
negative phase factors to the left. Parameter is the bandwidth of the complex.
For a large bandwidth the response documents a high synchronization and a selec~
tivity for positive phase factors (sweep from high to low frequencies). This
preference is lost when the bandwidth decreases and the area of good synchroniza-
tion is restricted to very short pulse durations. A better description of the
response is given in the lower part of Figure 2. Here the synchronization for the
three complexes is plotted as a function of the sweep velocity (expressed as phase
factor). Still the decrease of synchronization with decreasing bandwidth.is ob-
vious, however, the shape of the three curves resemble ‘each other far more than in
the plot for the pulse duration. This points to a close relationship between
synchronization and sweep velocity rather than pulse duration. A more precise
analysis of the connection between synchronization and frequency sweeps, e.g. the
shift of the curve for 2 kHz bandwidth (Fig. 2), requires detailed information
about FTC, inhibitory areas, time constants, etc., and is therefore beyond the
scope of this paper.

Figure 3 shows the synchronization to harmonic complexes (zero-phase) as a
function of the level of the partial tone at the CF of the neuron¢s). At O dB the
component has the same level as all other components. With increasing level the
synchronization of the response deteriorates. This result can be explained by
considering again not the spectrum, but the temporal course of the signal. The
added tone at CF fills up the valley between consecutive 'clicks' in the signal.
When the amplitude difference between peak and valley is too small, the synchroni-
zation mechanism fails. Therefore, increasing the bandwidth of the signal requires
a higher level of the CF tone to fill the valley (see Figure 3). Figure 4, how-
ever, demonstrates that the simple connection between synchronization and
peak/valley ratio is not enough to explain all cases. The synchronization shows
a clear maximum for a specific enhancement of the CF component, or in other words,
an increase of a certain component of the harmonic complex may increase or decrease
the synchronization of the neural response.

4 n=3 _Ai
0,20 &
100 I o 100 frep:19Hz
80- - \\'\.,—Is\,\s. S ° 80 CA'I 057
601 60+
094
? 40+ \I ? 40
0 7 T T T T T T T O 4 I L T T T T
0 12 24 36 48 dB 0 12 24 36 48 dB
— L¢r — Lo
Fig. 3. Enhancement of one harmonic Fig. 4. Enhancement of one harmonic
at CF. Average for different bandwidths at CF (7 kHz)
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Psychoacoustic experiments have been done with similar signals concerning
masking properties and audibility of single harmonics which revealed interesting
corresponding elements to our findings (Duifhuis, 1971; Schroeder and Mehrgardt,
1982; Mehrgardt and Schroeder, this volume).

In conclusion, it becomes clear that the response characteristics of cortical
cells to moderately complex stimuli is far from being well-described, not to men-
tion understood. The short examples given above illustrate that the classifica-
tion of the temporal properties of cortical responses cannot be solely based on
one kind of stimulus (e.g. click or tone burst), The complexity of the spectro-
temporal interaction in determining the neuronal response at the cortical level
makes it necessary to use for its exploration a highly variable and well-defined
stimulus. Harmonic complexes seem to fulfill these requirements satisfactorily.

Acknowledgement: We would like to express our gratitude to Mr. H. Alrutz for
providing the highly adaptable apparatus for producing the harmonic complex sig-
nals. This study was supported by the Deutsche Forschungsgemeinschaft (SFB 33).
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GENERAL DISCUSSION

STOPP:
Have your cortical neurones displayed any lability, and if so, have you been
able to select another stimulus adequate to drive them in their new state ?

URBAS:

Yes, we often observed response lability in the cortical recordings. Sometimes
we were again able to obtain good responses by changing to a new stimulus; some-—
times by merely waiting a short time (several minutes) and then resuming stimu-—
lation with the "old" stimulus; sometimes we had no further success and finally
moved the electrode to a new location.
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SYKA:

In the written version of your paper you mentioned that you are recording multip-
le unit activity. Do your results represent responses of single units or more
units recorded at the same time? The question is because in the inferior colli-
culus in rat we often observe that adjacent cells have very different rates of
following to repetitive click stimuli. Do all neurons recorded at one position of
the electrode (in the cortex) display the same synchronization to amplitude modu—
lation? Do they all belong either to EE or EI types of interaction?

URBAS:

Our results were obtained from multiple cells, recorded simultaneously from a

low impedance microelectrode. The average recording involved the activity of

3 - 4 neurons and we did not isolate the individual cell spikes. In other experi-
ments which I have made, using single neuron recordings, I too found neighbouring
neurons in the cortex that have quite different "best modulation frequencies'.
Thus our MIFs are probably a little broader than would be found from single cell’
recordings. We believe our multiple-cell recordings have been made from cells
which belong to a "column" structure in the cortex; however, this does not mean
that all of the neighbouring cells necessarily have identical binaural, or other,
properties.

LANGNER:

From my recordings in the forebrain of the guinea fowl I can support these fin-
dings of relatively low best modulation frequencies. In the field L these fre—
quencies were typically lower than about 100 Hz, in contrast to the best modula-
tion frequencies of up to about 1000 Hz in the midbrain of the guinea fowl.
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There are two methods by which sensory systems signal changes in the stimulus
intensity -- by an increase in the pulse rate within a fibre and by an increase in
the number of fibres activated. There may also be a change from low threshold to
high threshold channels. In general, as we proceed along a sensory pathway
towards the cortex, the relationship between stimulus strength and discharge rate
becomes less strong (Hilali and Whitfield, 1953; Katsuki et al., 1959) and may
cease to be monotonic; thus the number and identity of the fibres becomes
relatively more important.

In the auditory system Allanson and Whitfield (1955) originally proposed. the
CN as the site of a major change from predominantly rate coding of intensity to a
code in which intensity is signalled almost entirely in terms of the number of

active fibres. One of the problems that such a transformation brings in its
train is that of preserving the separate identity of stimuli when two or more are
simultaneously present. The existence of mutual inhibition in the CN appears to

be the mechanism by which inhibitory gaps are maintained between the blocks of
activity due to each stimulus, and hence their separateness preserved (Whitfield,
1956).

With more sophisticated studies of the properties of single auditory nerve
fibres, two facts became evident. First that most auditory nerve fibres of a
given characteristic frequency all have thresholds within 20-30 dB of each other
(see however Evans, 1975). Secondly, many different workers in several species
(Riang et al., 1965; Rose et al., 1971) have found that the discharge rates of
fibres stimulated at their characteristic frequencies saturate at levels of 60-80
dB above their threshold. Thus we cannot account for the dynamic range of hearing
purely in terms of fibre discharge rate, and unless we postulate some new
mechanism altogether, we have to assume that the width of the array of stimulated
fibres is an important coding factor even at this level. As soon as we do so,
however, we are brought face to face again with the problem of the maintenance of
the separation of multiple stimuli.

The problem was highlighted by Viemeister: in 1974 in experiments with band-
stop noise. Vietmeister showed that a signal located in the gap in noise
spectrum exhibited normal loudness increments even at high intensities. However
this experiment merely demonstrates rather elegantly a problem inherent in the
whole mechanism. If we simply saturate the system with white noise at, say 80 dB,
then no signal should be able to get through. This difficulty is got around at
the cochlear nucleus level at least in part by the action of mutual inhibition,
but the evidence for a similar process at the cochlear level is rather tenuous
(Tasaki, 1954; Rupert et al., 1963; Nomoto et al., 1964). However, whereas the
existence of lateral inhibition at the hair cell level is doubtful, the existence
of centrifugal inhibition of hair cells is well established (Fex, 1967).

CENTRIFUGAL INFLUENCES

Centrifugal influences appear to play a role in fixing the excitation levels
of auditory neurones at all stages of the pathway. Comis and Whitfield (1968)
showed that stimulation of the centrifugal pathway from the superior olive can
alter the excitation thresholds of cells in the ventral cochlear nucleus, and the
effects of stimulation of the olivo-cochlear bundle on hair cell excitability has
already been referred to. It is probable that a centrifugal mechanism as well
as the originally postulated mutual inhibition mechanism plays a role in the
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cochlear nucleus transformation, and it further seems that the centrifugal pathway

plays the major role at the periphery. Certainly it is known that interference
with the centrifugal pathway impairs that phenomenon -—- the detection of signals
in noise -- whose mechanism we are seeking, both at the cochlear nucleus (Pickles

and Comis, 1973) and cochlear (Dewson, 1968) levels.

There are two ways in which the centrifugal pathway could act (Whitfield,
1978). One is by an inhibitory action at the edges of the array, as originally
proposed for the cochlear nucleus. The other is by adjusting the thresholds of
the receptors to some new level so that they no longer saturate. A combination
of these two effects is obviously not ruled out. No recordings from single
auditory nerve fibres in unanaesthetized preparations have been reported, so that
the finding of a 70 dB dynamic range for individual neurones, which is the basis
of our difficulty, is in the absence of any normal centrifugal activity. There
is one published account of single neurone activity in the cochlear nucleus, that
of Moushegian et al., (1962), and it is noteworthy that these workers found much
more widespread inhibition in the ventral nucleus than is commonly seen in
anaesthetized preparations.

ANATOMICAL CONNECTIONS

Because of the difficulty of making worthwhile recordings from the periphery
of normally functioning animals, it seemed that a detailed anatomical approach
might be helpful. It is well-known that the afferent pathway is very strongly
cochleotopic, that is to say the cochlea is projected in an orderly way not only
on the cochlear nucleus but also on the lateral superior olive, with which latter
nucleus the origins of the uncrossed olivo-cochlear bundle (OCB) are associated.

If the OCB is concerned to adjust the general level of activity of the whole
cochlea then we might expect the distribution of the centrifugal fibres to be
rather diffuse. If it is concerned with controlling activity in particular parts
of the array (edges) then we might expect a more limited distribution. A further
question would be whether the efferent fibre returns to the same part of the
cochlea, or is systematically displaced. We have started to investigate this
problem by means of retrograde tracer techniques.

HORSERADISH PEROXIDASE

Following previous workers (e.g. LaVail and LaVail, 1974) we started our study
using horseradish peroxidase (HRP). We found that we could reproduce Warr's
results (1975) if the HRP was introduced via the round window, but not if intro-
duced through perfusion holes in the wall of scala tympani, unless the round window
was at the same time open (Stopp and Whitfield, 1981). We were forced to the con-
clusion that HRP is taken up only by centrifugal nerve endings in the hook region
of the basilar membrane, and that suggests that these particular fibres may be in
some way different from those in the rest of the cochlea. We have no suggestions
as to the functional implications of this.

TRUE BLUE

The fluorescent dye, True Blue (TB), is also transported retrogradely
(Bentivoglio et al., 1979), and unlike HRP appears to be taken up by efferent
endings throughout the cochlea. It is therefore highly suitable for our purpose.
In order to determine the distribution of the fibres it was necessary to limit the
region of the cochlea perfused, and this was done by introducing plugs made of
Reprosil, a silicone dental impression material, into scala tympani at different
points (Stopp, 1983). After suitable survival time the guinea pigs were perfused;
frozen sections of brainstem were mounted and when dry examined uncovered with a
Leitz ultraviolet microscope using UG 1 and BG 38 barrier filters and K 435 exci-
tation filter.

Labelling of cells was found most predominantly in the lateral superior olive
(LSO) ipsilateral to the perfused cochlea, with a lesser amount of staining
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occurring in the contralateral periolivary areas. The positicn of labelling in
the LSO was related to the area of cochlea treated. Thus, basal turn perfusion
resulted in labelling in the medial portion, while apical perfusion caused
labelling in the dorsolateral region. Figure 1 summarizes the distribution.

Perfusion site

hook? Bosal Apica

(M

Fig, 1.  Schematics of the LSO showing the distribution of cells labelled
(left) by perfusion of the entire cochlea (round window patent) with HRP;
(right) by perfusion of segregated regions of the cochlea with TB.

The basal turn has the greatest representation but this agrees with the finding
that it has the highest density of efferent nerve endings (Smith and SjBstrand,
1961).

The orderly relationship between the positions of the labelled cells in the
nucleus and the parts of the cochlea perfused does suggest at least a general
segregation of different fibres of the system to different frequency regions,
though it is not yet possible to say how detailed the separation might be.
Unfortunately, there is at present no information available about the frequency
distribution of afferents in the guinea pig superior olive. However, analogy
with the cat (Guinan et al., 1972), where the high frequencies are found medially
and low frequencies laterally, would suggest that the position of the cells of
origin of efferent fibres innervating a particular cochlear region may be closely
related to the site of termination of afferents from that region.
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GENERAL DISCUSSION

CAIRD:

When recording from the Superior Olivary Complex of the cat the very few "efferent
type" recordings I got seemed to be spatially separate from the "afferent type"
cells, i.e. the data supported Warr's findings. How do you know that your marked
cells are efferents and not afferent cells stained by transynaptic transport and
where do the axons run ?

Secondly, you say you saw a similar marked cell body distribution to that found
by Warr, i.e. outside the LSO, when HRP staining with opened round window. Did
you see these cells when staining with TB ?

STOPP:

1) This technique has been used in other systems in the nervous system and has
been shown not to be transported across the synapse; the dye accumulates at the
cell body. Also, we have found that these fluorescing cell bodies are very small,
compared with the majority of cells in the LSO, so you might not be able to so
easily isolate these small cells with a microelectrode.

2) No, what we found, applying HRP to the whole cochlea with the round window
patent, was that the labelling on the ipsilateral side was confined to a small
region, i.e. the dorsomedial quadrant - within the LSO, whereas on the contra-
lateral side the cells were more diffusely located (as Warr described) in the
periolivary nuclei and trapezoid body. With True Blue the difference was that now
many more labelled cells were scattered throughout the whole LSO. The contralate-—
ral picture remained much the same as with HRP. Lengthening the survival time

did not alter the amount or pattern of labelled cells on the contralateral side,
nor did it result in fluorescence being seen in the larger (afferent?) cell
bodies in the ipsilateral LSO.
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The human hearing apparatus extracts substantial information from specific
differences between the acoustic inputs to the two ears. In this paper, some of
the more important features of binaural hearing are reviewed from a psychoacou-
stical point of view.

1. INTRODUCTION

The auditory system has two peripheral input ports, namely, the ears. The
acoustic input signals to the two ears differ under almost all "natural" sound
stimulation conditions. Each sound signal, impinging on a listeners eardrum, is
subject to linear distortions by the transfer functions of the external ear.

Among other factors, these transfer functions depend upon the direction of sound
incidence. For a given sound source position the different transfer functions of
the two ears will produce position-specific interaural signal differences. In this
way, information about the geometry of the sound field is encoded in interaural
differences of the ear input signals, e.g., information about the positions of
sound sources and reflecting surfaces. The auditory system is capable of decoding
a great deal of this information by evaluating these interaural signal differences.
The information is primarily used to establish the spatial positions and ex-—

tents of auditory events, to better detect and recognize desired signals in the
presence of interfering noise, and to discriminate between signals from different
sources.

2. LATERALIZATION AND IMAGE SPLITTING

One of the most important effects of interaural differences of the ear input
signals is that they determine the lateral deviation at which a listener's audi-
tory events occur with respect to his median plane. A rough outline of the psy-
choacoustics of lateralization is as follows: When the two ear input signals are
sufficiently correlated, as in the case of one single sound source in a free
sound field, usually one spatially distinct auditory event will occur, whose late-
ral displacement is determined by the interaural signal differences. This is
called "binaural fusion'.

It is a reasonable assumption that one of the first steps in auditory signal
processing is spectral decomposition, or in other words a running Fourier trans-
form is applied to the signal at each ear. From the physiological evidence we
know that this takes place mainly in the peripheral ear. One of the next steps is,
then, that the spectral components coming from each ear are compared with respect
to their interaural differences. It has been shown that narrow band signals only
lead to fusion if the spectral contents at both ears are within a range which is
roughly equal to the well known critical bands. We may therefore concede that the
evaluation of interaural signal differences is performed in "bands" such that
only components in the same critical band are compared interaurally.

What are, then, the interaural signal differences which are evaluated in each
band and used as cues by the auditory system? These interaural cues are interaural
level difference, interaural phase delay, and interaural group delay. Interaural
level differences are evaluated in the whole frequency range of hearing. To ex-—
plain the range in which phase and group delay are effective, a preliminary re-
mark is necessary: A narrow band signal, like a critical band signal, can be re-
garded as a sinusoidal carrier wave which is AM and FM modulated. The arrival time
differences of two correlated signals of this kind can, under some mathematical
restrictions, be described in the following way: Interaural phase delay describes
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the time difference of the fine structure of the signals, i.e., of the carrier.
Interaural group delay gives the time difference of the modulation of the signal.
In the case of a purely AM modulated signal, the modulation signal is the enve-
lope. It has been found that the evaluation of interaural phase delay is restric-
ted to spectral components up to about 1,5 kHz. Group delay is evaluated for all
components above this limit, but also to a certain extent below.

In "natural" hearing interaural level differences and arrival time diffe-
rences always occur in a forced combination. By means of earphones, however, the
different interaural cues can be manipulated independently. The use of such ex-
perimental conditions have produced many interesting results. It has been estab-
lished, for example, that, for most of the "realistic" signals, there is a mono-
tonic relationship between the lateral displacement of the auditory event and
either the interaural level difference, the interaural phase delay, or the inter-

aural group delay. Maximum laterality is achieved for about * 10 dB level dif-

ference, or about ¥ 1 ms interaural delay. The just noticable differences are
approximately 1 dB and 10 us. Another interesting result is that, for critical
band noise signals with a fixed interaural arrival time difference, the lateral
deviation decreases with increasing centre frequency above about 1,5 kHz.

One can try to evaluate the lateralization potency of the different inter-
aural cues by "trading'-experiments. In an experiment of this type the auditory
event is displaced laterally, e.g., by an interaural level difference. Then, the
lateral displacement is compensated by, e.g., an interaural phase delay. It is
concluded thereafter that the two opposite cues are of the same lateralization
potency. Such conclusions must, however,be treated with scepticism. One of the
reasons is that in many trading experiments and other experiments with earphones
a splitting up of the auditory event into one or more components has been ob-
served, these components often behaving differently with respect to the inter-—
aural cues. It is not always clear which of the components has been traced by the
experimental observer, or whether some kind of a "center of gravity" of the mul-
tiple components has been taken to describe the lateral displacement.

We must admit that our knowledge about the relative importance of the dif-
ferent interaural cues is still very incomplete, although a great amount of ex-
perimental data can be found in the literature. These data have, however, almost
exclusively been collected with highly unnatural signals delivered through ear-
phones. Nevertheless, we may anticipate that some crucial experiments will be
repeated in the near future with more natural signals, e.g., those collected
with dummy head microphones.

A question that has only been touched superficially is that of the integra-
tion times of the lateralization mechanism. At the present time, we have some
indication that at least two time constants are necessary to explain the spatial
persistence of an auditory event, when the interaural cues are changing. One is
of the order of 10 ms, the other typically in the 100 to 200 ms range.

It has been mentioned above that the ear input signals are dissected in
critical band components and thereafter separately examined with respect to the
interaural cues. At the end we still have, at least in most cases with a single
sound source, one homogeneous auditory event. This leaves us with the following
queries: Do all frequency components contribute equally to thé lateral displace-
ment, or are certain bands more dominant than others? What happens when the in-
teraural cues in the different bands do not fit each other? The answer to the
first question is that the region around 600 Hz is of particular importance as
far as arrival time differences are concerned. Further details are largely un-
known. As ‘to the second question: if the constellation of interaural cues is
such that they do not fit between the different bands, the auditory event maydis-
integrate into multiple components, each representing a certain frequency range,
and having its individual lateral displacement. Unexperienced listeners may not
be able to identify the separate components, but have one diffusely localized,
spatially extended auditory event instead.

At the end of this section, it must be stated that, although the psycho—-
acoustics of lateralization have been examined extensively in the past, many
problems remain unanswered.
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3. THE PRECEDENCE EFFECT AND BINAURAL SUPPRESSION OF COLOURATION

"Precedence effect" is not a well defined term, although very commonly used.
To make the psychoacoustic phenomena behind this term more clear, we shall sub-
divide the matter into two effects, namely, "summing localization" and "the law
of the first wave front".

Let two or more sound sources send out well correlated signals. Under certain
conditions of signal arrival time and level only one auditory event may appear.
The spatial position and extent of this auditory event may depend on the posi-
tions of all contributing sound sources and the signals they deliver. This effect
is called "summing localization". Its best known technical application is in ste-
reophony. Typically, all those signals which reach the listener within an inter-
val of O to | ms after the first signal will contribute to the effect but, given
adequate level adjustments, this span may reach up to 50 ms.

Now let the first signal arrive at the listener with a time lead that is so
large, typically above 1 ms, that the further signals no longer contribute to the
position and extent of the auditory event. These are, consequently, determined by
the "first wave front": giving this effect the name "law of the first wave front'.
The best known occurrence of the effect is in architectural acoustics: in an en-—
closed space the auditory event normally appears in the direction of the sound
source. Reflected and, therefore, delayed sounds are disregarded with respect to
the perception of the auditory event's direction.

There is, though, an upper time limit for disregarding the lagging sounds.
If they come in later than the echo threshold interval, they will be perceived
as distinct echoes: normally at their own direction of sound incidence. The echo
threshold lies, as a rule, at about 50 ms for speech, and 80 ms for music. For
brief sound impulses it may be as low as 10 ms.

It may be said that the precedence effect, in general, is fundamental to
acoustical orientation in space. The ability to merge information from a number
of correlated, incoming sound waves, and to form one single auditory event, is
the key to finding the position of sound sources in the presence of reflected
sounds, as in enclosed spaces. However, there is yet another interesting binaural
effect, binaural suppression of colouration.

Consider the input signal to one ear in the case of one first wave and a re-
flected, thus delayed, wave. Both waves will add, and, as they are highly corre-
lated, will interfere in such a way that their spectrum will be modified as if
they had passed through a comb filter. In other words: the modified spectrum will
have sharp spectral dips and peaks superimposed on the original spectrum. Liste-
ning to such a signal with one ear only (monotic) or over one single microphone
(monophonic) will reveal an auditory event with unnaturally "coloured" timbre.
The tones will, for example, sound "boomy'" or "hollow" if the delay of the re-
flected wave is on the order of 1 to 2 ms, as, e.g., easily produced by a desk
top reflection. Listening to the same sound field with two ears will, surprising-
ly, end up with a far less coloured auditory event. An explanation of this effect
may start with the finding that the spectral arangement of dips and peaks is
different at the right and left ear input signals. The hearing apparatus is ob-
viously capable of merging the left and right ear signals, such as to produce a
smoother "internal spectrum".

Precedence effect and suppression of colouration have been reinvestigated
recently. One of the more interesting results is the following: it is not, in
the case of the law of the first wave front, that the directional information of
the reflected sounds is completely inhibited. Rather, the just noticeable angular
difference for the direction of sound incidence is set to a higher value for a
certain period, e.g. some milliseconds, after the first wave front has arrived.

4., AUDITORY SPACIOUSNESS

We have explicated in the preceding section that, when the law of the first
wave front applies, the reflected sound waves do not or only slightly contribute
to the direction of the auditory event. This does by no means imply that the re-
flections are imperceptible. For example, the reflections contribute to the loud-
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ness, and they may cause some colouration. Also there is another sensory outcome:
due to the reflections the auditory event will be more extended in space - more
"spacious" - than if we only had the direct, unreflected wave.

This effect of spatial spreading of the auditory events in the presence of
reflections has recently drawn attention. The reason for this is that it has been
discovered by multidimensional psychoacoustic evaluations that the typical audi-
tory spaciousness of auditory events due to reflections, is a highly esteemed
component of "good acoustics" in concert halls.

Auditory spaciousness, being one of the factors of the spatial impression of
a listener in a concert hall, is a genuine binaural effect. It can be explained
psychoacoustically in the following way: subsequent to the reflected sounds
reaching each ear with different time delays and levels, the interfering effect
on the direct sounds is not the same at each ear. Thus, interaural differences of
the ear input signals are produced. They lead to interaural cues that are, accor-
ding to the combfilter—spectra of the input signals, varying distinctly with fre-
quency. In addition to that, since musical signals have nonstationary running
spectra, these frequency-dependent interaural cues also vary as a function of
time. Consequently, we have an auditory event split up into components which
appear at different positions and, additionally, change their positions conti=-
nuously. The result is a spatially spread out, or diffusely localized auditory
event: auditory spaciousness.

Auditory spaciousness increases with the amount of reflected sound energy
that reaches the listener from lateral directions. Low frequency components of
the reflection can cause the sensation that the listener is completely enveloped
by "sound". The effect of auditory spaciousness increases dramatically with over-—
all level, partly as a consequence of the nonlinear level-to-loudness function.

Another way of looking at the psychoacoustics of spaciousness is as follows:
by interfering with the direct sound in a different way at each ear, the reflec-
ted sounds cause a reduction of the interaural correlation of the ear input
signals. Decrease of interaural correlation leads, however, to a broadening or
spatial spreading of the auditory event. This is a well known psychoacoustic
relationship.

Maximum interaural decorrelation of the ear input signals is observed in
diffuse sound fields. In concert halls, for example, diffuse sound fields may
occur due to reverberation after sudden stops or sudden attenuation of the sound
signals radiated by the orchestra. The associated auditory events fill large
portions of the concert hall. Listeners, consequently, report a sensation of en-
velopment. The auditory effect of diffuse, reverberant sound field is, neverthe-
less, not the same as the one produced by strong discrete reflections. Experts
disagree whether the spatial effect of reverberant fields should be included in
the concept of auditory spaciousness, although it surely contributes to the
spatial impression.

5. BINAURAL LOCALTIZATION IN A NOISY ENVIRONMENT

Most auditory localization in nature and in civilization must be performed
in the presence of interfering noise. The influence of such noise on the ability
to identify the position of a sound source is an issue of extreme practical im-
portance: just imagine acoustical orientation of pedestrians in road traffic.
Unfortunately, up to the present time, only a few researchers have examined this
field.

One of the troubles with noise is that the definition of what the target-
signal, and what the interfering noise is, may differ considerably depending on
the individual situation. For example, in a conversation among several persons
the target sound source may be different for each participant. Also: depending
on the circumstances the reflected sound waves in an auditorium may be useful to
enhance the '"rich" sound of music, however, with respect to speech transmission,
the same reflections may degrade intelligibility.

Some results for simple paradigms are at hand: one is that the mechanism
which evaluates interaural phase delay is more robust against noise than the ome
which evaluates group delay. As a rule, it may be said that localization blur of
a broadband signal is hardly effected as long as the noise level is on the order
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of 10 dB below the level of the target signal. This is a very rough value, valid
for binaurally uncorrelated noise and a point source for the target—signal.

6. BINAURAL SIGNAL DETECTION AND DISCRIMINATION

When, several years ago, stereophonic sound reproduction became popular, one
of the marketing arguments was, that, by the use of this technique, sound locali-
zation would become more natural than from a monophonic system. More careful eva-
luation of the reasons of preference for this new technique showed, however, that
another benefit rates ever higher than improved localization. Most esteemed is
what listeners sometimes call auditory "transparency". When listening to music,
for example, it becomes easier to concentrate on one instrument and disregard the
rest, or to discriminate between different instruments.

What has been observed with stereophony seems also to be a good point with
respect to binaural hearing in general: even more important than the contribution
of binaural hearing to localization may be its ability to improve detection and
recognition of target-signals in interfering noise, as well as discrimination of
different target-signals from one another.

A popular way of looking at these abilities of binaural hearing starts with
the concept of interaural crosscorrelation. It is reasonable to state that most
binaural signal detection and discrimination capabilities can be modelled quan-—
titatively by signal processing algorithms that include a running interaural
cross-correlation process.

The improvement of binaural signal detection as compared to the monaural one
is measured by means of binaural masking level differences (BMLD's). A BMLD des-—
cribes the increase of the moise level that can be taken in a binaural detection
experiment with respect to a reference condition. Reference condition may be
monaural and/or diotic presentation of both target-signal and interfering noise.

Some typical results are: if the signal is presented to one ear only, and
the noise to both ears simultaneously and in phase, the BMLD will be on the order
of 6 to 9 dB. The highest BMLD's — up to 15 dB - are observed for a condition in
which the noise is presented with no interaural phase difference, whereas the
signal is interaurally phase reversed. In free sound fields BMLD's up to 9 dB
are found if both signal and noise are radiated from individual sound sources
which are situated at different directions relative to the listener.

Binaural signal detection is, undoubtedly, that area of the psychoacoustics
of binaural hearing which has been screened most extensively. There are hundreds
of relevant papers in the literature. One might suspect that this is partly due
to the relatively simple experimental equipment which is needed to this kind of
research.

Instead of going into more details in the course of this review, I shall
rather finish this section with an interesting curiosity which is however, well
understood: let both lateralization blur and BMLD be examined in experiments
where the interaural phase of the noise signal can be set to different values.
The outcome seems to be surprising at first: the conditions under which laterali-
zation blur is greatest are those under which the target-signal is most easily
detected, and vice versa. The explanation is as follows: the noise interferes with
the target-signal components at both ears, thus, eventually causing stochastic
changes .of the lateral displacement of the auditory event corresponding to the
signal. The listeners can use these spatial fluctuations as a clue for the pre~
sence of noise. At the same time, however, these fluctuation will increase the
lateralization blur.

7. THE COCKTAIL-PARTY EFFECT

Consider the following every days situation: in a room there are a number of
persons engaged in a lively conversation. A listener is, nonetheless, able to
pay attention to one individual speaker, even without turning towards him. If
the listener plugs one ear, the speech becomes much more difficult to understand.
The same holds e.g., if the listener is bilaterally hard of hearing, but has only
one hearing aid. This psychoacoustical effect is called the '"cocktail-party effect".
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Speech recognition in the presence of interfering noise - e.g., unwanted
speech signals - is easier with two ears than it is monaurally. Evaluation of the
gain of binaural hearing is performed in a similar way as in detection experiments:
for quantitave description of the effect "binaural intelligibility level diffe-
rences" (BILD's) are measured. They denote the increase of the level of the un-
wanted noise that can be taken in a binaural speech recognition experiment with
respect to a monaural reference condition, so, that the same degree of intelli-
gibility is maintained: e.g., a 50 Z score of correctly recognized test words or
syllables, usually from a phonemically balanced list.

For broadband noise at both ears, simultaneously and in phase, but a speech
signal at one ear only, we may get a BILD of about 3 dB. For both speech and
noise to both ears, but the noise interaurally phase reversed, a BILD as high as
6 dB may be found. In free fields with one source for the speech and another one,
at a different direction, for the noise, BILD's of 8 dB and more have been
measured. In general, the BILD's tend to be smaller than the corresponding
BMLD's, but this finding depends on the characteristics of the noise signals
used. It should be noted that a speech signal at one ear cannot be masked by
noise at the other ome; in other words, there is no contralateral masking.

It has been mentioned in the preceding section that reverberation can de-
grade the intelligibility of speech. This is due to the "slurring" effect of re-
verberation on the characteristic features of speech signals. But even in highly
reverberant surroundings, binaural hearing may improve intelligibility though
the possible improvement decreases with increasing reverberation time.

The improvement of speech recognition in reverberant fields due to binaural
hearing is, undoubtedly, linked somehow to another psychoacoustical effect that
shall be dealt with in the next paragraph. Their quantitative relationships are
however, as yet unknown.

8. BINAURAL INHIBITION OF REVERBERANCE

It has been known for some time that an acoustic presentation in a room
sounds less reverberant, when a person listens with both ears than when one ear
is plugged. The same effect occurs when we switch from momophorc to stereophonic
sound transmission. ’

One way of demonstrating this effect quantitatively is as follows: broad~
band noise, amplitude-modulated to give a sinusoidal envelope, is radiated inte
a reverberant room. The sound field in the room is listened to: (a), by direct
binaural listening, (b), by observation via a single microphone and a pair of
earphones, connected in parallel. The modulation depth is then set such, that a
fluctuation of the noise level in accordance with the sinusoidal modulation
function can just be perceived. For condition (a), this just perceptible modula-
tion depth is lower than for condition (b).

9. BINAURAL PITCH

All binaural effects that we have commented on hitherto are obviously direct-
ly useful for everyday hearing tasks. There are, however, further binaural ef-
fects whose practical benefits are less obvious or even not existent. Such ef~-
fects may still be of profound scientific interest, as they may provide insights
into the functions of binaural hearing. One class of such effects are those, ge-
nerally called "binaural pitch" or, more precisely, "dichotic pitch”.

Binaural pitch denotes pitch phenomena that arise solely as a consequence
of presentation of signals to both ears in a dichotic manner such that the ear
input signals differ in interaural phase resp. arrival time. Presenting the ear
input signals separately does not give rise to the effect ~ a sometimes very
faint and sometimes more distinct semsation of pitch. Studies on binaural pitch
play an important role in the efforts to construct more general models of the
processes by which interaural time differences are evaluated in the hearing
system. Indeed, it seems that models based on continuous interaural correlation
in bands or related processes may be able to meet many of the necessary re-—
quirements. I shall now describe some of the stimulus configurations causing
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binaural pitch. For simplicity, let a noise with a flat power spectrum be the
test signal, to make sure that no pitch would be heard in a monaural presentation.

Binaural pitch was first discovered in the following situation: noise is pre-
sented to one ear directly and to the other ear through an all pass phase shifting
network introducing a phase-shift of 360° in a narrow frequency band. Thus, the
interaural phase is zero below the frequency band where the phase shift occurs,
and 360° in the region above it. The pitch sensation is similar to that of a
fluctuating tone at a frequency corresponding to the center frequency of the all-
pass, superimposed by noise which nearly masks it. To create the effect, the
all-pass must be positioned in the range between roughly 250 and 1500 Hz. The
effect is quite robust against additional interaural level differences.

Another experimental situation giving rise to binaural pitch is when a con-—
stant interaural arrival time difference in the range of 2 to 10 ms is intro-
duced. The effect is extremely faint in this case, but can be considerably rein-
forced by presenting a second noise, uncorrelated to the first one with a diffe-
rent interaural delay which must be smaller than about 3 ms.

Further binaural pitch experiments are, e.g., characterized by an interaural
phase that changes 3600 at a fundamental frequency and again by 360° at the first
harmonic or, additionally, once more at every higher harmonic frequency.

10. FURTHER EFFECTS AND CONCLUSION

The potpourri of binaural psychoacoustic effects that has been mentioned so
far is far from being complete. In this last paragraph I shall shortly quote some
additional effects; our list of effects must, however, remain open. One reason
for this is that new effects will turn up as long as experimental work on binau-
ral hearing goes on.

An issue that has attracted the interest of many researchers is "binaural
loudness summation”. In general, the loudness of the corresponding auditory event
is greater, when a signal is presented binaurally instead of monaurally; the
signal being kept at a constant level. The rules for the loudness increase are
more complicated than one would expect at a first glance. For instance the in-
crease cannot simply be explained by power summation of the two ear input signals.
At higher levels, nonlinear effects like neural recruitment may come into play,
also acoustic reflex, contractions of middle ear muscles that effect the trans-—
fer function of the middle ear, may play a role: the acoustic reflex is ob-
viously stimulated by the loudness sensation. At levels at or close to the ab-
solute threshold, internal noise inside the hearing apparatus - interaurally
correlated as well as uncorrelated - adds to the ear input signals in a compli-
cated manner. The situation is different for earphone presentation as compared
to the free field, due to the occlusion effect.

Let us now, once more, return to '"binaural fusion": the term "fusion" has
a broader meaning in some fields of binaural research other than lateralization.
For example, it is also called fusion when auditory events are accepted concep-
tually as to stem from one source, even if they appear in a diffusely localized
or spatially split manner. If some spectral components of a speech signal are
presentéd to one ear and the rest to the other, fusion may occur in such a way
that the auditory event is clearly understandable speech even if each ear input
signal is completely incomprehensible when presented separately. In this sense,
fusion may also occur when a speech signal is switched periodically in time bet-
ween the two ears, provided that the switching intervals do not interfere with
basic perceptual units of the speech.

Experiments in which the signals to the two ears are varied in time, either
by appropriate experimental synthesis, or because they originate from moving
sound sources, have been reported more often recently. These experiments are,
on the one hand, helpful in determining the integration times of the auditory
system and, consequently the spatial persistence of the auditory events. On the
other hand, experiments with moving sources and/or varying ear input signals
will, undoubtedly, uncover further properties of the binaural system that cannot
be observed with "static" signals.

The "octave—illusion" is a good example for an unexpected effect that has
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been found with a paradigm of interaurally switched signals: in the original
study, two sinusoids - 400 Hz and 800 Hz - were presented repeatedly and in
alteration to one ear, without pauses in between. The same sequence was presen-
ted to the other ear, with the exception that the 400 Hz signal was on when the
800 Hz was on at the first ear, and vice versa. Thus the listeners were presen-
ted with a single, continuous two-tone chord, but each component repeatedly
switched between the two ears. The switching interval was 250 ms. A typical
percept was that only one auditory event appeared, jumping from ear to ear and
simultaneously changing its pitch from high to low, and vice versa. Commonly,
it was not realized that a chord rather than a tone was the stimulus. Right-
handed subjects, by the way, used to hear the high pitch at their right ear,
whereas the left-handed did not show such preference.

At the end of this paper, I want to recall that binaural hearing as well as
hearing in general is no isolated process; rather, information from all senses
is used by the central nervous system when forming a perceptual event. So it is
no surprise that a considerable amount of research has been undertaken to explore
the aspects of "heterosensory, spatial complication' with regard to binaural
hearing. Since our two ears are mounted on a holder - the head - that can be
moved rather freely with respect to the surroundings, the interaction of inter-
aural cues with information about the actual position and movement of the head
is of crucial importance. Further, the interaction of visual and auditory cues
is a most important feature in many tasks of binaural hearing.

For more detailed and comprehensive representations of the subject matter
of this paper as well as extensive bibliographies refer to the list of books
below.

REFERENCES

Tobias, J.V., ed. (1972). Foundations of Modern Auditory Theory, Vol.II, Academic
Press, New York and London: see especially the contributions of A.W. Mills,
L.A. Jeffress and J.V. Tobias.

Carterette, E.C. and Friedman, M.P., eds. (1978). Handbook of Perception, Vol. IV,
Academic Press, New York and London: see especially the contributions of
Colburn, H.S. and Durlach, N.I. and Durlach, N.I. and Colburn, H.S.

Raatgever, J. (1980). On the Binaural Processing of Stimuli with Different Inter—
aural Phase Relations, Dutch Efficiency Bureau, Pijnacker (NL).

Blauert, J. (1983). Spatial Hearing — The Psychophysics of Human Sound Locali-
zation, MIT-Press, Cambridge (Mass.), (in print).



RECENT DEVELOPMENTS IN BINAURAL MODELING
H. Steven Colburn

Biomedical Engineering Department, Boston University
Boston, MA 02215. U.S.A.
) and )
Research Lab of Electronics, Massachusetts Institute.of Technology
Cambridge, MA 02139. U.S.A. '

1. INTRODUCTION

The goal of a mathematical model is to express a hypothesis for
understanding natural phenomena in such a manner that assumptions are stated
explicitly and quantitative predictions can be evaluated for measureable
phenomena. The value of a particular model is generally related to the number
of phenomena that are successfully described within a small set of assumptions,
the degree to which the assumptions are consistent with fundamental physical
principles, and the degree to which the model captures the current understanding
of the field.

Our goal in binaural hearing is to develop a mathematical model that is
consistent with available physiological data and that describes a broad set of
psychophysical phenomena. Unfortunately, we are far from this goal, even though
binaural hearing models have received considerable attention for a long time.
Previous psychophysical modeling efforts that have explicitly incorporated
physiological phenomena have been either general but non-quantitative (Bekesy,
1930; Jeffress, 1948), quantitative but restricted to a small number of stimuli
or phenomena (Hall, 1965), or quantitative and general but so complex that
critical evaluations in particular applications were obscured by details and
approximations (Colburn, 1973, 1977; Stern and Colburn, 1978; Blauert, 1982).

Part of the difficulty that must be overcome by models that encompass both
physiological and psychophysical data arises from our ignorance about how the
psychophysical judgement process is reflected in neural firing patterns. Even
when conscious aspects of subjects' behaviors are ignored, issues of strategy
and a priori information remain and are too complicated to include as neural
networks in a model. On the other hand, the physiological data from the
periphery should be incorporated explicitly as neural networks or mechanisms.

The modern approach to this problem is to separate the issues of judgement
and decision from issues of available information. This is accomplished with
statistical communication theory. In communication-theoretic models, available
information can be represented by "decision variables" and performance can be
calculated under the assumption that these variables are processed optimally.
This approach requires that the décision variables be random variables; thus,
the decision variables reflect explicitly the internal randommess (internal
noise) of the auditory system.

Our previous applications of this approach (e.g., Colburn, 1977) have
included the constraint that the final decision variable be expressed explicitly
as the output of a neural mechanism. The consequence of this unnecessary
constraint is that complex, non-optimum aspects of binaural processing must be
modeled explicitly with a neural mechanism or simply ignored. This has limited
both the phenomena addressed by our models and the comparisons with other
approaches.

In the present paper we formulate an outline for models that incorporate
available physiology, that apply to a broad range of psychophysical experiments,
and that can be directly compared with most black-box models of binaural
processing. After outlining the constraints that we adopted as a starting
point, we suggest a general formulation, and briefly outline how several
categories of data would be addressed within this formulation.
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2. MODELING CONSTRAINTS

In addition to the general issues addressed above, there are several
specific constraints that have influenced our formulation of binaural processing
models. Since some of these constraints are based on conclusions that may not
be uniformly accepted, we make them explicit here.

The peripheral mechanisms within the model should be consistent with the
most important attributes of available physiological data from the auditory
system, including the auditory nerves, cochlear nuclei, and superior olivary
nuclei. Judgements about which aspects of the data are important for binaural
phenomena are wvery difficult. Since increases in the complexity and level of
detail in a model generally reduce the insight provided by the model, judgements
about what aspects of the data can be ignored or simplified are of central
Tmportance. In the binaural modeling case these judgements are complicated by
the fact that prominent aspects of the data may be of great importance for
auditory phenomena generally but of little significance for binaural
interaction. Also, available data are quite limited and some of the
physiological factors involved are poorly characterized, most notably anesthesia
effects, Interspecific differences, and efferent pathways, It is evident that
the modeling of the peripheral physiology requires continual modification as we
learn more about the functioning of the human auditory periphery.

Interaural time differences and interaural intensity differences are
assumed to be processed by separate peripheral mechanisms. Further, as we have
argued previously (Ruotolo et al., 1979; Colburn and Hausler, 1980), the
combination of these differences is non-optimum and can be influenced by the
strategy chosen by the experimental subject. Thus, we incorporate
time-intensity interactions in the central, non-neural part of the model.

The processing of both the temporal and spectral aspects of the interaural
differences is also non-optimum, complex, and relegated to the non-neural part
of the model. As temporal examples, consider target-duration and masker-fringe
effects (Trahiotis et al., 1972, 1978), non-simultaneous masking phenomena
(e.g., Yost and Walton, 1977), and the experiments demonstrating '"binaural
slugishness" (Grantham and Wightman, 1978, 1980). Spectral examples include the
lack of an apparent critical band in interaural correlation discrimination
(Gabriel and Colburn, 1981). )

For binaural masking experiments, the random variability due to the
external stimulus is assumed to be comparable to the internal variability
generated by the randomness in the transduction from stimulus waveforms to
patterns of firing on the auditory nerve fibers. This assumption is contrary to
our earlier assumption (Colburn, 1977) that the external variance is negligible.
Although there were a variety of arguments in favor of our earlier assumption,
subsequent experiments (Siegel, 1979; Gilkey et al., 1981) that were designed
to test this hypothesis directly concluded that the internal and external noise
contributions to the variance are comparable in binaural detection situations.
The consequence of the new assumption is that the model must be formulated such
that the contribution of the external variance can be meaningfully evaluated.
(Our earlier models did not satisfy this condition. In these cases, the
variance of the decision variable in the model is dominated by extremely rare
samples of the noise waveform, samples so rare that they would occur only once
every few hundred trials. We believe that this is a consequence of
approximations in the auditory-nerve description; calculations based on other
models of the auditory nerve activity were either excessively complex or
excessively arbitrary.)

3. SUGGESTED FORMULATION

The model conprises four sections. The first section describes the
peripheral physiology explicitly. The second section is an optimum estimator
that processes the neural patterns of the first section to generate a temporal
sequence of estimates of interaural time difference and interaural intensity
difference for each frequency band. (Each estimate is based upon the neural
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activity over the brief time interval between estimates, roughly ten
milliseconds.) The third section specifies the non-optimum combination of these
estimates to form a set of decision variables. The last section is assumed to
process optimally the decision variables from the third section to make the
final psychophysical decision.

Note that this formulation is not a complete model. To specify a complete
model requires specific assumptions for the first and third sections. (The
second and fourth are specified by the optimum assumption.)

Note, second that the assumptions for the first section are chosen to match
physiological data and those for the third section are chosen to match
psychophysical data. This separation of physiology and psychophysics has the
benefit that the third and fourth sections of the model are directly analogous
to black-box psychophysical models (e.g., Jeffress et al., 1956; Hafter, 1971)
and many psychophysical modeling issues can be considered independent of the
peripheral physiology. .

Note, third, that the internal noise (internal random variability) in this
formulation is determined by the peripheral physiology and is reflected in the
fact that the estimates generated by the second section are random variables.

Note, fourth, that the stimulus variability is primarily represented in the
time sequence of external interaural differences that are estimated in the
second section of the model (i.e., the expected values of the estimates). Since
the nerve fibers are sensitive to a relatively narrow range of frequencies and
estimates are made separately for each band, the interaural differences are
approximately constant over the small time interval between samples. (This
formulation automatically avoids the problem mentioned above, namely the
excessive influence of unlikely smaples of noise.)

4. MODELING OF PHYSIOLOGICAL DATA

Our modeling of the peripheral physiology is the same as before (Colburn
and Moss, 1981). Specifically, the auditory nerve patterns are assumed to be
relayed through the cochlear nuclei to the olivary nuclei with no substantial
change in the firing pattern description. These patterns are assumed to be
processed in the superior olive by two mechanisms, one called the interaural
time displayer (imagined to correspond to the medial superior olive) and one
called the interaural intensity displayer (imagined to correspond to the lateral
superior olive).

The interaural time displayer is modeled as a coincidence network with a
fixed distribution of internal interaural delays (consistent with suggestions of
Jeffress, 1948). Estimates of interaural time (or phase) delay are based on the
activity in the network during each sampling interwval. At low frequencies,
these estimates would be based on the ongoing fine structure of the filtered
stimulus waveform; at high frequencies, the bandwidth becomes sufficient to
allow estimates based on the ongoing envelope timing differences.

The interaural intensity displayer is modeled as population of "EI cells".
The EI cells receive excitatory and inhibitory (via the medial nucleus of the
trapezold body) inputs to a generator potential that decays toward the resting
potential and that stimulates an output firing when threshold is exceeded. In
addition to a sensitivity to interaural intensity differences in the stimulus,
this type of mechanism is also sensitive to interaural onset or offset delays
(since an effective interaural intensity difference is present in this case).
The analysis of the interaural intensity display has not been pursued to any
significant degree.

5. APPLICATION TO PSYCHOPHYSICAL DATA

Some psychophysical tests, such as interaural time discrimination, are
based on information about the expected value of the interaural differences.
Other tests, such as NOSPI detection, must be based on the width of the
distribution of the interaural differences. Thus, tests from these two
categories require fundamentally different central processing of the estimates.
It is interesting to note that this distifiction (between sensitivity to mean
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values of interaural parameters on the one hand and sensitivity to the scatter
of interaural parameter values on the other hand) places experiments in coherent
masking in the first category. It follows from this point of view that coherent
masking (e.g., masking of a tone by a tone or a noise by a coherent noise)
should be considered as a discrimination experiment and not a detection
experiment.

The application of this model to interaural discrimination is relatively
straightforward. The estimates of the interaural time or intensity can simply
be averaged for an optimum use of the display information, and interaural
discrimination results can be used to specify the internal variability of the
estimates without reference to the physiology. When the model for the
physiological data (the first section of the overall model) is specified
mathematically, interaural discrimination can be predicted quantitatively. Most
available interaural time and intensity discrimination data are generally
consistent with these predictions; a notable discrepancy is in the degree to
which an interaural intensity difference interferes with interaural time
discrimination as outlined in Colburn (1973). 1In the present formulation, this
problem would have to be resolved within the central processor.

The application of the model to binaural detection phenomena and to
interaural correlation discrimination are based on the scatter of the estimates
(cf., Webster, 1951). Although the function of the central processor is less
obvious in these tasks, it is relatively easy to predict correlation
discrimination from the detection data. Also, the source within the model for
some of the dependencies seen in the data can be specified for detection. For
example, the observed dependence on target interaural parameters is a
consequence of the properties of stimulus waveform (Dommnitz and Colburn,

1976); the observed dependence on the masker interaural delay is a consequence
of the peripheral processor as in Colburn (1977); the dependence on the
bandwidth of the masker and the frequency of the target are related to multiple
factors (cf., Zurek et al., 1983) including both peripheral and central parts of
the model; and the interesting temporal effects mentioned above must be
accounted for by the central processor.

The application of this model to interaural time discrimination in a noise
background could be based on the average value of the interaural time difference
estimates, consistent with the model suggested by Ito et al. (1982). Her data
and those of Cohen (1981) are generally consistent with a model based upon
samples of interaural delay in the stimulus. A model that includes effects of
interaural intensity difference has been developed by Stern et al. (1983).

The application of this model to subjective phenomena, such as pitch,
lateralization, and spaciousness, requires a different formulation of section
four of the model since optimum performance is not easily defined in these
cases. Many aspects of binaural pitch phenomena appear to be related to a
network like the interaural time displayer (Bilsen, 1977). In the context of
the present formulation, these pitch phenomena could be analyzed in terms of the
estimates of interaural délay as a function of frequency. (From the point of
view of the external time delay, this is equivalent to the original time
displayer.) Subjective position judgements are clearly based on both interaura<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>