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Dedicated to all the birds who cannot fly

Especially to Kiwis. . .

Sorry, Tweety, next time!



Preface

In this book I will study defeasible reasoning. There are many facts of reasoning
that are captured under the term defeasible. Sometimes we argue on the basis of
typicality, normality, sometimes we make inductive generalizations, etc. We
“jump to conclusions” in different ways. It is not my intention to give an
exhaustive characterization of all possible forms of defeasible reasoning. Hence I
will paradigmatically examine various contexts in which defeasible reasoning is
useful, such as default reasoning (Part II), reasoning in the context of argumen-
tation (Part III), and normative reasoning (Part IV).

Still, my perspective is a unificatory one. It is gained by the choice of a specific
formal logical framework. With the help of this framework I will develop logical
models of forms of defeasible reasoning. The framework is that of adaptive logics
which originates in the work of Diderik Batens. The standard format of adaptive
logics provides a unified characterization of a class of logics that, as will be
demonstrated and argued for in this manuscript, are decent tools in order to model
defeasible reasoning.

The merits of the study offered in this book are two-fold.

First, it offers a deeper understanding of (forms of) defeasible reasoning. On the
one hand, the logics that are introduced in this manuscript deepen our under-
standing of the formal properties (particular forms) of defeasible inferences, of
retracting inferences, etc. On the other hand, formulating them in a unificatory
framework offers possibilities to compare them and to identify formal properties
they have in common.

Second, the book affirms and substantiates the status of adaptive logics as a
generic formal framework for defeasible reasoning. It does so by offering case
studies stemming from various contexts of defeasible reasoning. In addition, as
will be shown, there are various metatheoretic advantages of adaptive logics
compared to many other logics or logical frameworks that model defeasible
reasoning.
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viii Preface

The Structure of the Book

This book is structured as follows:

In Part I we begin with a general introduction into defeasible reasoning (Chap. 1).
After that, adaptive logics (in short, ALs) are introduced (Chap. 2). It is demon-
strated that they offer an intuitive and powerful framework to model defeasible
reasoning. ALs are discussed in their standard format. It is argued that the standard
format comes with an attractive meta-theory. In Chap. 3, it is shown how ALSs can be
combined. Chapter 4 contains joint work with Diderik Batens and Peter Verdée. We
argue that ALs offer a transparent model for defeasible reasoning since elegant and
intuitive criteria are available to decide whether (extensions of) premise sets are
equivalent. Finally, in Chap. 5, it is demonstrated how the standard format can be
generalized while keeping its metatheoretic merits intact. This is joint work with
Frederik Van De Putte.

Part II contains two applications of ALs in the context of default reasoning. Let
A ~+ B express that from A normally/usually/typically/etc. (depending on the
application) follows B. Note that Modus Ponens is not unrestrictedly valid in such
a context. This is due to cases of specificity. Where b stands for “being a bird” and
ffor “flying”, we have b ~» f (“Birds usually fly”’). However, where p stands for
“being a penguin”, we also have (pAb) ~» — f. Now suppose we have both
premises, p and b. If Modus Ponens would be valid we would be able to derive
both f and — f. Obviously this is not desired. In Chap. 6, I will propose a defeasible
handling of Modus Ponens by means of ALs.

In [1] Lehmann, Magidor and Kraus tackle the question “What does a condi-
tional knowledge base entail?” by means of a sophisticated semantic selection
procedure, the so-called Rational Closure of a knowledge base. Chapter 7 offers an
AL interpretation of Rational Closure. This way we gain a full logic for Rational
Closure, one that is equipped with a (dynamic) proof theory. The semantic
selection of [1] is very much in the spirit of Shoham’s semantic selections (see
e.g., [2]). Hence, the logic developed in Chap. 7 offers a paradigmatic demon-
stration that ALs are able to represent logics defined by semantic selections in the
style of Shoham. This in turn substantiates the claim that ALs offer a very generic
and unifying framework for defeasible reasoning.

In Part I, ALs are used for the modeling of argumentations. Dung presented in
[3] a highly influential account of abstract argumentation. Arguments are repre-
sented as abstract entities and the relationships between arguments are modeled by
an attack relation. The two elements define abstract argumentation systems. Dung
offered a number of clear and intuitive semantics for selecting arguments from
argumentation systems. Chapter 8 presents joint work with Dunja SeSelja in which
we develop a unifying AL framework for abstract argumentation. Our family of
logics models all the semantics proposed by Dung and moreover provides a
dynamic proof-theory for each. In Chap. 9 I generalize the AL framework in
accordance with Nielsen and Parsons’ generalization of Dung’s framework [4] in
such a way that joint attacks are possible, i.e., attacks in which several arguments
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attack several arguments. This paradigmatically presents one of many possible
enhancements to the systems introduced in Chap. 8.

Part IV features various applications of ALs in the context of deontic logics.
Most of the systems presented in this part are heavily influenced by the work of
Lou Goble. One of the main challenges for deontic logicians is to develop systems
that are conflict-tolerant. That is to say, logics that do not exhibit explosive
behavior when confronted with conflicting norms such as “You’re obliged to bring
about A” and “You’re obliged to bring about not-A”. Goble suggested an
attractive way of tackling this problem, namely by restricting the so-called
inheritance rule that allows to derive from the obligation to bring about A the
obligation to bring about B in the case in which A necessitates B. Chapter 10
presents joint work with Joke Meheus and Mathieu Beirlaen in which we point out
certain problems with Goble’s systems and improve on them by strengthening
them by means of ALs.

The remaining sections in Part IV feature applications in the context of con-
ditional deontic logics. Chapter 11 generalizes and enhances the results of
Chap. 10 for the conditional setting. In Chap. 12, I tackle a similar problem as in
Chap. 6. The majority of conditional deontic logics does not allow for the factual
detachment of conditional obligations. That is to say, given the commitment
A under the condition B and the factual information B, in many circumstances it is
desired that we derive the ‘actual’ and unconditional obligation to bring about
A. However, similar as in the context of default reasoning, here we have to deal
with cases of specificity as well. Moreover, we also have to take into consideration
contrary-to-duty obligations. This motivates a defeasible handling of detachment.
It is realized by means of ALs.

Ghent, March 2013 Christian Straler
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Part I
Adaptive Logics as a Framework for
Defeasible Logics



Chapter 1
Introduction

The purpose of this introduction is to familiarize the reader with defeasible reasoning.
It will, on the one hand, answer the questions what defeasible reasoning is and how
it is different from deductive reasoning. On the other hand, I will introduce some
themes concerning the formalization of defeasible reasoning that will recur frequently
in this book. I will close the section by indicating some gaps in the formal treatment
of defeasible reasoning which will bridge to the central topic of this manuscript: the
use of adaptive logics as a unifying formal framework for defeasible reasoning.

1.1 Defeasible Reasoning

Where we deductively infer from some premises Ay, ..., A, aconclusion C, the truth
of the premises warrants the truth of the conclusion. The truth of the propositions (i)
“n is a prime number.” and (ii) “n > 2” guarantees the truth of the statement “n is
odd.” The situation is different in the case of defeasible reasoning. When we infer
from (i) “Tweety is a bird.” and (ii) “Birds fly.” the conclusion “Tweety flies.”, the
truth of the premises does not warrant the truth of the conclusion. This is due to the
fact that Tweety may be a kiwi or a penguin.

What distinguishes the supportive character of the premises in the deductive case
from the defeasible case is that in the former we have an unconditional support. As
a consequence, if a conclusion gained by deductive reasoning turns out to be false,
then we can infer that one of the premises is false as well: the unconditional character
of the support does not allow for exceptional circumstances. Not so in the defeasible
case. All premises may be true and still the conclusion may be false. This may seem
to undermine the status of these inferences as valid forms of reasoning. Hence, we
arrive at the question what compensates for this lack of truth-conduciveness in order
to make defeasible inferences rationally compelling? After all, following Toulmin
[1], any argument relies on a “warrant” or inference license.

C. Straler, Adaptive Logics for Defeasible Reasoning, Trends in Logic 38, 3
DOI: 10.1007/978-3-319-00792-2_1, © Springer International Publishing Switzerland 2014
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Fig. 1.1 A defeasible support
|
1
ceteris
normalibus

Note first that there are many different types of defeasible reasoning. Different
defeasible reasoning forms provide different rationales behind the support relation
between the premises and the conclusion. We may for instance reason on the basis
of normality, typicality, probability, etc.

Given such a defeasible inference type, although inferences do not always arrive
at truthful conclusions from truthful premises, they are nevertheless “usually”, “in
most cases”, “typically” or “normally” truth-conductive. Otherwise the given infer-
ence type would hardly be justified. Hence, the support provided by the premises has a
certain, often tacit ceteris normalibus character (see Fig. 1.1). In the idealized “usual”
resp. “normal” resp. “typical” etc. case, the inference is indeed truth-conductive.
Hence, we may speak of an idealized truth-conduciveness, or a truth-conduciveness
ceteris normalibus. The rationale given by a specific defeasible reasoning type expli-
cates the exact character of the ceteris normalibus condition for the respective type.
Let me give some examples.

The nature of the ceteris normalibus condition is obvious for defeasible reasoning
on the basis of normality or typicality. The conclusion that Tweety flies is justified
on the basis of our premises unless we also have the information that Tweety is a bird
with rather exceptional or abnormal properties such as being a kiwi or a penguin,
both of which cannot fly.

In inductive generalizations we may infer from the fact that a certain property
common to a restricted number of samples of a certain class of objects is common
to all objects in the class. What makes such an inference compelling is the tacit
assumption that the sample class is normal in the sense that the homogeneity of the
observed property does not just apply to the samples but rather that it is characteristic
for the whole class.

In probabilistic reasoning we may apply what Pollock [2] dubbed “the statistical
syllogism™: “From ‘X is an A and the probability of an A being a B is high’, infer
defeasibly, ‘X is a B’”. The tacit assumption here is that X is not abnormal or
exceptional with respect to the given probabilities.

The fact that defeasible inferences are linked to a ceteris normalibus assumption
that serves as its inference license is essentially connected to another feature of
defeasible reasoning, namely its tentative character.! In strictly deductive logical
systems the reasoning process has the following two distinctive properties.

1T agree with Blair that “an argument’s warrant is not a premise, but instead an assumption” that
warrants “inferences from such grounds to such conclusions”: were the warrant a premise we would
face a “vicious regress” ([3, p. 127] , see also Hitchcock [4]).
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Fig. 1.2 Abnormalities and withdrawal
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1. We infer in a monotonic manner, i.e. if we conclude A on the basis of a set of
premises I', then we can deduce A also from the extended premise set I" U I"’.

2. We reason statically, i.e. if we infer at some point in the reasoning process A, we
will not withdraw A due to the insights won in any extension of this reasoning
process.

Defeasible reasoning differs from deductive reasoning at least in the latter, and
usually in both aspects.

Note first that a defeasible inference is supported or justified as long as the infor-
mation available to an agent does not give rise to certain abnormalities that interrupt
the ceteris normalibus assumption and hence the support provided by the premises.
In such cases defeasible inferences are withdrawn (see Fig. 1.2). For instance, Pol-
lock points out that “[d]efeasibility arises from the fact that not all reasons are con-
clusive. Those that are not are prima facie reasons. Prima facie reasons create a
presumption in favor of their conclusion, but it is defeasible” [5, p. 2]. Also Rescher
argues that probative reasoning is “presumptive rather than deductively airtight”
[6, p. 8] and the presumptions concerning “the usual, normal, customary course
of things” (pp. 30-31) are “subject to defeat in being overthrown by sufficiently
weighty countervailing considerations” whence “usually tentative and provisional”
(p-31).

The information available to an agent is on the one hand (a) explicit information
presented to our agent by various external sources (such as perception, reliable agents,
etc.) or on the other hand (b) the insight our agent has gained by analyzing and
reasoning on the basis of this information.

It is important to notice that both factors, (a) and (b), have a certain dynamic
character. Let us contrast the two types of dynamics with the characteristics of strictly
deductive reasoning pointed out in 1. and 2. above.

1’. Tt is often the case that for defeasible reasoning processes the addition of new
information leads to the retraction of previously drawn inferences. Pollock calls
this the synchronic defeasibility of defeasible inferences [7]. If we obtain, for
instance, the new information that Tweety is a penguin, we will withdraw the
previous inference that Tweety flies, since, after all, penguins are exceptional
to the default rule that birds fly. This corresponds to what we call the external
dynamics of defeasible reasoning (see [8, 9]).
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Hence, logics modeling defeasible reasoning are often nonmonotonic, i.e. what
is derivable from a set of premises I" may not be derivable from an enhancement
of I" with additional premises.”

2’. New information is not the only dynamic factor for defeasible reasoning. The
growing insight into the given information may as well cause the withdrawal of
previously drawn defeasible inferences even if no new information is available.
Pollock dubs this the diachronic defeasiblity of defeasible inferences [7]. Often
the given information is complex and interwoven. Only acute analyzing and
reasoning may reveal new essential information with respect to previously drawn
inferences. This corresponds to what we call the internal dynamics of defeasible
reasoning (see [8, 9]).

1.2 Towards the Formalization of Defeasible Reasoning

The importance of defeasible reasoning for practical matters has already been noted
and studied by Aristotle, for instance in the Topics. However, in the rise of non-
defeasible mathematical logic, monotonicity provided a large bedrock for the main-
stream of formal logic in the shadow of which defeasible enterprises were rather
exotic and sparse for a long time. The term “defeasible”” was introduced by Hart in
1948 in the philosophy of law [13]. But we have to wait until after the heyday of the
Vienna Circle when the realization of the limitations of the purely deductive method
grew widely, while at the same time the importance of the notion of defeasibility was
emphasized. In epistemology defeasibility began to be a more widely discussed issue
especially in the aftermath of Gettier’s landmark article “Is true belief knowledge?”
[14] (see for instance Lehrer and Paxson’s [15], Annis’ [16], Klein’s [17], Swain’s
[18]). Two of the pioneers of defeasible reasoning are Chisholm (see e.g., [19]) and
Pollock.

For instance Pollock’s Knowledge and Justification [20] was one of the most suc-
cessful landmarks in establishing defeasibility as a central notion in epistemology
such that philosophical logicians could no longer turn a blind eye on it. Especially
his distinction between two types of defeaters of defeasible arguments became para-
digmatic. Rebutting defeaters, on the one hand, provide reasons supporting the belief
in the negated conclusion of the given argument. On the other hand, there are under-
cutting defeaters that challenge the support that is provided by the premises of the
given argument (see Fig. 1.3).

Soon researchers in artificial intelligence as well as philosophers began to develop
first systems aiming at getting a formal grasp on defeasible reasoning. Nonmonotonic
logics became its own research branch uniting scholars from philosophy, logic, arti-
ficial intelligence and computer science. Nowadays, about 30 years after the first

2 There are exceptions such as the Weak Rescher-Manor inference relation [10] which is monotonic
but which can be modeled by means of a dynamic proof theory that explicates internal dynamics
(see point 2’ below): this has been done in [11] and [12].
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pioneering systems such as McCarthy’s circumscription [21] or Reiter’s default
logic [22], we are facing a huge variety of systems. However, the evolutionary tree
of nonmonotonic logics is multifarious and complicated. Most importantly it lacks a
bedrock comparable to the one predicate logic provides for mathematical reasoning.

Nonmonotonicity is one of the central notions in the formal representation of
defeasible reasoning. (Non)Monotonicity is a property of consequence relations.
The latter are usually characterized as functions that map sets of formulas in a given
language £ into sets of formulas in £. While some of the properties that are satisfied
by the consequence relation of classical (propositional or predicate) logic, henceforth
CL, are also desirable for consequence relations that model defeasible inferences,
scholars agree that others have to be given up or have to be sufficiently altered. Let
henceforth Cny, (I") denote the set of L-consequences of the premise set I". For a
nonmonotonic logic L, properties such as

I' C Cny (I (Reflexivity)
Cner (I') € Cnr, (I') (Supraclassicality)

are for many applications desirable. As has been already demonstrated by means
of our Tweety example, the following central property of CL is abandoned in non-
monotonic systems:

Cny, (I') € Cny, (F'UTY) (Monotonicity)

However, instead of totally abandoning the intuition behind monotonicity, it is
one of the big challenges to develop a formal weakening of monotonicity that is
adequate for certain forms of defeasible reasoning. Nowadays most scholars agree
that the following cautious form of monotonicity is part of what forms the core
properties of nonmonotonic consequence relations:

If I'" C Cny, ('), then Cny, (I') € Cny, (FU ) (CM)

Cautious monotonicity is indeed an important and very intuitive notion. Suppose we
have derived some A from a set of premises I". Adding A to our premise set /" should
in no way lead to less consequences than we have with I" alone.

Such monotonicity-related properties of the consequence relation only reflect
certain features of the external dynamics of the defeasible reasoning that is modeled.
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Nonmonotonicity expresses that the arrival of new information, in some cases, gives
rise to external dynamics. Properties such as cautious monotonicity resp. rational
monotonicity (see Sect.2.6.3.1) specify for a logic L. enhancements of premise sets
for which L does not give rise to external dynamics and hence behaves monotonic.

I have pointed out above that the internal dynamics plays an essential role in
defeasible reasoning. The consequence relation itself does not give us any insight
about the ways a logic models this aspect. After all, the consequence relation just
informs us that a certain set of formulas I"’ is derivable from another set of formulas
I if I’ C Cny, (I'). The internal dynamics, however, concerns the path we take
when we reason towards consequences. Due to the growing insight in the given
premises we may retract certain defeasible inferences. The internal dynamics is not
modeled by the consequence relation since the latter only offers a static view on the
consequences of a given set of premises but doesn’t inform us about the way in which
we arrive at these consequences. The latter is offered by the proof theory of a logic.
Static proofs> as they are usual for logics that model strictly deductive reasoning are
obviously not able to display the internal dynamics of defeasible reasoning processes.

It is remarkable that most of the available systems that model defeasible reason-
ing lack a proof theory. That is to say, most of the proposed systems are not “full
logics” in the sense of providing a proof theory that is complete with respect to a
given semantics. Hence, it is also not surprising that scholars mostly emphasize the
external dynamics and the nonmonotonic character of consequence relations while
neglecting the explication of the internal dynamics of defeasible reasoning. Indeed,
itis challenging to develop proof calculi that model defeasible reasoning. This is due
to the internal and external dynamics of defeasible reasoning. The static proof format
that is characteristic of classical logic is not apt to model the internal dynamics and
has to be altered in favor of a dynamic format.

Another problem in the research done on the formalization of defeasible rea-
soning is the lack of a unificatory framework. Currently the various systems are
formulated by means of a vast variety of formal frameworks. What is missing is
a framework that is powerful enough to embed the given systems. This would be
useful for various purposes. For instance, by bridging the different formalisms in
which the proposals are expressed, we may get better means to compare or combine
systems. Generic unificatory research programs and corresponding frameworks such
as universal algebra or category theory in mathematics are still in a rather immature
state for nonmonotonic logics.

* % Kk

This discussion marks the grounds and horizon from which this book emerges. In
the next section I will introduce the reader to a logical framework, namely adaptive
logics, that offers an, as I will argue, attractive contribution to the research on formal-
izations of defeasible reasoning forms. It has been developed by Diderik Batens in
the early eighties. While the first application was to interpret (possibly) inconsistent

3 A proof from some premises I is static if for any A that is derived on a line of it, A is a consequence.
The reader will be introduced to the dynamic proof format of ALs in Part 2 of this book.
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theories as consistently as possible [23], the family of adaptive logics has been grow-
ing rapidly and nowadays it covers many application contexts such as the modeling
of induction, abduction, discussions, etc.

It is a central claim and purpose of this manuscript to demonstrate

(a) that adaptive logics offer a unifying generic framework that is powerful enough
to embed various well-known nonmonotonic systems;

(b) that adaptive logics are able to nonmonotonically strengthen, improve upon and
enrich monotonic systems; and

(c) that adaptive logics offer a dynamic proof theory that explicates the dynamics
of defeasible reasoning.

I will give examples from various fields, such as default reasoning, argumentative
reasoning and normative reasoning.
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Chapter 2
The Standard Format for Adaptive Logics

The purpose of this section is to introduce the reader to ALs with a special eye on the
modeling of defeasible reasoning. The standard format of ALs has been introduced
by Diderik Batens (see e.g. [1, 2] for a systematic study). As will be shown in the
following, for the standard format a rich meta-theory is available which equips ALs
with many desirable properties and at the same time provides a unifying framework
to ALs.

2.1 The Standard Format

The basic idea behind ALs is to interpret a given set of premises “as normally as
possible”. Depending on the application this may have different meanings. Let me
give some examples:

(1) In applications in which we are confronted with inconsistent information we
may want to interpret the premises as consistently as possible.

(i) Inapplicationsin which we are confronted with conflicting norms and obligations
we may want to interpret the premises as non-conflicting as possible.

There are three elements that constitute ALSs in the standard format:

1. the lower limit logic LLL,
2. the set of abnormalities 2, and
3. the adaptive strategy: reliability or minimal abnormality.

ALF denotes the AL defined by (LLL, £2, reliability) and AL™ denotes the AL
defined by (LLL, £2, minimal abnormality). By AL I will refer to either of the two.

In the following sections I will introduce each element of the standard format,
beginning with the lower limit logic.

C. Straler, Adaptive Logics for Defeasible Reasoning, Trends in Logic 38, 11
DOI: 10.1007/978-3-319-00792-2_2, © Springer International Publishing Switzerland 2014
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2.2 The Lower Limit Logic

ALs employ and strengthen a monotonic logic LLL, their so-called lower limit
logic. This logic is a reflexive, transitive, monotonic and compact logic that has a
characteristic semantics. Hence we have:

Reflexivity: I' C Cnppy (I').

Transitivity: If I'" € Cnypr, (I') then Cnppr, (I'') € Cnpen ().

Monotonicity: Cnppy, (I') € CnppLL (F U F’).

Compactness: If A € Cnypy, (I') then there is a finite I'” € I" such that A €
CnLLL (F /).

For instance in application (i) lower limit logics are of interest that are
inconsistency-tolerant. That is to say, logics that do not validate the ‘ex contradictione
quodlibet’ principle:

(AA—A)D B (ECQ)

Were we to employ a logic as the lower limit logic that validates (ECQ) then AL
would trivialize premise sets that contain A A —A.

Candidates serving as lower limit logic are for instance CLuN (see [3]), CLuNs
(see [4]) or da Costa’s Cj systems (see [5, 6]). Note though that not all ALs that model
reasoning on the basis of conflicting information are based on subclassical lower limit
logics. Indeed, by translating the input I for instance to I” O ={0A| A eTI}one
can use classical modal logics as lower limits (see e.g., [7, 8]). We offer a more simple
non-modal approach with a “dummy operator” that precedes premises in Sect.2.4
and in [9].!

For application (ii) systems of interest are deontic logics that are conflict-tolerant,
i.e. logics that do not cause deontic explosion given deontic conflicts. Where OA
indicates the obligation to bring about A, the deontic explosion principle (D-EX) is
given by

(OA A O=A) D OB (D-EX)

Examples of logics that do not validate (D-EX) are Lou Goble’s P (see e.g. [10—-12])
or his DPM systems (see e.g. [13—15]).

The lower limit logic constitutes the core of an AL in two senses. Semantically, an
AL selects from the LLLL-models of a given premise set models that are “sufficiently
normal” according to a given standard of normality. The latter is characterized by
the other two elements of ALs, the abnormalities and the adaptive strategy as will be
demonstrated below.

Syntactically, all the rules of the proof theory of LLL are applicable. As a conse-
quence, everything that is provable in LLL is also provable in the adaptive system.
As will be explicated later, ALs enhance the static proof theory of LLL by a dynamic
element, that in many cases allows for additional consequences.

! Note also that all lower limit logics used in applications in parts II-IV of this book are supraclassical.
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Where LLL is defined over a language £, we write JV for the set of well-formed
formulas in £. The consequence relation of LLL is hence a mapping p V) —
V).

For the adaptive meta-theory it is very useful to extend the language of LLL
by classical connectives, written in a “checked way”, e.g. = and V. We denote the
enriched language by £ and the corresponding set of well-formed formulas by
W+, where W is the (=, V, A, D, =)-closure of V. Note that this means that
none of the “checked connectives” occurs within the scope of the connectives of L.
For instance, where — is a connective of £, < (A — B) is a formula in W, but
(= A) — Bisnot.

Let LLL™ be the logic that is the result of superimposing the classical symbols
on LLL. Namely, LLL™ takes over the axiomatization of LLL and restricts the rules
and axioms of LLL to formulas in WW. Moreover, the classical axioms for the checked
connectives are defined for all formulas in A" .2 Semantically the internal structure
of the LLL-models may be kept. Similarly as for the axiomatization, the semantic
clauses of LLL are restricted to formulas of £, while for the checked symbols we
have M =<5 Aiff M = A, M = AV Biff M = A or M |= B, etc. Thus, it will
not be necessary to formally distinguish between LLL-models and LLLT-models.

In the adaptive meta-theory the derivability relation -+ plays an essential
role. However, it is customarily denoted by “Iy11,”. Hence, the reader should not be
surprised to find formulas in VW' \ W on the left- or right-hand-side of -t 1. In order
not to depart too much from the literature on ALs, I will adopt this convention while
providing the reader unfamiliar with ALs with this warning.® Similarly there are two
consequence relations corresponding to LLL and LLL ™. We define, where I" € WV,
Cnfyy (D) =at {A € W | T FriL A} and, where I' € W, Cnfy () =t (A €
WY | I' b+ A}. Where I skip the superscript either of the two readings may be
applied.

2.3 The Abnormalities

In Sect. 1.1, I have characterized a defeasible inference as an inference that is sup-
ported by its premises ‘ceteris normalibus’ (cf. Fig. 1.1). The inference is warranted
if and as long as there is no reason to suppose that certain abnormalities that vio-
late the ceteris normalibus condition are the case (cf. Fig. 1.2). ALs formalize this
principle.

2 Often bridge principles need to be added. E.g., where V is a classical disjunction in £, the axiom
(AY B)=(A V B) is added to ensure the equivalence between the two classical disjunctions.

3 Note that the “checked” classical connectives are added even in the case that LLL already contains
classical corresponding symbols. The reason is of a rather technical nature: it is to ensure that a
formula is derivable already at a finite stage of an adaptive proof (cf. Section 2.7 and the discussion
in Section4.9.3 of [2]).
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Abnormalities are characterized by a logical form F in the enriched language £7.
Formulas of this form are supposed to be LLL-contingent, i.e. ¥y r1, Fand ¥y, = F.
By £2 we denote the set of all formulas of the form F.

For our application (i) abnormalities may have the form of inconsistencies,
A A— A. For application (ii) abnormalities may have the form of deontic conflicts,
OA A O—-A.

To interpret the premises “as normally as possible” means to interpret the premises
in such a way that as few abnormalities as possible are validated. We will see that
semantically ALs select LLL-models of a given premise set that are “sufficiently
normal” in terms of the abnormalities they validate. Proof-theoretically the idea is
to apply certain rules conditionally, namely on the condition that certain abnormal-
ities are false. These points are realized and disambiguated by the last element, the
adaptive strategy.

2.4 The Adaptive Strategy

Adaptive strategies are the technically most involving aspect of ALs. Currently two
strategies are part of the standard format: the minimal abnormality strategy and the
reliability strategy. Together with the abnormalities they substantiate what it means
to interpret premises as “normally as possible”.

I will introduce a “toy” application in order to explicate the different intuitions
behind the two strategies.

Let us model the defeasible reasoning of a detective. Suppose a murder happened.
There are two witnesses. One states that the major suspect Mr. X entered the scene
of crime right before the lethal shot was heard throughout the whole neighborhood.
Another one states that he saw the major suspect leaving the scene of crime directly
after the shot was heard. Moreover, our detective has the information that nobody
else was at the scene of crime shortly before and shortly after the time of the killing.

We model the fact that there is evidence available for A by oA (e.g., some witness
may state A, A may be the result of forensic investigations, etc.). A o-less formula
A expresses that A is a fact, or that there is definite proof for A, or that our detective
accepts A as fact. Since we want to keep things simple we treat o as a dummy
operator and hence don’t attach any logical properties to o. As a lower limit logic we
employ classical propositional logic CL equipped with o. Let this logic be named
CL,.* The semantics of CL, is like the semantics for CL, just besides the usual
assignment function v that assigns to each propositional letter a truth value, we also
use an enhanced assignment function v, that (independently from v) associates each
well-formed formula with a truth-value. Truth in a model M is defined as usual for
the classical operators:

4 In [9] we show that CL, gives rise to very simple ALs that represent the Rescher-Manor conse-
quence relations [16].
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e M = A where A is a propositional letter iff v(A) = 1
e M=—-Aiff M £ A

e MEAVBiff MEAorM =B

e and similar for the other classical connectives.

The o operator is characterized by
o M =oAiff v,(A) =1.
The idea is that

(a) if our detective has evidence for A,— oA;
(b) and as long as there is no reason to assume that A is not the case,— — o —A,

then the detective is warranted to defeasibly infer that A is the case. Of course, CL, is
a monotonic system. We will in a moment strengthen it in a nonmonotonic adaptive
way.

But let us return to our detective. Assume he has the following evidence:

e shortly before and shortly after the time of death nobody but the victim was at the
scene of crime,— on;

e that Mr. X entered the scene of crime alone right before the shot,— oa;

e that Mr. X left the scene of crime alone right after the shot,— ob.

Moreover, we presuppose that for some reason our detective accepts that if nobody
else was at the scene of crime shortly before and shortly after the crime, but Mr. X
entered the scene of crime alone right before the shot was heard, then he must be the
murderer: (a A n) D c. Similarly, (b An) D c.

What makes the situation more complicated is that our detective has definite proof
that at least one of the witnesses has been bribed by one of Mr. X’s enemies in order
to fake a witness statement. Hence, since one of the witnesses lies, we have —a Vv —b.
What should our detective conclude?’

2.4.1 The Reliability Strategy

If she takes a cautious stance, she will not conclude that Mr. X is the murderer since
after all, both of the witnesses may be bribed. Let us elaborate a bit on this stance.

I have already mentioned that semantically ALs select from the lower limit logic
models of the given premises the ones that are “sufficiently normal” with respect to
a certain standard of normality. The latter is characterized by the abnormalities and
the adaptive strategy.

The abnormalities for our application are cases where our detective has evidence
for A but A is not the case. Hence 2, = {oA A —A}. Let henceforth CL," be the
AL defined by the triple:

3 1 do of course not claim that the modeling of the defeasible reasoning of our detective by CL,
is by any means optimal. It is however sufficiently intuitive and simple in order to serve as a toy
application for introducing the basic concepts and mechanisms of ALs.
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1. lower limit logic: CL,
2. abnormalities: §2,
3. strategy: reliability

2.4.1.1 The Semantics
Let us first take a look at the semantics. What CL,-models of the premise set
I ={on,(@aAn)dDc,(bAn)Dec,oa,ob,—aV —b}

should be selected according to the cautious rationale of our detective?
An important notion is the so-called abnormal part of a model. It consists of all
the abnormalities validated by a given model M, in symbols

ADM)={A e 2| M E A}

For our applications the abnormal part of an CL,-model M is thus, Ab(M) =
{A € 2, | M &= A}. 1 will in the remainder of this section abbreviate abnormalities
oA A —A by !A. Note that in CL, we have the following:

0A,oB,—-AV —BlcL, A VB

Hence, in every CL,-model of I at least one of the abnormalities !a and !5 is valid.
Let us focus for our discussion on the following models of I'j:®

The abnormal part imposes a strict partial order Egb on the lower limit logic
models of a given premise set I” where M E/I;b M’ iff Ab(M) C Ab(M’). Similarly,
we define the partial order Ef;b on the lower limit logic models of I by: M T M’
iff Ab(M) € Ab(M"). For our six models this is illustrated in Fig.2.1a.

Interpreting the premises “as normally as possible” first of all means that in cases
in which we have no reason to suppose that an abnormality !A occurs, we should

Fig. 2.1. a An exclgrpt of (a) (b) (©)
CL P tmodels of 11’ under Mo Mo Mo
o~ 1> u
the line are reliable models; / \ / \ / \
c under the line are minimal My Ms My Ms My Ms
abnormal models
M 3 M3 M3
M, My M, M, M M,

61 do not exhaustively characterize these models by means of what formulas they validate. However,
it is obvious that models such as M| to Mg exist.
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presume that ! A is not the case. Take for instance our premise on. Since the premises
give no reason for supposing —n (we will make this formally precise in a moment) the
semantic selection corresponding to the reasoning of our detective neglects models
My, M5 and Mg since these models validate the abnormality on A —n.

This can be made more precise by introducing another central notion for ALs: min-
imal Dab-consequences. Where A C §2 is a finite and non-empty set of abnormali-
ties, adaptive logicians use Dab(A) as a notation for the classical disjunction of mem-
bers in A: \7A. Where A = ) the string ‘v Dab(A)’ denotes the empty string. The
minimal Dab-consequences derivable from a given premise set I are all Dab(A) for
which (i) I" Frrr, Dab(A) and (ii) there is no A’ C A such that I" Fpy, Dab(A’).
For a minimal Dab-consequence Dab(A) we know that in each LLL-model of I" at
least one of the abnormalities in A is validated. Due to the minimality of A there is
no A’ C A with the same property. Where Dab(A ), Dab(A5), ... are the minimal
Dab-consequences, the set of unreliable abnormalitiesis U(I") = A1 U A, ...

Indeed, there is no reason to assume that an abnormality is true in case it is not
unreliable. After all, in this case it is not a disjunct of any minimal Dab-consequence.
Of course, it may still be a disjunct of a non-minimal Dab-consequence. However,
just as there is no reason to believe that it rains just because we can derive “It rains
oritis windy” from “It is windy”, there is no reason to believe that an abnormality is
true just because by means of addition we can add it as a disjunct to a Dab-formula.

In our example the only minimal Dab-consequence is !a V !b. Hence, U (I) =
{la, !b}. Note that !'n ¢ U(I7). The idea is to select only lower limit models that
validate only abnormalities in U (I"), i.e. models M that satisfy Ab(M) € U(I").
We call these models the reliable models of I'. Models M1, M> and M3 satisfy this
requirement with respect to our premise set 17 (see Fig.2.1b).

As discussed above, the cautious rationale underlying the reliability strategy also
takes into account the possibility that both of our witnesses have been bribed. Hence
both abnormalities, !a and !b may be valid. Models M1, M, and M3 validate at least
one of the two abnormalities. M3 validates both of them. Note that in the model M3,
c is not validated. After all, the interpretation offered by M3 treats both a and b as
unreliable and thus in this interpretation neither (a A n) D ¢ nor (b A n) D ¢ can
be used for deriving c. Hence, our cautious detective does not (tentatively) conclude
that Mr. X is the murderer.

Generically the semantic consequence relation for the reliability strategy is defined
as follows.

Definition 2.4.1. Where M, . (I") is the set of all reliable LLL-models of I",
I lFarr Aiff forall M € My ('), M = A.
Note that we have I ¢y, r ¢ since the reliable model M3 does not validate c.

Given the definition of reliable models we immediately get the following repre-
sentational theorem (where I' "=g¢ {= A | A € I'}):



18 2 The Standard Format for Adaptive Logics

Theorem 2.4.1. Where ' C W™ : I' lFapr Aiff I' U (2 \ U(F));II—LLL A.
By the compactness of LLL this implies:

Corollary 2.4.1. Where I' € W*: T lFapr A iff thereisa A € 2 \ U(I") such
that I' F11r AV Dab(A).

2.4.1.2 The Proof Theory

Let me now show how the reliability strategy is realized by adaptive proofs. The

adaptive proof format enhances the static proofs of the lower limit logic by an addi-

tional column in which conditions are attached to proof lines. Conditions are finite

and possibly empty sets of abnormalities. A line in a proof consists of a line number, a

formula, a justification, and a condition. The central feature of adaptive proofs is that

they apply certain rules conditionally. Let me explicate this again by our example.
Note first that in CL, the following rules are not valid:

If oA, then A. (2.1)
If oAand A D B, then B. 2.2)
However, the following is valid”:
oA tcL, A V1A (2.3)
0A,AD BtcL, BV!A 2.4)

Hence, by (2.3), given oA either A or the abnormality !A is the case. Our AL enables
conditional applications of rules (2.1) and (2.2). That is to say, from o A, A is derived
“on the condition {!A}”, or from oA and A D B, B is derived “on the condition
{'A}”. Roughly the idea is to apply rules (2.1) and (2.2) on the condition that !A can
be considered not to be the case (see Fig.2.2). This is still an ambiguous phrase and
has different readings according to the two strategies.

inference

Fig. 2.2 Conditional T
:
|

defeasible

3 ﬂ(OA A—A )
assumption:

7 In order to reduce notational clutter I will often omit set brackets on the left hand side of .
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For the reliability strategy this is spelled out as follows: deriving A “on the condi-
tion A” means that A is derived on the condition that no member of A is unreliable.
Let us have a look at a proof fragment:

1 on PREM %
2(@nn)Dc PREM 7
3(bAn)Dc PREM ]
4 oa PREM 7
5 ob PREM 7
6 —a Vv —b PREM 7
107 ¢4 4; RC {!a}
8n 1; RC {'n}
109 ¢ 2,7,8;RU {la, n}
10 la Vb 4,5,6;RU ¢

The first thing to notice is that, although for our applications we are interested in
the adaptive consequence relation over the language £ that characterizes our lower
limit logic, the adaptive proofs are formulated in the enriched language L. As the
reader will see, this plays an important role in the modeling of defeasible reasoning
in adaptive proofs. The proofs are governed by three generic rules: PREM, RU, and
RC. Let us have a look at them separately.

At lines 1-6 premises are introduced. This is enabled by a generic premise intro-
duction rule:

IfAerl: Lo (PREM)
A 0

Beside the premise introduction rule there are two other generic rules characterizing
adaptive proofs: the unconditional rule RU and the conditional rule RC. Via RU the
adaptive proofs come with all of the deductive power of the lower limit logic:

A Aq
IfA;,..., A, FLLL B : : : (RU)

An Aﬂ
B A U---UA,

Note that the conditions of the used lines are carried forward.

The core and finesse of adaptive proofs comes with the conditional rule. It has
been illustrated by means of the rules (2.1) and (2.2) above. In general the rule reads
as follows?®:

8 Note that, as already mentioned earlier, I stick with the customary usage of k1, in RU and RC
as denoting the derivability relation -+ characterizing the strengthened lower limit logic that
operates on L.
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I %P ..iPREM @ ——————-

n P, ...;PREM @-——————— 1

| Ceteris
- — — — — | support

normalibus

1 Line A ‘ ) ) e
number 2. formula 3. justification 4. condition

Fig. 2.3 Schematic illustration of an adaptive proof
A1 A4
IfAy,..., A, FrLiL, BV Dab(®) : : : (RO)

An_ An
B AU---UA,UB

At lines 7 and 8 we have conditional applications of rule (2.1). Take for instance
line 7: the idea here is to derive defeasibly a from oa on the condition {oa A —a}. That
is to say, from the fact that our detective has a good reason to assume a she derives a
on the condition that not-a is not the case. The ceteris normalibus condition of this
type of defeasible inference is that whenever there is a good reason to assume some
a then, normally, —a should not hold. In Fig.2.3 our generic scheme for defeasible
inferencing from Fig. 1.1 is related to the proof format of ALs.

At line 10 in our proof from I7 the only minimal Dab-consequence is derived
on the empty condition. At this point something important happens: the conditions
of lines 7 and 9 are violated. After all, !a turned out to be unreliable at line 10. In
adaptive proofs, lines the conditions of which have been violated, are marked. The
marking indicates that the second elements of these lines are not considered to be
derived. Indeed, as long as the marking persists, the ceteris normalibus condition that
guarantees the support from the premises is violated.

Before I give a formal definition of the marking, it is important to note that
markings are dynamic. They may come and go. In order to see this, suppose for the
moment that our detective has definite proof that the second witness has been bribed
and thus has been lying. Where I, = I'1 U {—b}, we add the following lines to the
proof from I5:

11 —-b PREM ¢
121 5,11;RU ¢
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What is remarkable here is that adding —b to our premises leads to an alteration
of the unreliable abnormalities. Now !b is the only minimal Dab-consequence and
U (I») = {!b}. Hence, the conditions of lines 7 and 9 can now be considered to be
reliable. Consequently, these lines are unmarked at line 12.

At different stages of the proof the ‘minimal Dab-formulas’® that are derivable
are different. By analyzing a premise set in a proof, our insight in the premises grows
and hence what is considered as an unreliable formula at a certain stage of the proof
may change. Hence, in order to define the marking in such a way that it mirrors the
dynamics of the defeasible reasoning that is modeled, we need to define the set of
unreliable formulas such that it is relative to the stage of the current proof.

We say Dab(A) is a minimal Dab-formula at stage s of a proof iff

(i) Dab(A) has been derived on the empty condition at stage s, and
(ii) forall A" C A, Dab(A’) has not been derived on the empty condition at stage s.

Moreover, where Dab(A1), Dab(A5), ... are the minimal Dab-formulas at stage s,
the set of unreliable formulas at stage s is Us(I") = A1 U Ay U. .. The marking for
the reliability strategy is defined as follows:

Definition 2.4.2 (Marking for the Reliability Strategy). Line i is marked at
stage s iff, where A is its condition, A N U, (I") # @.

Note that, on the one hand, marked lines may be unmarked at a later stage of a
proof. On the other hand, unmarked lines may be marked at a later stage. Suppose
our detective has definite proof that also the first witness has been bribed. In this case
the conditions of line 7 and 9 are violated again.

13 —a PREM ¢
14 la 4,13; RU @

At this stage of the proof, Uj4(I3) = {la, b}, where I3 = I> U {—a}. Hence,
according to Definition 2.4.2, lines 7 and 9 are marked again at line 14.

Given a marking definition (the one for reliability introduced above or the one for
minimal abnormality that is going to be introduced in the next section), the following
definitions characterize the notion of derivation in adaptive dynamic proofs. The first
definition concerns a dynamic notion of derivation:

Definition 2.4.3. A formula A has been derived at stage s of an adaptive proof, iff,
at that stage, A is the second element of some unmarked line i.

In order to define a syntactic consequence relation we need a static, non-relative
notion of derivability. This is provided by the following definition.

Definition 2.4.4 (Final derivability). A is finally derived from I' on a finite
line i of a proof at stage s iff

(1) A has been derived at stage s at line i;

9 A precise meaning will be given to this notion in a moment.
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(ii) every extension of the proof in which line i is marked may be further extended
in such a way that line i is unmarked.

This definition can be interpreted in terms of an argumentation game where the
proponent has a winning strategy in case her argument is able to withstand criticism
(see [17]). Condition (i) says that the proponent is supposed to produce an argument
for A by means of deriving it with an assumption that is not violated at some line /
(otherwise the corresponding line would be marked). Now the opponent may respond
and offer criticism. That is, he may derive Dab-formulas such that the proponent’s
argument is retracted (i.e., marked). However, our proponent is given the chance to
reply: she repels the criticism in case she can further extend the proof such that her
assumption is safe again and hence line / is unmarked. In case she is able to repel
any possible criticism, she has a winning strategy and A is said to be finally derived.

This account fits in nicely with dialectical accounts of defeasible reasoning. For
instance, Blair argued in his [18] that the view that “a valid inference is one whose
justifying warrant can withstand criticism” (p. 116) and that “[t]he concepts of defea-
sibility and presumption are dialectical concepts” (p. 115) is common among many
prominent theorists that deal with defeasible arguments such as Toulmin (see [19]),
Wellman (see [20]), Rescher (see [21, chapter 3]), Pollock (see [22]), and Walton
(see [23]).

Definition 2.4.5. I" Fapr A iff A is finally AL -derivable from I".

Take for instance line 8 of our proof from 7. There is no possible extension of the
proof from I7 that leads to the marking of this line. Hence, 7 is finally derivable
from I'1. However, there is no way to finally derive a or b from I7.

Note that for the reliability strategy the extensions referred to in point (ii) of
Definition 2.4.4 can be restricted to the finite ones (see e.g. [2]).

The following theorem shows that A is derivable from I” iff it is derivable on a
condition A consisting of reliable formulas.

Theorem 2.4.2. Where I' C W: I barr Aiffthereisa A C 2 for which I" FrpL
AV Dab(A) and ANU(T") = 0.

I will not provide any meta-proofs for the theorems and lemmas in this chapter
for the following two reasons. On the one hand, the meta-theory for the stan-
dard format that is presented in this chapter has been proven by Diderik Batens
(e.g., in his seminal [1]). On the other hand, most of these results will follow
as corollaries of the results presented in Chap. 5: there we introduce a general-
ization of the standard format and provide all the proofs for the meta-theory.
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By making use of some basic properties of LLL we can alternatively characterize
AL as follows (where I'"=g; {2 A | A € ')

Corollary 2.4.2. Where ' CW: I bFarr A iff I'U (2 \ U(I") " FrLL A.
Finally, we have the following completeness and soundness result:
Theorem 2.4.3. Where I' C W: I" Farr A iff I' IFaLr A.

Although the derivability relation F4y, is defined over £, for applications we
are mainly interested in the consequence set restricted to premises and consequences
over the language L that characterizes our lower limit logic. However, for meta-
theoretical insights also the enhanced consequence relation is of interest. Hence, we
define, where I" € W, CnfL (I') =gt {A € W | I'" Far, A} and, where I" € W,
Cng: (I') =4¢ {A € W | " AL A}. T will also often omit the superscript, namely
in cases in which both readings apply.

2.4.2 The Minimal Abnormality Strategy

We proceed analogous to the discussion of the reliability strategy: we first have a look
at the semantics and then at the proof theory for the minimal abnormality strategy.

2.4.2.1 The Semantics

The minimal abnormality strategy is ‘bolder’ in comparison to the reliability strategy.
Semantically the name is nearly self-explanatory. The minimally abnormal models
are selected, i.e. the minimal elements of the partial order gb. In yet other words, all
the LLL-models of a given premise set I” that validate a minimal set of abnormalities.
An LLL-model of I" is a minimally abnormal model of I" iff for all LLL-models
M’ of ', Ab(M") ¢ Ab(M). Note that Ab(M1), Ab(M,) C Ab(M3) (see Fig.2.1c¢).
Hence, for the minimal abnormality strategy the reliable model M3 is not selected.

For the minimal abnormality strategy “interpreting the premises as normally as
possible” is read in a more rigorous way compared to the reliability strategy. The
idea is to select CL,-models that validate as few abnormalities as possible. Given
our (only) minimal Dab-consequence of I, la V !b, models are selected that validate
only one of the two unreliable abnormalities.

The semantic consequence relation for minimal abnormality is defined as follows.

19 Thereisa A € £ \ U(I") for which I'" by, A V Dab(A) iff [by the deduction theorem] there
isaAC\U I for which I" U A7 Fy 1, A iff [by the compactness and monotonicity of LLL]
ru@\Uur)) L A.
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Definition 2.4.6. Where M, ;m (I') is the set of all minimally abnormal LLL-
models of I,
I' lFapm Aiffforall M € Mym (I') , M = A.

It is important to notice that the existence of minimally abnormal models is
guaranteed.

Theorem 2.4.4. gb is smooth (alias stoppered).'!

Immediate consequences of this are:
Corollary 2.4.3.

(i) If I' has LLL-models then there are minimally abnormal models of I'". (Reas-
surance)

(ii) For every LLL-model M of I' either M is minimally abnormal or there is an
LLL-model M’ of I' that is minimally abnormal and for which Ab(M') C
Ab(M). (Strong Reassurance)

Moreover, it can be shown that every minimally abnormal model of I" is also
reliable. That is to say,

Theorem 2.4.5. M, m (I') € M,y ().

Hence, points (i) and (ii) in Corollary 2.4.3 also apply to reliable models.

Note that in our example all the minimally abnormal models of I either validate
la or b as the only abnormality. Hence, in all minimally abnormal models ¢ is
validated. This demonstrates that the minimal abnormality strategy is ‘bolder’ than
the reliability strategy since I ¢, ,m ¢ while I' Fcr, r c.

Before I introduce the proof theory for minimal abnormality let me draw the
reader’s attention to a remarkable fact. Where Dab(A;), Dab(A»), ... are the min-
imal Dab-consequences of I', let X' (I") = {A1, Aa, ...}. A choice set of X (I") is
a set that contains a member from each A;. Let @ (I") be set of the minimal choice
sets of X' (I"), i.e. all choice sets ¢ C £2 of X'(I") such that there is no choice set
¢’ C §2 of X(I') for which ¢’ C ¢.!?

The next theorem shows that each minimally abnormal model validates a minimal
choice set as its abnormal part and vice versa, for each minimal choice set ¢ there is
a minimally abnormal model that validates ¢ as its abnormal part.

Theorem 2.4.6. Where I' € W™ and My (I) is non-empty.

1A binary relation < € X x X is smooth (resp. stoppered) iff for every a € X, either a is
minimal or there is a <-minimal b € X for which b < a. The smoothness property will also play an
important role when the standard format is generalized in Chap. 5 where we will—inter alia—prove
this statement.

12 Properties of choice sets that are useful in the context of ALs are inquired in the technical
Appendix A.
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(i) MAL'“ I = U(pgd)([‘){M € MLLL (') | Ab(M) = ¢}.
(ii) ¢ € @(I') iff there isan M € M yym (I') for which Ab(M) = ¢.

This immediately implies a representational theorem:

Theorem 2.4.7. Where I' C W*: I' lkaLm A iff for each ¢ € &(I'), I' U
(£2\ ¢)" IFLLL A.

By the compactness of LLL this implies:

Corollary 2.4.4. Where ' € Wt: I' lFapm A iff for each ¢ € ®(I'") there is a
A C 2\ ¢ for which I IFy, AV Dab(A).

With the help of the minimally abnormal models we are able to give an alternative
definition for the semantic selection for the reliability strategy.

Lemma 2.4.1. Where M is a set of LLL-models, define
(M) = U{Ab(M) | M is minimally abnormal in M}.

Where I' € W™ : M is a reliable LLL-model of I iff Ab(M) C V(M (D).

This characterization is attractive from a model-theoretic perspective since it is
formulated independent of the consequence relation of the LLLL which was used in
the original definition in order to characterize the set U (I"). It is formulated only in
terms of properties of the LLL-models of I', just like the definition of the semantic
selection for the minimal abnormality strategy.

2.4.2.2 The Proof Theory

The proof theory for minimal abnormality differs from the one for reliability only
with respect to the marking definition. We again employ the generic rules PREM,
RU and RC.

As we have seen above, there is a direct link between the minimal choice sets
(of X (I")) and the minimally abnormal interpretations of I" provided by the mini-
mally abnormal models. Also in the proof theory we will make use of this link. At
any stage of the proof we are interested in the question which assumptions can be
considered justified and which not. The information that we use in order to judge
this is given by the minimal Dab-formulas that have been derived so far. While the
reliability strategy considered each disjunct of a minimal Dab-formula as “unreli-
able”, the minimal abnormality strategy is less skeptical. Let us first illustrate this
by means of a simple example, and then make things more precise by making use of
the notion of choice sets.

Suppose we have the following excerpt from a proof at some stage s (where we
denote abnormalities by preceding them with “!”):

1C 1A}
e ... (!B}
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Table 2.1 Possible

. . 1A !B IC
interpretations of
{IAV!B,!AVIC} oy 1 0 0
I 1 1 0
I3 1 0 1
Iy 1 1 1
Is 0 1 1
Fig. 2.4 Ordering of the 14
interpretations in Table 2.1 in
terms of abnormal parts /
I, I5
I Is
1" AV !B .0
" 1AV IC .9

Suppose further that !A V!B and !A V !C are the only minimal Dab-formulas
derived at stage s. The possible interpretations of these formulas are listed in
Table?2.1. The corresponding ordering in terms of abnormal parts is illustrated in
Fig.2.4.

‘We have two minimally abnormal interpretations of these formulas: one /1 accord-
ing to which !A is true, another one /5 according to which !B is true. Let us have a
look at the formula C. Since both conditions on which it is derived contain unreliable
abnormalities these lines are marked according to the reliability strategy. The situa-
tion is different for the minimal abnormality strategy. The reason is that the assump-
tion expressed by the condition {!A} is true in /5 and the assumption expressed by the
condition {!B} is true in [;. In other words, in each minimal abnormal interpretation
of our minimal Dab-formulas derived so far C is justified.

Now, how does that relate to choice sets? Where Dab(A;), Dab(A,), ... are
the minimal Dab-formulas at stage s of a proof from I", the choice sets of
X (I') = {41, A,, ...} give us exactly the possible interpretations of the minimal
Dab-formulas derived so far. Hence, the minimal of these choice sets exactly corre-
spond to the minimally abnormal interpretations of these minimal Dab-formulas.

In view of this, the marking of the minimal abnormality strategy will exactly
mirror the idea of the semantics: we only take into account the minimally abnormal
interpretations of the given premises—now contextualized to a given stage of the
proof—and only claims that are justified in each of these interpretations are taken
to be consequences at a given stage of the proof. This is realized by the following
marking definition: where @, (I") is the set of all minimal choice sets of X (") we
define
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Definition 2.4.7 (Marking for the Minimal Abnormality Strategy). Line i is
marked at stage s iff, where A is derived on the condition A at line i,

(i) thereisno ¢ € @;(I") suchthatp N A =, or
(ii) for some ¢ € @, (I"), there is no line at which A is derived on a condition ® for
whichp N ® = .

Another way to interpret the marking definition is in terms of an argumentation
game. Suppose the proponent derives aformula A on aline with condition A atstage s.
Each minimal choice set ¢ € @, (I") represents a minimally abnormal interpretation
of the Dab-formulas derived at stage s: each B € ¢ is true in this interpretation
while each B € §2 \ ¢ is false. Each minimal choice set ¢ thus represents a potential
counter-argument against the defeasible assumption used by our proponent in order
to derive A (namely that all members of A are false). ¢ is a counter-argument in case
the defeasible assumption, i.e. the condition of line /, contains elements of ¢. In this
case the assumption of line / is not valid in the interpretation offered by ¢.

In case there is no minimally abnormal interpretation ¢ in which the assumption
holds (see point (i)), the proponent cannot defend herself and her inference to A is
retracted in terms of being marked. But suppose there is a ¢ such that A N ¢ = @.
In this case there is at least one minimally abnormal interpretation in which the
assumption of our proponent holds. But what about minimally abnormal interpre-
tations in which the assumption does not hold, i.e. some ¢ € @;(I") for which
@ N A # (7 In this case the proponent has to offer for each such ¢ another argument
whose assumption is valid in ¢ (see point (ii)). If she is able to do so, i.e. if she is
able to defend herself against all counter-arguments, then her argument is justified
and hence line / is not marked at stage s.

In sum: suppose our proponent derived A on the assumption A at line /.

e [s the argument at line | defensible?
Our proponent should be able to at least pinpoint one minimal abnormal interpre-
tation of the Dab-formulas derived so far in which the assumption A holds.

e Is the claim A justifiable?
For each counter-argument of our opponent, i.e. each minimally abnormal inter-
pretation / of the Dab-formulas derived so far, she has to have an argument for A
with an assumption that is valid in /.

If both questions are answered to the positive, our proponent wins the argumentation
game at this stage. Otherwise, the opponent wins and line / is marked.'?

13 The terminological distinction between defensible and justified arguments is borrowed from
abstract argumentation. Given a set of abstract entities (arguments) and an attack relation between
them, there are various rationales according to which we can select arguments. (These rationales are
called extension types in Part I11.) If an argument is in all selections (that satisfy the criteria imposed
by the rationale) it is called justified, if it is in some selection it is called defensible, if it is in no
selection it is called overruled. See also the detailed discussion in [24]. The situation is analogous
in our case: an argument for the claim A offered at a line / with an assumption expressed by the
condition A is called justified if the assumption is valid in all minimally abnormal interpretations of
the Dab-formulas (at the present stage), it is defensible if the assumption is valid in some minimally
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Let us close this discussion by having another look at a proof from I7, this time
applying the marking definition for minimal abnormality.

1 on PREM ¢

2(@aAn)Dc PREM ]

3(bAn)Dc PREM ]

4 oa PREM ¢

5 ob PREM ¢

6 —a v —b PREM ¢
107 4 4RC  {la}
108 p 5;RC  {Ib}

9n 1; RC {'n}
10 la v 1b 4,5,6;RU ¢
11c 2,4,9;RC {la, In
12¢ 3,5,9;RC {!b, In}

Note that lines 11 and 12 are not marked as they would be according to the
reliability strategy. For instance the condition of line 11 does (i) not intersect with
all minimal choice sets in @12 (I"1) = {{!a}, {!b}} and (ii) it is not the case that there
is a minimal choice set ¢ € @12(I) such that all conditions on which ¢ has been
derived intersect with ¢. The reason for (ii) is that ¢ is also derived on the condition
{!b, n} at line 12. Indeed, c is valid in all minimally abnormal models of I7.

A different situation occurs with respect to line 7. Its condition, and in fact all
conditions on which a can be derived, intersect with the minimal choice set {!a}.
Indeed, in the minimally abnormal model M; with abnormal part {la}, a is not
validated. An analogous argument applies to line 8.

Note that for our example the minimal choice sets @ (1) are {!a} and {!b}. Hence
c is finally derivable.

The following theorem makes the link between the minimal choice sets and the
adaptive consequences.

Theorem 2.4.8. Where I' € W: I" FaLm A iff for every ¢ € ®(I') there is a
A C 2 for which AN @ =@ and I' Frpr, AV Dab(A).

Finally, we have the following completeness and soundness result:

Theorem 2.4.9. Where I' C W: I' Fapm Aiff I’ IFarm A.

(Footnote 13 continued)

abnormal interpretation of the Dab-formulas. The line is marked in case its argument is not justified.
In Sect. 2.8 we present an alternative approach where the marking takes place in case an argument is
not defensible and relate the two approaches to what is often called the skeptical and the credulous
approach to defeasible reasoning.
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2.4.3 A Special Case: The Simple Strategy

Sometimes we deal with cases in which both standard strategies, reliability and min-
imal abnormality, coincide. These are cases in which all minimal Dab-consequences
of the lower limit logic LLL are abnormalities. That is to say, every minimal Dab-
consequence Dab(A) is such that A is a singleton. Let us call a premise set I” for
which all Dab-consequences are abnormalities, a simple premise set.

Where I” is a simple premise set, it is straightforward to check that in this case
@ (') = {U(I")} and, moreover, that in this case both strategies lead to the same
consequence set.

Simple premise sets allow for a simplification of the adaptive strategy: the so-
called simple strategy.

2.4.3.1 The Semantics

Let us first take a look at the semantics. Given a simple premise set I it is easy
to see that all the minimally abnormal LLL-models M of I" are such that A €
Ab(M) iff A is verified by every LLL-model of I". This is equivalent to: Ab(M) =
{Ae 2| T L A} resp. Ab(M) = {A € 2 | I" L A} resp. Ab(M) =
Nure My (D) Ab(M’). The same holds for all the reliable LLL-models of I". This
motivates the following definition:

Definition 2.4.8. An LLL-model M of I' is simple iff Ab(M) = {A € 2 |
I oL Al

Theorem 2.4.10. Where I is a simple premise set, the following points are equiv-
alent:

(i) A is verified by all simple models of I’
(ii) A is verified by all reliable models of I
(iii) A is verified by all minimally abnormal models of I’

Definition 2.4.9. I" IFaors A iff A is verified by all simple models of I".

2.4.3.2 The Proof Theory

Derivations are again governed by the generic rules PREM, RU, and RC. What
changes and is simplified is the marking definition.

Definition 2.4.10 (Marking for the Simple Strategy). Line i is marked at stage s
iff, where A is its condition, stage s contains a line on which an A € A has been
derived on the empty condition.
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Final derivability is defined as for reliability and minimal abnormality. Hence,
I' Fars A iff A is finally derivable from I” (with respect to the marking for the
simple strategy).

Theorem 2.4.11. Where I' C W is a simple premise set, I’ Farr Aiff I Fapm A
iff I’ FaLs A.

Theorem 2.4.12. Where I' C VW is a simple premise set, I' |Fars A iff I’ Faps A.

2.5 Modeling Defeasibility in Adaptive Proofs

In this section we enhance our understanding of how ALs model defeasible reasoning.
We start off with taking another look at dynamics in Sect.2.5.1. Then, in Sect.2.5.2,
we compare the derivative power of the two strategies in view of so-called floating
conclusions. Finally, in Sect.2.5.3 we relate ALs to so-called plausible reasoning
and a related problem concerning contraposition.

2.5.1 Internal and External Dynamics

As has been demonstrated above, formulas are derived conditionally in adaptive
proofs. An unmarked line may be marked at a later stage of the proof and a marked line
may be unmarked.'# This is analogous to the tentative way of arriving at conclusions
in defeasible reasoning, where we infer some A from some premises presuming that
the circumstances satisfy some ceteris normalibus condition in order for the inference
to be warranted. In ALs this is made explicit, on the one hand, by specifying what
counts as an abnormality and, on the other hand, by specifying the exact nature of
the normality condition by the adaptive strategy. In the adaptive proofs formulas are
derived on conditions that are sets of abnormalities and the adaptive strategy specifies
when the condition is met or violated. The marking definition that is characterized
by the adaptive strategy determines when a formula counts as derived and when not.

We have distinguished between two types of dynamics. On the one hand, there is
the internal dynamics according to which we may have to retract inferences in view
of new insights gained by means of analyzing the given premises. On the other hand,
there is the external dynamics according to which we may have to retract inferences
in view of new information given by means of new premises.

The internal dynamics is modeled by the marking dynamics of AL proofs. We start
off with a specific set of premises and analyze and reason on the basis of them with
the help of the three generic rules PREM, RU, and RC. As we have seen, informed

14 Note that when I speak of lines “being/getting marked” this should in no way be misunderstood
as being an activity that is up to a decision by a user of the logic. The marking is characterized by
the marking definition in a perfectly deterministic way.
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by the minimal Dab-formulas derived at a specific stage, some inferences may be
retracted by means of marking the corresponding line, while some inferences which
were previously marked may be reinstated since the marking is removed. Since the
retraction mechanism is fully determined by the analysis of the given premise set
this is clearly an instance of the internal dynamics of defeasible reasoning.

As pointed out already, the external dynamics is mirrored by the nonmonotonicity
of the consequence relation: sometimes new information may lead to the situation
in which some formula that was previously a consequence is not anymore a conse-
quence as soon as the new information is considered. I already discussed that the
primary focus in the research on defeasible reasoning is on the external rather than
the internal dynamics. ALs are nonmonotonic, so they obviously reflect the external
dynamics as well. However, the question arises whether ALs add anything interesting
when explicating the external dynamics which distinguishes them from other formal
models. Here it is useful to distinguish between two ways in which a formal model
L exhibits an external dynamics:

1. L is nonmonotonic: some previous output may not anymore be output given
additional input. Hence, L can be said to be externally dynamic.

2. L models the rationale underlying the external dynamics by means of a pro-
cedural explication of the reasoning process that causes some previous conse-
quences to cease to be consequences given new input.

My claim is that it is point 2 where ALs offer an essential contribution. Suppose
our detective starts reasoning with the premise set I7 = {on,(a An) D ¢, (b A
n) D c, oa, ob}. The following proof P; explicates her reasoning on the basis of the
reliability strategy and I7:

1 on PREM @
2(a@An)Dc PREM ¢
3(bAn)Dc PREM ¢
4 oa PREM ¢
5 ob PREM ¢
6¢c 1,2,4; RC {la, In}
7c 1,3,5; RC {!b, 'n}

Suppose at some point she gets new information which contains the definite proof
that one of the witnesses was bribed and thus lied, she just doesn’t know which one:
—a or —b. Instead of starting her reasoning process again from scratch from the
enriched premise set I> = I} U {—a Vv —b}, she can continue her reasoning process
P1 as follows in a proof P, from I7:

% ¢ 1,2,4; RC {la, n}

7 ¢ 1,3,5; RC {!b, 'n}
8 —a Vv —b PREM @

9lav!b 4,5,8; RU ¢
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The new information causes the marking of lines 6 and 7: while ¢ was a conse-
quence from 17 it ceases to be a consequence given the new information —a Vv —b.
Reusing and extending the proof P; resulting in PP, explicates the reasoning process
that leads to the retraction of the previous inferences resulting in c¢: hence it provides
an understanding as to why our detective previously inferred c (given only I7) and
then she gave up on it (given 13).

Moreover, ALs are also able to explicate cases of reinstatements: i.e., cases in
which ¢ is a consequence of I, ceases to be a consequence of I3, and then is
a consequence of I3 again (where Iy C I» C [I3). Let us demonstrate this by
extending our example further.

Suppose that some informant provides our detective with the information that
indeed the second witness has been bribed: —b. Hence, our premise set is now I3 =
I» U {—b}. Again, our detective can base her reasoning on the previous reasoning
process and thus reuse P, and extend it in the following way leading to a proof 3
from I's:

6¢c 1,2,4; RC {la, 'n}

17 1,3,5; RC {!b, n}
8 —a v —b PREM ¢
9lav b 4,5,8;RU

10 —b PREM ¢

111 5,10; RU ¢

Note that c at line 6 is reinstated in view of the new evidence. The reason is that
la v b is not anymore a minimal Dab-formula in view of !b atline 11. Again, looking
at the sequence P1, P>, P3 we see a detailed explication of the dynamics of her
reasoning process: in P; we see the rationale behind accepting the inference at line 6
as finally derived since the condition was reliable (meaning it only contained reliable
abnormalities), in P, the inference was retracted since the condition contained an
unreliable abnormality, finally in P53 the inference is safe again since the condition
is reliable again.

Note that where I" C I'’: an AL-proof from I is also an AL-proof from I"’. This
is the technical reason why our detective may reuse a previous proof (fragment) from
I" when reasoning on the basis of an enriched premise set '/, as happened in the
transition from P to P, and from P, to P3 in our example.

Note finally that, according to the given presentation, the way ALs explicate the
external dynamics of defeasible reasoning is analogous to the way they explicate the
internal dynamics: namely by a retraction mechanism that is implemented by means
of (un-)marking lines. The difference is that in the case of the external dynamics
we make a transition from a proof P from I" to a proof P’ from I'’ by reusing
‘P, while the internal dynamics occurs in one and the same proof. The analogous
treatment is in no way surprising: after all, both dynamics are based on the fact that
new insights may cause previous defeasible inferences to be retracted and the only
difference concerns the source of the new insights. In the case of internal dynamics it
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is based on a better understanding of the given premises, while in the case of external
dynamics it is based on new input. In practice both dynamics occur often as part of
the same reasoning activities: think for instance of learning processes. Hence, the fact
that there is a clear link between the nonmonotonicity of the consequence relation
of ALs and the internal dynamics is an argument in favor of the unifying power of
ALs as a formal model for defeasible reasoning.

2.5.2 Comparing the Strategies

We have seen that the standard format offers two strategies: the reliability and the
minimal abnormality strategy. The latter offers for many examples a ‘bolder type’ of
reasoning. That s to say, it offers a consequence relation that, in many examples, gives
rise to more consequences compared to the one for reliability. This was illustrated
by our example: while the reliability strategy corresponds to a rationale that refrains
from drawing the conclusion that Mr. X is the murderer, according to the minimal
abnormality strategy our detective concludes that Mr. X is the murderer.

We have distinguished the two strategies by means of their different handling of
minimal Dab-consequences. For the reliability strategy it was sufficient that (a part
of) the condition of a conditional application of a rule was unreliable, i.e. part of a
minimal Dab-consequence, in order to invalidate the application. In contrast, for the
bolder minimal abnormality strategy there are cases in which some A is derived on
a condition A that involves unreliable abnormalities but is nevertheless not marked.
Recall that by the minimal abnormality strategy our detective derives that Mr. X is
the murderer. We have seen that in each minimally abnormal model she can rely on
one of the two witnesses which is due to the fact that a v b is valid in all minimally
abnormal models. In contrast, the fact that !la V !b is a minimal Dab-consequence
of I'I makes all the conditions on which c is derived unreliable and hence it is not
derivable that Mr. X is the murderer according the the reliability strategy.

Scholars in defeasible reasoning sometimes distinguish between two basic types
of conflicts:

1. a conflict between a defeasible inference and a “hard fact” (i.e., a premise) or
any formula that can be inferred from the premises by means of non-defeasible
rules;

2. a conflict between two defeasible inferences.

The first type of conflict is to be resolved by retracting the defeasible inference.
Recall that in our proof from ] we derived n at line 8 by a defeasible inference on
the basis of rule (2.1) on the condition {!n}:

8n 1; RC {!n}

Now suppose we introduce —n as a hard fact by anew premise andlet [y = I'1U{—n}:
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11 —=n PREM ¢
12 ln 1,11;RU @

In this case line 8 gets marked. It is easy to see that this generalizes for all ALs in
standard format. Say A has been derived conditionally at line i and some B has been
derived on the empty condition. Suppose moreover that B -y, — A. Then line i is
marked. This follows directly with the following derivable rule:

A A
%A A (RD)
Dab(AU A") @

It is easy to see that, where A is the condition of a line /, and Dab(A) is derived on
the condition ¥ then / is marked according to both adaptive strategies.
RD is a consequence of the following lemma:

Lemma 2.5.1 (Conditions Lemma). An AL-proof from I' contains a line at
which A is derived on the condition A iff I' Frrr, AV Dab(A).1
The lemma gives immediately rise to the following rule:

A A

. (RA)
A v Dab(A) ¢

We now discuss the second conflict type: conflicts between defeasible inferences.
Again, a look at the derived rule RD helps us to understand how ALs handle such
a conflict. It expresses that whenever we have a conflict between two claims, one
derived on the condition A on line / and another one derived on the condition A’ on
line I/, then we can derive (unconditionally) that one of the abnormalities in A U A’
is true. If there are no other minimal disjunctions of abnormalities in the proof and
if there are no alternative arguments for our two claims, this means that according to
both strategies both lines / and I’ are retracted. However, the handling of such conflicts
is not fully analogous with respect to the two strategies. This will be demonstrated
in the following example.

Suppose a reliable although not infallible witness reports that

e Mr. X wore a long black coat in the bar in which he was seen half an hour before
the murder. — o/

Another reliable although not infallible source however witnesses that
e Mr. X wore a short dark blue jacket and black trousers at the same time. — oj
Obviously —(I A j), since both cannot be the case. Moreover, we have

e If Mr. X was dressed in a long black coat, then he wore dark clothes. — 1 D m

15 This is proven under the same name in [2, Chap. 4].
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e If Mr. X was dressed in a short dark blue jacket and black trousers, then he wore
dark clothes. — j D m

Let us have a look at a proof segment with the minimal abnormality strategy from
Ite ={ol,0j,=(UNj),IlDm,jDm}

1ol PREM ¢
20j PREM ¢
3=UA)) PREM ¢
41>m PREM ¢
5jom PREM ¢

126 1 1I;RC {1}
7m 4,6;RU {1}
128 j 2;RC {1/}
9m 5.8 RU {!j}

2101 6,8;RU {11}

115 A J) 33RU ¢
1211V 10, 11; RD ¢
131V 6:RU {1}
141v j 8; RU {1j}

Note that lines 7, 9, 13 and 14 are marked according to the reliability strategy,
however they are unmarked according to the minimal abnormality strategy. Indeed,
IV j as well as m are finally derivable according to the minimal abnormality strategy.
Note that for each choice set ¢ € P14a(It) = {{!/},{!j}}, [ Vv j is derived on a
condition that has an empty intersection with ¢. It is easy to see that there is no
extension of the proof in which lines 13 and 14 are marked.

Conclusions such as m are often referred to as floating conclusions. Although
no sequence of defeasible inferences leading to the conclusion m is valid in every
selected model, in each of them at least one of these sequences is such that all
the conditions of the rules constituting the sequence are valid. Note that there are
two types of minimally abnormal models, one with abnormal part {!/} and one with
abnormal part {!j}. In the latter models none of the conditions of the sequence of
inferences leading to the derivation of m explicated at lines 1, 4, 6 and 7 are violated.
Similarly, in the former type of models none of the conditions of the sequence of
inferences leading to the derivation of m explicated at lines 2, 5, 8 and 9 are violated.

In sum, according to the minimal abnormality strategy we get floating conclusions,
while reliability blocks them.

2.5.3 Adaptive Logics and Plausible Reasoning

In this section we will demonstrate in which sense ALs model plausible reasoning
and discuss a related problem that has to do with contraposition.
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2.5.3.1 ALs Model Plausible Reasoning

As has become clear, ALs formally model defeasible reasoning by means of
inferences based on assumptions. In the literature we can see two approaches to
assumption-based reasoning:

(a) In the first approach the concrete assumption made in a defeasible inference is
left unspecified or implicit. What is used is a defeasible inference rule. One way
to realize this is for instance with a connective A — B to which a defeasible
Modus Ponens rule is applicable so that B is defeasibly derived given A.

(b) Inthe other approach the assumptions that are associated with a defeasible infer-
ence are made explicit. Often this is expressed in the object language, e.g.,
A A —ab; D B. Given A and —ab; we can apply Modus Ponens to derive B.

Moreover, various scholars (see [25-27]) make a difference between two types
of reasoning:

(1) Defeasible Reasoning “as unsound (but still rational) reasoning on a solid basis”
[27, p. 262]; and

(2) Plausible Reasoning “as sound (i.e., deductive) reasoning on an uncertain basis”
[27, p. 262].

Hereby, (a) is often associated with (1), while (b) is associated with (2). The
reason for the latter is that once we have explicit abnormality assumptions we can
use the material implication as a conditional and Modus Ponens as an inference rule,
whereas the (uncertain) abnormality assumptions are added as additional premises
to the premise set. In the former case defeasible rules are applied to the premise set
which is taken for granted (i.e., certain).

By now it is obvious that ALs belong to category (b): after all, normality assump-
tions are made explicit in the fourth column of adaptive proofs. The assumptions
are generated by applications of the RC rule and stated in the fourth column of the
proof. We have seen that the minimal Dab-consequences together with a rationale
provided by the adaptive strategy determine which assumptions are considered safe
and which not.

Let us now take a closer look at where ALs fall according to the second distinction.

Recall that the consequence relation of ALs is reflexive and yet (most frequently)
nonmonotonic. This seems to indicate that we have a case of (1) where the reflexivity
mirrors the “solid basis” and the nonmonotonicity mirrors the “unsound (but still
rational)” reasoning.

But we should be more careful with our analysis. After all, the conditional infer-
ences by means of the RC rule can be thought of as having the form of a classi-
cal deduction, i.e., of disjunctive syllogism: from A v Dab(A) and the assumption
= Dab(A) derive by means of disjunctive syllogism A. Under this perspective ALs
implement plausible reasoning in the following way. We have two premise sets, I” and
e provides a solid basis, while £27 is an uncertain basis consisting of normality

16 Recall that 27 = {SA | A € 2).
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