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Preface to the fourth edition

The first question in anyone’s mind reading the fourth edition of any book will be ‘What 
has changed from previous editions?’ The most obvious change, in keeping with the 
tradition we have maintained since the outset, is the addition of a new coauthor, Karl 
Claxton. Like all those before him, Karl has questioned aspects of the work and pro-
voked changes which otherwise may not have been made.

The other change, of course, is that the field itself has moved on in the 10 years since 
the last edition. The new edition reflects these changes. Chapters 5 and 6, on measuring 
and valuing effects, reflect the growth in the literature on the measurement of health 
gain and other benefits of health care. In addition, we include two new chapters (10 and 
11) discussing the methods of evidence synthesis and characterizing uncertainty, given 
their growing importance in economic evaluation.

However, considering the 28-year period since the original publication of the book, 
the most fundamental change relates to the role of economic evaluation in health care 
decision-making. Back in 1987 our emphasis was on explaining the methods used in 
economic evaluations so that readers could critically appraise them and potentially 
embark on their own studies. As the role of economic evaluation in decision-making 
expanded we added a chapter on ‘Presentation and use of economic evaluation results’, 
discussing the use of cost-effectiveness thresholds and the transferability of data from 
one setting to another. However, in discussing the content of the fourth edition, we 
realised that this was no longer sufficient because, owing to the international growth in 
the use of economic evaluation, it has become apparent that the use of particular meth-
ods is best discussed in the context of the decision problem being faced.

Therefore, in this edition we have added two new chapters (2 and 4) which emphasize 
that, in health care decision-making, it is important to be clear on what we are trying to 
maximize (for example, health or welfare), the constraints that we face, and the import-
ance of opportunity cost. This enables us to give additional insights on the role of the 
various analytic approaches, given the decision-making context. In essence, the choice 
of methods and the use of study results are now integrated throughout the book, rather 
than being discussed in separate chapters.

We hope that readers feel that the new edition represents an improvement on previ-
ous editions and that it leads to further advances in both methods and decision-making 
processes in the future.

Michael F. Drummond Mark J. Sculpher
Karl Claxton George W. Torrance
Greg L. Stoddart
York, UK and Hamilton, Canada
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Chapter 1

Introduction to economic 
evaluation

1.1 Some basics
Those who plan, provide, receive, or pay for health services face an incessant barrage of 
questions such as the following.
◆ Should clinicians check the blood pressure of each adult who walks into their 

offices?
◆ Should planners launch a scoliosis screening programme in secondary schools?
◆ Should individuals be encouraged to request annual check-ups?
◆ Should local health departments free scarce nursing personnel from well-baby 

clinics so that they can carry out home visits on lapsed hypertensives?
◆ Should hospital administrators purchase each and every piece of new diagnostic 

equipment?
◆ Should a new, expensive drug be listed on the formulary?

These are examples of general, recurring questions about who should do what to whom, 
with what health care resources, and with what relation to other health services.

The answers to these questions are most strongly influenced by our estimates of the 
relative merit or value of the alternative courses of action they pose. This book focuses 
on the evaluation of alternative policies, services, or interventions which are intended 
to improve health. Since the effects of choosing one course of action over another will 
not only have effects on health, but also on health care resources as well as other effects 
outside health care, informing health care decisions requires consideration of costs and 
benefits. For this reason this type of evaluation is most commonly referred to as eco-
nomic evaluation. The purpose of economic evaluation, however, is to inform deci-
sions, so the key inputs to any economic evaluation are evidence about the effects of 
alternative courses of action. Much of this evidence will draw on the results of clinical 
evaluations (e.g. randomized clinical trials). The evidence from clinical studies needs 
to be sought in a systematic way, interpreted appropriately (including an assessment of 
its relevance and potential for bias) and then, when appropriate, synthesized to provide 
estimates of key parameters (see Chapter 10). Therefore, economic and clinical evalu-
ations are not alternative approaches to achieve the same end but complements. Eco-
nomic evaluation provides a framework to make best use of clinical evidence through 
an organized consideration of the effects of all the available alternatives on health, 
health care costs, and other effects that are regarded as valuable.
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For these reasons an understanding of the core principles of clinical epidemiology 
and the criteria for assessing the relevance and potential for bias in clinical evidence of 
the effect of an intervention is very important and has been described elsewhere (Guy-
att et al. 2008; Stevens et al. 2001). These guides and other introductory texts in clinical 
epidemiology provide suitable background, so we do not review them here. However, 
later chapters of the book draw on, and develop, these core principles.

1.2 Why is economic evaluation important?
To put it simply, resources—people, time, facilities, equipment, and knowledge—are 
scarce. Choices must and will be made concerning their deployment, and methods 
such as ‘what we did last time’, ‘gut feelings’, and even ‘educated guesses’ are rarely better 
than organized consideration of the factors involved in a decision to commit resources 
to one use instead of another. This is true for at least four reasons.
1. Without systematic analysis, it is difficult to identify clearly the relevant alternatives. 

For example, in deciding to introduce a new programme (rehabilitation in a special 
centre for chronic lung disease), all too often little or no effort is made to describe 
existing activities (episodic care by family physicians in their offices) as an alter-
native ‘programme’ to which the new proposal must be compared. Furthermore, 
if the objective is, indeed, to reduce morbidity due to chronic lung disease then 
preventive programmes (e.g. cessation of cigarette smoking) may represent a more 
efficient avenue and should be added to the set of programmes being considered 
in the evaluation. Of course, in practice the range of alternative programmes com-
pared may be restricted to those that are the responsibility of a particular decision-
maker (e.g. a given decision-maker may be responsible for cancer treatment, but 
not for cancer prevention). Also, if a new programme is compared to ‘existing care’, 
it is important to consider whether existing care is itself cost-effective. This may 
not be the case, for example, if there is an alternative, lower-cost, programme that 
is just as effective. Although it may not possible to consider all conceivable alterna-
tives in a given study, an important contribution of economic evaluation is to min-
imize the chances of an important alternative being excluded from consideration, 
or a new programme being compared to a baseline which is not cost-effective.

2. The perspective (or viewpoint), assumed in an analysis is important. A programme 
that looks unattractive from one perspective may look significantly better when 
other perspectives are considered. Analytic perspectives may include any or all of 
the following: the individual patient, the specific institution, the target group for 
specific services, the Ministry of Health budget, the government’s overall budget 
position (Ministry of Health plus other ministries), and the wider economy or the 
aggregation of all perspectives (sometimes called the ‘societal’ perspective).

3. Without some attempt at quantification, informal assessment of orders of magnitude 
can be misleading. For example, when the American Cancer Society endorsed a 
protocol of six sequential stool tests for cancer of the large bowel, most analysts 
would have predicted that the extra cost per case detected would increase mark-
edly with each test. But would they have guessed that it would reach $47 million for 
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the sixth test, as Neuhauser and Lewicki (1975) demonstrated? Admittedly, while 
this is an extreme example, it illustrates that without measurement and comparison 
of outputs and inputs we have little upon which to base any judgement about value 
for money. In fact, the real cost of any programme is not the number of dollars ap-
pearing on the programme budget, but rather the value of the benefits achievable 
in some other programme that has been forgone by committing the resources in 
question to the first programme. It is this ‘opportunity cost’ that economic evalu-
ation seeks to estimate and to compare with programme benefits.

4. Systematic approaches increase the explicitness and accountability in decision- 
making. Economic evaluation offers an organized consideration of the range of 
possible alternative courses of action and the evidence of their likely effects. It also 
requires that the scientific judgements needed to interpret evidence are made ex-
plicitly so they can be scrutinized and the impact of alternative, but plausible, views 
examined. Possibly more importantly, it can provide a clear distinction between the 
questions of fact and the unavoidable questions of social value. Indeed, the main 
contribution of economic evaluation may not be in changing the decisions that are 
ultimately made but how they are made. By making the scientific and social value 
judgements explicit it offers the opportunity for proper accountability for the social 
choices made on behalf of others. (These issues are discussed further in Chapter 2.)

1.3 The features of economic evaluation
Economic evaluation seeks to inform the range of very different but unavoidable deci-
sions in health care. Whatever the context or specific decision, a common question is 
posed: are we satisfied that the additional health care resources (required to make the 
procedure, service, or programme available to those who could benefit from it) should 
be spent in this way rather than some other ways? The other ways these resources could 
be used might include providing health care for other patients with different condi-
tions, reducing the tax burden of collectively funded health care, or reducing the costs 
of social or private insurance premiums.

Economic evaluation, regardless of the activities (including health services) to which 
it is applied, has two features. First, it deals with both the inputs and outputs, which can 
be described as the costs and consequences, of alternative courses of action. Few of us 
would be prepared to pay a specific price for a package whose contents were unknown. 
Conversely, few of us would accept a package, even if its contents were known and 
desired, until we knew the specific price being asked. In both cases, it is the linkage of 
costs (what must be given up) and consequences (the overall benefits expected to be 
received) that allows us to reach our decision.

Second, economic evaluation concerns itself with choices. Resources are limited, and 
our consequent inability to produce all desired outputs (including efficacious therap-
ies), necessitates that choices must, and will, be made in all areas of human activity. 
These choices are made on the basis of many criteria, sometimes explicit but often im-
plicit, especially when decisions are made on our own behalf using our own resources.

Economic evaluation seeks to identify and to make explicit the criteria (social values) 
that are applied when decisions are made on others’ behalf; when the consequences 
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accrue to some, but some or all of the costs will be borne by others. It can also provide 
useful information to patients and their clinicians when making choices about their 
own health care, since they are not necessarily best placed to identify and to synthesize 
all relevant evidence and undertake the computation required fully to assess all the ef-
fects of the alternative courses of action available, and especially so at the point of care.

These two characteristics of economic evaluation lead us to define economic evalu-
ation as the comparative analysis of alternative courses of action in terms of both their 
costs and consequences. Therefore, the basic tasks of any economic evaluation are to 
identify, measure, value, and compare the costs and consequences of the alternatives 
being considered. These tasks characterize all economic evaluations, including those 
concerned with health services (see Box 1.1).

Figure 1.1 illustrates that an economic evaluation is usually formulated in terms of 
a choice between competing alternatives. Here we consider a choice between two 
alternatives, A and B. The comparator to Programme A, the programme of inter-
est, does not have to be an active treatment. It could be doing nothing. Even when 
two active treatments are being compared, it may still be important to consider the 
baseline of doing nothing, or a low-cost option. This is because the comparator 
(Programme B) may itself be inefficient. (As mentioned earlier, it is important that 
the evaluation considers all relevant alternatives.)

The precise nature of the costs and consequences to be considered, and how they 
might be measured and valued, will be discussed in later chapters of the book. How-
ever, the general rule when assessing programmes A and B is that the difference in 
costs is compared with the difference in consequences, in an incremental analysis.

Box 1.1 Economic evaluation always involves 
a comparative analysis of alternative courses of action

CHOICE

PROGRAMME
A

COMPARATOR
B

COSTSA

COSTSB
CONSEQUENCESB

CONSEQUENCESA

Fig. 1.1 Economic evaluation always involves a comparative analysis of alternative 
courses of action.



INTRODUCTION TO ECONOMIC EVALUATION 5

However, not all of the studies measuring costs constitute economic evaluations. The 
large literature on cost of illness, or burden of illness, falls into this category. These stud-
ies describe the cost of disease to society, but are not full economic evaluations because 
alternatives are not compared (Drummond 1992). Some studies do compare alterna-
tives but just consider costs. An example of such a study is that by Lowson et al. (1981) 
on the comparative costs of three methods of providing long-term oxygen therapy in 
the home: oxygen cylinders, liquid oxygen, and the oxygen concentrator (a machine 
that extracts oxygen from air). Such studies are called cost analyses. The authors argued 
that a cost analysis was sufficient as the relative effectiveness of the three methods was 
not a contentious issue. However, a full economic evaluation would explicitly consider 
the relative consequences of the alternatives and compare them with the relative costs.

1.4 Do all economic evaluations use the same techniques?
The identification of various types of costs and their subsequent measurement in mon-
etary units is similar across most economic evaluations; however, the nature of the 
consequences stemming from the alternatives being examined may differ considerably. 
Let us consider three examples to illustrate how the nature of consequences affects their 
measurement, valuation, and comparison to costs.

1.4.1 Example 1: cost-effectiveness analysis
Suppose that our interest is the prolongation of life after renal failure and that we are 
comparing the costs and consequences of hospital dialysis with kidney transplanta-
tion. In this case the outcome of interest—life-years gained—is common to both pro-
grammes; however, the programmes may have differential success in achieving this 
outcome, as well as differential costs. Consequently we would not automatically lean 
towards the least-cost programme unless, of course, it also resulted in a greater pro-
longation of life. In comparing these alternatives we would normally calculate this pro-
longation and estimate incremental cost per unit of effect (that is, the extra cost per 
life-year gained of the more effective and more costly option). Such analyses, in which 
costs are related to a single, common effect that may differ in magnitude between the 
alternative programmes, are usually referred to as cost-effectiveness analyses (CEAs). 
Note that the results of such comparisons may be stated either in terms of incremental 
cost per unit of effect, as in this example, or in terms of effects per unit of cost (life-years 
gained per dollar spent).

It is sometimes argued that if the two or more alternatives under consideration 
achieve the given outcome to the same extent, a cost-minimization analysis (CMA) can 
be performed. However, it is not appropriate to view CMA as a form of full economic 
evaluation (see Box 1.2).

There are many examples of CEA in the early literature on economic evaluation. Lud-
brook (1981) provided an estimate of the cost-effectiveness of treatment options for 
chronic renal failure. In addition, a number of studies compare the cost- effectiveness of 
actions that do not produce health effects directly, but that achieve other clinical object-
ives that can be clearly linked to improvements in patient outcome. For example, Hull 
et al. (1981) compared diagnostic strategies for deep vein thrombosis in terms of the 
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Economic evaluations are sometimes referred to in the literature as cost- minimization 
analyses (CMAs). Typically this is used to describe the situation where the conse-
quences of two or more treatments or programmes are broadly equivalent, so the 
difference between them reduces to a comparison of costs.

It can be seen from Figure 1.2 that there are nine possible outcomes when one 
therapy is being compared with another. In two of the cases (boxes 4 and 6) it might 
be argued that the choice between the treatment and control depends on cost be-
cause the effectiveness of the two therapies is the same.

However, Briggs and O’Brien (2001) point out that, because of the uncertainty 
around the estimates of costs and effects, the results of a given study rarely fit neatly 
into one of the nine squares shown in the diagram. Also, because of this uncertainty, 
CMA is not a unique study design that can be determined in advance.

The only possible application of CMA is in situations where a prior view has been 
taken, based on previous research or professional opinion, that the two options are 
equivalent in terms of effectiveness. However, here one might question the basis 
on which this view has been formed. It is likely only to be justifiable in situations 
where the two therapies embody a near-identical technology (e.g. drugs of the same 
pharmacological class).

Box 1.2 The death of cost-minimization analysis?

Less

Same

More

LessSameMore

4 2

3 9 5

1 6 8

7
Incremental cost of
treatment compared
to control

Incremental effectiveness of treatment compared to control

Key:
Strong dominance for decision
1 = accept treatment
2 = reject treatment

Weak dominance for decision
3 = accept treatment
4 = reject treatment
5 = reject treatment
6 = accept treatment

Non-dominance;
no obvious decisions
7 = Is added effect worth added
cost to adopt treatment?
8 = Is reduced effect acceptable
given reduced cost to adopt
treatment?
9 = Neutral on cost and effects.
Other reasons to adopt treatment?

Fig. 1.2 The death of cost-minimization analysis?

cost per case detected. Similarly, Logan et al. (1981) compared work-site and regular 
(physician office) care for hypertensive patients in terms of the cost per mmHg drop in 
diastolic blood pressure obtained. Sculpher and Buxton (1993) compared treatments 
for asthma in terms of the cost per episode-free day.

The more recent literature contains a lower proportion of CEAs, probably because 
of influential sets of methods guidelines, such as those produced by the Washington 
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Panel (Gold et al. 1996), or the official requirements for the conduct of economic evalu-
ations in some jurisdictions, such as the United Kingdom (NICE 2013). Many of these 
guidelines recommend the use of cost–utility analysis, with quality-adjusted life-years 
(QALYs) as the measure of benefit (see Section 1.4.2).

Of the CEAs that are published, many are conducted alongside a single clinical study and 
use the chosen clinical endpoint as the measure of benefit in the economic study. Examples 
of this approach are the study by Haines et al. (2013) on the cost-effectiveness of patient 
education for the prevention of falls in hospital (which used ‘number of falls prevented’ and 
‘reduction in the number of patients who fell’ as the denominator of the cost-effectiveness 
ratio) and the study by Price et al. (2013) on the cost-effectiveness of alternative asthma 
treatments (which used ‘number of patients who experienced severe exacerbations’ and 
‘number of patients with risk domain asthma control’ as the measures of benefit).

Other frequent examples of cost-effectiveness studies are those of prevention or 
diagnostic interventions. These tend to focus on the specific impact of the interven-
tion as opposed to the broader health of the patient. Examples of this approach are the 
study by Rabalais et al. (2012) of the CEA of positive emission tomography (PET)-CT 
for patients who had oropharyngeal cancer of the neck (which used ‘patients free from 
disease in the neck after one year’ as the benefit measure) and the study by Pukallus 
et al. (2013) on the cost-effectiveness of a telephone-delivered education programme 
to prevent early childhood caries (which used ‘reduced number of caries’ as the bene-
fit measure). Another feature of many of these studies is that they do not necessarily 
calculate cost-effectiveness ratios, rather they present differences in cost (between the 
alternative programmes) alongside the other outcomes.

Finally, some CEAs are conducted in jurisdictions where QALYs are not recom-
mended as the measure of benefit in economic studies. An example is the study by 
Dorenkamp et al. (2013) on the cost-effectiveness of paclitaxel-coated balloon angio-
plasty in patients with drug-eluting stent restenosis, conducted from the perspective of 
the German Statutory Insurance. This used ‘life-years gained’ as the denominator in the 
incremental cost-effectiveness ratio.

Cost-effectiveness analysis is of most use in situations where a decision-maker, op-
erating with a given budget, is considering a limited range of options within a given 
field. For example, a person with the responsibility for managing a hypertension treat-
ment programme may consider blood pressure reduction to be a relevant outcome; a 
person managing a cancer screening programme may be interested in cases detected. 
However, even in these situations, these outcomes may be insufficient. For example, the 
benefits from detecting a cancer will depend on the type of cancer and the stage of its 
development. Similarly, the benefits from reducing blood pressure by a given amount 
will depend on the patient’s pretreatment level.

However, the biggest limitation of these analyses is that, because of the specific meas-
ures of effect used in evaluating a given treatment or programme, it is difficult to assess 
the opportunity cost (i.e. benefits forgone) in other programmes covered by the same 
budget. In order to make an informed decision, the decision-maker needs to compare the 
benefits gained from introducing the new intervention with those lost from any existing 
programmes that will be displaced. This requires the use of a generic measure of benefit 
that is relevant to all the interventions for which the decision-maker is responsible.
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1.4.2 Example 2: cost–utility analysis
Another term you might encounter in the economic evaluation literature is cost–utility 
analysis (CUA) (NICE 2013). These studies are essentially a variant of cost-effectiveness 
and are often referred to as such. The only difference is that they use, for the conse-
quences, a generic measure of health gain. As we will argue later, this offers the poten-
tial to compare programmes in different areas of health care, such as treatments for 
heart disease and cancer, and to assess the opportunity cost (on the budget) of adopting 
programmes. In this literature the term ‘utility’ is used in a general sense to refer to the 
preferences individuals or society may have for any particular set of health outcomes 
(e.g. for a given health state, or a profile of states through time). Later, in Chapter 5, we 
shall be more specific about terminology, because utility has specific connotations in 
economics. The various methods to elicit health state preferences to construct meas-
ures of health-related quality of life might be better thought of as measures of outcome 
that attempt to capture effects on different aspects of health.

The notion that the value of an outcome, effect, or level of health status is different 
from the outcome, effect, or level of health status itself can be illustrated by the follow-
ing example. Suppose that twins, identical in all respects except occupation (one being 
a signpainter and the other a translator), each broke their right arm. While they would 
be equally disabled (or conversely, equally healthy), if we asked them to rank ‘having a 
broken arm’ on a scale of 0 (dead) to 1 (perfect health) their rankings might differ con-
siderably because of the significance each one attaches to arm movement, in this case 
due to occupation. Consequently, we would expect that their assessments of the value 
of treatment (i.e. the degree to which treatment of the fractures improved the quality of 
their lives) would also differ.

The estimation of preferences for health states is viewed as a particularly useful tech-
nique because it allows for health-related quality-of-life adjustments to a given set of 
treatment outcomes, while simultaneously providing a generic outcome measure for 
comparison of costs and outcomes in different programmes. The generic outcome, usu-
ally expressed as QALYs, is arrived at in each case by adjusting the length of time affected 
through the health outcome by the preference weight (on a scale of 0 to 1) of the resulting 
level of health status (see Box 1.3). Other generic outcome measures, such as the healthy 
years equivalent (HYE) (Mehrez and Gafni 1989), the disability-adjusted life-year (DALY) 
(Tan-Torres Edejer et al. 2003), and the saved-young-life equivalent (Nord 1995), have 
been proposed as alternatives to the QALY. These are discussed further in Chapter 5.

The results of CUAs are typically expressed in terms of the cost per healthy year 
gained, or cost per QALY gained, by undertaking one programme instead of another. 
Examples of CUAs include the study by Boyle et al. (1983) on neonatal intensive care 
for very-low-birth-weight infants, that by Oldridge et  al. (1993) on a formal post-
myocardial infarction rehabilitation programme, and that by Torrance et  al. (2001) 
on the incorporation of a viscosupplementation product into the treatment of knee 
osteoarthritis.

Cost–utility analyses now represent the most widely published form of economic 
evaluation. Recent examples include the study by Stranges et al. (2013) of two alternative 
drug regimens for treating Clostridium difficile infection in the United States, the study by 
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In the conventional approach to QALYs the quality-adjustment weight for each 
health state is multiplied by the time in the state (which may be discounted, as dis-
cussed in Chapter 4) and then summed to calculate the number of QALYs. The 
advantage of the QALY as a measure of health output is that it can simultaneously 
capture gains from reduced morbidity (quality gains) and reduced mortality (quan-
tity gains), and integrate these into a single measure. A simple example is displayed 
in Figure 1.3, in which outcomes are assumed to occur with certainty. Without the 
health intervention an individual’s health-related quality of life would deteriorate 
according to the lower curve and the individual would die at time Death 1. With 
the health intervention the individual would deteriorate more slowly, live longer, 
and die at time Death 2. The area between the two curves is the number of QALYs 
gained by the intervention. For instruction purposes the area can be divided into 
two parts, A and B, as shown. Then part A is the amount of QALY gained due to 
quality improvements (i.e. the quality gain during time that the person would have 
otherwise been alive anyhow), and part B is the amount of QALY gained due to 
quantity improvements (i.e. the amount of life extension, but adjusted by the quality 
of that life extension).

Box 1.3 QALYs gained from an intervention
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Fig. 1.3 QALYs gained from an intervention.

Reproduced from Gold, M.R. et al. (ed.), Cost-effectiveness in health and medicine, Figure 4.2, 
p. 92, Oxford University Press, New York, USA, Copyright © 1996, with permission of Oxford 
University Press, USA. Source: data from Torrance, G.W., Designing and conducting cost– utility 
analyses, pp. 1105–11, in B. Spilker (ed.), Quality of life and pharmacoeconomics in clinical 
 trials, 2nd edition, Lippincott-Raven, Philadelphia, USA, Copyright © 1996.
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Pennington et al. (2013) comparing three types of prosthesis for total hip replacement in 
adults with osteoarthritis, and the study by McConnachie et al. (2014) on the long-term 
impact on costs and QALYs of statin treatment in men aged 45–64 years with hypercho-
lesterolaemia. A good source of published cost–utility studies is the CEA Registry, main-
tained by the New England Medical Center (<https://research.tufts-nemc.org/cear4>). 
In addition, economic evaluations of all types are summarized on the Health Economic 
Evaluations Database (HEED), published by Wiley (<http://onlinelibrary.wiley.com/
book/10.1002/9780470510933>). This can also be accessed via the Cochrane Library.

1.4.3 Example 3: cost–benefit analysis
Both CEAs and CUAs are techniques that relate to constrained maximization; that is, 
where a decision-maker is considering how best to allocate an existing budget. In this 
situation a decision to expand one programme, to increase the number of cancers de-
tected or to increase the QALYs gained, has an opportunity cost in terms of benefits 
forgone in other programmes covered by the budget. However, is there a form of eco-
nomic evaluation that can address whether it is worthwhile expanding the budget?

One approach would be to broaden the concept of value and to express the con-
sequences of an intervention in monetary terms in order to facilitate comparison to 
programme costs. This, of course, requires us to translate effects such as disability days 
avoided, life-years gained, medical complications avoided, or QALYs gained, into a 
monetary value that can be interpreted alongside costs. This type of analysis is called 
cost–benefit analysis (CBA) and has a long track record in areas of economic analysis 
outside health such as transport and environment. The results of such analyses might 
be stated either in the form of a ratio of costs to benefits, or as a simple sum (possibly 
negative) representing the net benefit (loss) of one programme over another.

With CBA, monetary valuation of the different effects of interventions is undertaken 
using prices that are revealed in markets. Where functioning markets do not exist, in-
dividuals can express their hypothetical willingness to pay for (or accept compensation 
to avoid) different outcomes. The literature contains a number of studies that assess 
individuals’ willingness to pay for health benefits. For example, Johanneson and Jönsson 
(1991) give estimates for willingness-to-pay for antihypertensive therapy, Neumann 
and Johanneson (1994) give them for in vitro fertilization, and O’Brien et al. (1995) 
give them for a new antidepressant. A comprehensive CBA of health care interven-
tions would use this approach to value the health benefits. Although there are many 
examples of studies using willingness-to-pay methods, very few CBAs incorporating 
these estimates have so far been published. See O’Byrne et al. (1996) for an example of 
such a study in the field of asthma and a pilot study by Haefeli et al. (2008), exploring 
the use of willingness-to-pay estimates in a CBA of spinal surgery.

The measurement characteristics of the various forms of economic evaluation are 
summarized in Table 1.1. However, it is important to note that the more fundamental 
differences between the various techniques relate not to their measurement character-
istics, but to the value judgements implied in following each approach and their appro-
priateness for addressing particular resource allocation problems. This is explored in 
more depth in Chapter 2. Each approach to economic evaluation embodies a series of 
normative judgements and it is important to appreciate these when conducting a study.
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1.5 Use of economic evaluation in health care 
decision-making
Over the past 20 years, two factors have led to an increased prominence of economic 
evaluation within health care decision-making. First, increasing pressures on health 
care budgets have led to a shift in focus from merely assessing clinical effective-
ness, to one on assessing both clinical effectiveness and cost-effectiveness. Secondly, 
 decision-making processes have emerged in several jurisdictions that enable the results 
of economic evaluations to be used as an integral part of funding, reimbursement, or 
coverage, decisions.

Although economic evaluation can be applied to all health technologies, including 
drugs, devices, procedures, and systems of organization of health care, in the main the 
formal requirement for assessment of cost-effectiveness has been applied to pharma-
ceuticals. In 1991 the Commonwealth of Australia announced that, from January 1993, 
economic analyses would be required in submissions to the Pharmaceutical Benefits 
Advisory Committee, the body that advises the minister on the listing of drugs on the 
national formulary of publicly subsidized drugs, the Pharmaceutical Benefits Schedule 
(PBS). A new set of submission guidelines, including economic analyses, was produced 
(Department of Health, Commonwealth of Australia 1992) and submissions were in-
vited initially on a voluntary basis.

Since that time this policy has become fairly widespread, with approximately half 
the countries in the European Union, plus Canada and New Zealand, requesting eco-
nomic analyses of pharmaceuticals, and sometimes other health technologies, to vary-
ing degrees. In the last 5 years several payers in the United States and countries in Latin 
America and Asia have also expressed an interest in receiving economic data. However, 

Table 1.1 Measurement of costs and consequences in economic evaluation

Type of study Measurement /
valuation of costs 
in both alternatives

Identification of 
consequences

Measurement/
valuation of 
consequences

Cost analysis Monetary units None None

Cost-effectiveness 
analysis

Monetary units Single effect of 
interest, common to 
both alternatives, but 
achieved to different 
degrees

Natural units (e.g. life-
years gained, disability 
days saved, points 
of blood pressure 
reduction, etc.)

Cost–utility  
analysis

Monetary units Single or multiple 
effects, not necessarily 
common to both 
alternatives

Healthy years  
(typically measured 
as quality-adjusted 
life-years)

Cost–benefit  
analysis

Monetary units Single or multiple 
effects, not necessarily 
common to both 
alternatives

Monetary units
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in Africa the majority of economic evaluations are still conducted alongside projects 
commissioned by international agencies.

Some jurisdictions have requested economic evaluations for technologies other than 
drugs, including the United Kingdom, where the National Institute for Health and Care 
Excellence (NICE) assesses the clinical and cost-effectiveness of a wide range of tech-
nologies, including public health interventions, before issuing guidance for their use in 
the National Health Service.

When using economic evaluation, it is important to be clear on the decision- 
making context. This may be dependent on the broader financing and organization 
of the health care system in the jurisdiction concerned. For example, in single-payer 
systems such as a national health service or national health insurance, the reimburse-
ment decision is being made on behalf of the population covered. Therefore, it makes 
sense to have a centralized process in which the available evidence is considered and a 
decision made according to a given decision rule. Therefore, it is no surprise that eco-
nomic evaluations have been much more prominent in jurisdictions with single-payer 
systems, most notably Australasia, Canada, the Scandinavian countries, and the United 
Kingdom.

In contrast, in multi-payer systems, such as those operating in the United States and 
many middle-income countries in Asia and Latin America, the role of health technology 
assessment (HTA) is more diverse. Also, it is more common in multi-payer systems to 
have substantial patient copayments, which strengthen the role and legitimacy of the pa-
tient as a decision-maker. Thus, decisions on the adoption and use of health technologies 
tend to be made in a more decentralized fashion, reflecting individual preferences, as 
opposed to applying a population-wide decision rule. For example, in the United States 
individual health plans have used economic evaluation to construct a value-based for-
mulary for drugs, where the level of patient copayment is linked to the cost-effectiveness 
of the product (Sullivan et al. 2009). There is also a growing interest in value-based insur-
ance design (Chernew et al. 2007). Nevertheless, the overall use of HTA and economic 
evaluation in reimbursement decisions tends to be lower in multi-payer systems.

Another influence on the opportunity to use economic evaluation relates to how 
the reimbursement decisions are made for different categories of health technol-
ogy. One of the reasons why economic evaluation has been widely applied to phar-
maceuticals is that there is usually a clear decision-making process for including 
drugs on national or local formularies (e.g. the PBS in Australia). It was thus rela-
tively easy to incorporate an economic component into a decision that was previ-
ously made solely on clinical grounds. On the other hand, the reimbursement for 
medical devices or (surgical) procedures is usually through a broader process of 
financing hospitals or compensating clinical professionals. While in principle it is 
possible to incorporate cost-effectiveness principles into these payment processes 
(e.g. in setting diagnosis-related group (DRG) tariffs or physician fees), it is inher-
ently more complex (Sorenson et al. 2015). Therefore, in jurisdictions where there 
is an interest in conducting HTAs of non-pharmacological technologies, attempts 
are made to introduce economic considerations via other routes, such as the de-
velopment of clinical practice guidelines (e.g. <http://guidance.nice.org.uk/CG/
Published>).
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1.6 How to use this book
There is a growing literature on economic evaluation in health care. Studies have been 
conducted by economists, medical researchers, clinicians, and multidisciplinary teams 
containing one or more of these parties. Several textbooks in health economics contain 
a discussion of economic evaluation in health care. This book is intended as a supple-
ment to such texts, and not a replacement for them. It aims to take readers past the 
stage of general appreciation of the methods involved, and towards preparing them for 
some hands-on experience in undertaking an evaluation, perhaps as part of a multidis-
ciplinary team including economists, epidemiologists, and clinicians. We do not claim 
to provide a comprehensive methods ‘cookbook’, nor that after reading this book the 
uninitiated could work without support. Rather, we seek to provide a well-equipped 
‘tool kit’ which, based on our own experience of undertaking economic evaluations, we 
believe will result in the reader being better prepared to meet most situations.

Chapter 2 introduces the reader to the type of decisions faced in health care and ex-
plains why they are often social choices made on behalf of others. Empirical questions 
of fact are distinguished from the unavoidable but disputed questions of value that are 
posed, such as which effects should count and how should they be measured and val-
ued. Three broad approaches to the ways in which these questions of value have been 
addressed are examined by considering whether the objective of health care ought to 
be health itself, a broader view of welfare based on individual preferences or values re-
vealed in other ways. The purpose is to motivate an understanding of normative prin-
ciples by demonstrating how they help navigate important debates about methods of 
economic evaluation, indicating to the reader what to look out for in later chapters.

Chapter 3 discusses the critical assessment of economic evaluations. There is a check-
list of ten questions, designed for those wanting to conduct or to critically appraise an 
economic evaluation. In this way, the chapter serves as a brief introduction to all the 
methods issues that are discussed in more detail in later chapters. The checklist is then 
applied in the critical appraisal of two published studies, chosen to illustrate elements 
of good and bad evaluation practice. One study uses a decision-analytic model and the 
other bases the economic evaluation on a single clinical dataset, such as a randomized 
controlled trial, or observational database. The major methodological flaws encoun-
tered in published studies are illustrated, such as the failure to consider all relevant 
alternatives, the inadequate synthesis of the available evidence on effectiveness, the 
problems in extrapolating beyond the evidence observed in the clinical study, the is-
sues relating to transferring evidence from trials to practice or from one geographical 
setting to another, and the inadequate characterization of uncertainty.

Chapter 4 explains how summary measures of cost-effectiveness can be used to in-
form decisions in health care. The first part of the chapter explains the decision rules 
available when considering a choice between two alternative interventions, intro ducing 
the concepts of incremental cost-effectiveness, net health and net money benefit. How 
opportunity costs might differ in different contexts and the implications for an appro-
priate cost-effectiveness threshold are explored before examining the relationship be-
tween cost-effectiveness and cost–benefit analysis. Later parts of the chapter generalize 
the decision rules to multiple alternatives, covering the concepts of dominance and 



INTRODUCTION TO ECONOMIC EVALUATION14

extended dominance. Finally, the chapter uses the framework to examine how to deal 
with future health care costs, how to discount costs and health benefits and consider 
whether economic evaluation should be restricted to the perspective of the health care 
system.

Chapter 5 discusses the ways in which the health effects of health care programmes 
can be measured and valued, focusing on measures of health state preference. It shows 
how these can be used to construct measures of health gain, such as QALYs or DALYs. 
The chapter also discusses the history of utility theories and the notions of utility, value, 
and preference. It further discusses whether health state preference measures, as usu-
ally constructed, can be viewed as ‘health utilities’. Finally, the chapter discusses the 
main approaches for estimating health state preference values and the main generic 
instruments that have been developed using multi-attribute utility theory.

Chapter 6 discusses other methods for measuring and valuing health effects, often 
with the objective of expressing these in monetary terms, linking back to the discussion 
of normative principles, and the use of the cost-effectiveness thresholds discussed in 
Chapter 2. The main question posed in the chapter is ‘what is the social value of the ef-
fects of an intervention?’ The various approaches for valuing the outputs of health care 
interventions are discussed, including revealed preferences and stated preferences. A 
number of stated preference approaches are discussed in detail, including contingent 
valuation (willingness to pay) and discrete choice experiments.

The chapter also discusses whether the valuation of the benefits from health care 
should go beyond the valuation of health gain and the implications this raises, includ-
ing a discussion of the implied social welfare function.

Chapter 7 discusses the measurement and valuation of costs, making a distinction 
between health care costs and costs outside the health care system. The controversies 
over the inclusion, in economic evaluations, of productivity costs and costs in added 
years of life are discussed, as are key concepts such as marginal costs. In discussing costs 
borne by the patient and family, the possibility of treating some of these impacts as 
consumption effects is raised, making links to the discussion of measuring and valuing 
health effects in previous chapters.

Chapter 8 discusses the use of clinical studies (such as randomized trials) as vehicles 
for economic evaluation. Using individual patient data offers advantages over sum-
mary data from secondary sources. These include more rigorous quantification of un-
certainty and heterogeneity to inform resource allocation decisions. This chapter also 
includes an update on statistical developments relating to the analysis of individual pa-
tient data for economic evaluation. It also introduces some more fundamental material 
which has been developed in recent years. Specifically, it discusses recent develop-
ments in econometric methods designed to estimate relative effectiveness (and hence 
cost-effectiveness) from non-randomized studies where confounding is a major con-
cern. It also discusses the value of observational data in economic evaluation and illus-
trates this by using examples from economic evaluation studies using these methods.

Chapter 9 discusses economic evaluation using decision analytic models, where data 
from a number of different sources are brought together. The chapter covers recent 
developments in modelling. In particular, there is a detailed consideration of the de-
sign of decision models, the appropriate level of complexity and how to establish the 
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boundaries for a model. In addition, there is a description of cohort and individual 
patient sampling models, with more examples of their use. There is also a discussion 
of dynamic transmission models and their importance in the economic evaluation of 
interventions for infectious diseases, the use of modelling in the evaluation of diagnos-
tic technologies, and the critical review of decision models.

A fundamental tenet of evidence-based decision making is the need to use all rele-
vant evidence in an analysis undertaken to inform decisions and policy. Hence an 
understanding of the principles of systematic review and evidence synthesis is essential 
to practitioners in the field. Chapter 10 covers these principles, including the different 
uses of systematic reviews in economic evaluation (of economic evaluations and of the 
different parameters in an economic model), standard ‘pairwise’ meta-analysis using 
random and fixed effects, meta-regression and its use in economic evaluation, network 
meta-analysis, and the use of aggregate versus individual patient data in meta-analysis. 
The chapter provides extensive references to the wider literature on systematic review 
and synthesis. The main focus of the chapter is on how and why these methods are used 
in economic evaluation.

Chapter  11 discusses the characterization, reporting and interpretation of uncer-
tainty in economic evaluation, introducing the reader to more recent methods of ana-
lysis which can be used to address a range of important policy questions. The following 
questions are addressed: why does uncertainty matter; how can parameter uncertainty 
be represented; how can other sources of uncertainty be represented; is more evidence 
needed; what type of evidence is needed; what type of research design would be most 
useful? The chapter concludes with a discussion and illustration of how answers to 
these questions can be used to inform whether approval or coverage should be with-
held until further research is available or whether research should be conducted while 
a technology is approved for widespread use. In doing so, it is possible to illustrate the 
impact of irrecoverable costs on approval or coverage decisions and to explore the rela-
tionship between uncertainty and price.

Finally, Chapter 12 discusses how the reader can take matters further, having mas-
tered the contents of the book.
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Chapter 2

Making decisions in health care

2.1 Some basics
As outlined in Chapter 1, those who plan, provide, receive, or pay for health services 
face an incessant barrage of recurring questions about who should do what, to whom, 
and with what health care resources. These questions are not academic ones but rep-
resent unavoidable decisions which will be made whether they are based on evidence, 
analysis and explicit social values within an accountable process; or if they are implicit 
decisions based on ‘what was done before’, ‘gut feelings’, ‘educated guesses’, or even ‘what 
would cause the least difficulties’.

Informing decisions by providing answers to these questions requires the range of 
possible alternative courses of action to be identified, as well as the evidence of the 
likely effects of each to be identified and interpreted (see Sections 2.3.1 and 2.3.2). It 
then becomes possible to estimate the expected effects of each course of action and 
consider whether the additional benefits offered (compared to the other courses of ac-
tion available) are sufficient to justify any additional costs. This assessment depends 
critically on the value of what is given up by others as a consequence (opportunity 
costs—see Sections 2.3.3 and 2.3.4).

Deciding which effects should count, and how they should be measured and valued 
depends on disputed questions of social value. For example, is the purpose of health 
care to improve health itself or should other effects on patients and wider society also 
count and, if so, how should they be valued relative to health? Similarly, considering 
whether the costs of a course of action are justified by the benefits offered requires an 
assessment of what is likely to be given up as a consequence of the additional costs and 
how these things should be valued relative to the additional health benefits offered. 
Therefore, informing decisions in health care requires a careful distinction between 
questions of fact (what are the effects likely to be including what will be given up, see 
Section 2.3), and the unavoidable but quite naturally disputed questions of social value 
(which effects should count and how should they be measured and valued). We outline 
three broad approaches to the ways in which these important questions of value have 
been addressed in Section 2.4.

2.2 Informing health care choices
In most contexts decisions about health care are made on behalf of others. For example, 
should a new oncology drug be funded? Should a screening programme be extended 
to other lower-risk groups in the population? Should access to smoking cessation pro-
grammes be made more widely and easily available? These decisions will affect the type 
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of health care available for the potential beneficiaries and the nature of the health out-
comes they can expect from the care they receive. However, the costs of providing the 
service or intervention to these patients will fall on others. Where there are constraints 
on the growth in health care expenditure, these additional costs are resources that are 
no longer available to offer effective care that would benefit other patients with very 
different health care needs.

Therefore, although the type of specific questions posed in health care appear at first 
sight very practical and in many respects routine (as they are), they also pose the most 
profound questions about how social choices ought to be made. Indeed, it is health care 
decisions that pose difficult and disputed questions of social choice most starkly, since 
the real question is often who is to live a little longer and who is to die a little sooner 
than they otherwise might. For these reasons, decisions about health care should be, 
and often are, subject to the greatest possible scrutiny by a range of stakeholders includ-
ing patient groups representing those who can benefit from the intervention, and their 
clinicians concerned that there is access to the range of interventions that can improve 
the health of patients they are responsible for.

It also includes the manufacturers of pharmaceuticals and devices concerned about 
the prices they can achieve for their products and the returns they can expect from 
future research and development. Relevant stakeholders also include, however, those 
with responsibility for other patients with legitimate claims on health care resources 
beyond the immediate beneficiaries (e.g. hospital administrators, administrators of 
health care plans, reimbursement authorities, and ultimately national ministries of 
health). Wider society also has a stake in these decisions in two respects. Firstly, that 
decisions are made in a way that is ‘fair’ to all those eligible to make a claim on the re-
sources of the health care system, since all are potential future patients. Secondly, that 
those ultimately responsible for health care provision—for example, by directly raising 
and allocating tax revenue or by setting the rules for how a private or social insurance 
health care system functions—are representing society’s values in what health care can 
and cannot be provided and to whom.

In most circumstances outside health care, it is individuals (consumers) who assess 
the potential value of the benefits likely to be offered by a product and then decide 
whether or not to purchase it using resources available to them. In doing this, they 
take account of the benefits offered by the other things that they could have purchased 
instead. In other words, most choices are made by individuals who receive the benefits 
and incur the costs. Why is this generally not the case in health care?

One difference is that the consumers (patients) are not in a position to know what 
type of health care is needed. Neither do they know what the benefits are likely to be, 
especially when they are at the point of needing health care. Patients require special-
ist expertise (trained and certified clinicians) to diagnose, to advise, and to help se-
lect alternative courses of action, by clinicians acting as an agent for the patient. The 
marked asymmetry of information between the patient and clinician, and the limited 
opportunities for the patient to find out if they have been well or poorly advised, means 
that this ‘agency relationship’ is not necessarily perfect, especially when the interests of 
the patient and the agent conflict (Johnson 2014; Pita Barros and Olivella 2014). Even 
when there is no conflict of interests, the agents (doctors) may not necessarily be best 
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placed to identify and to synthesize all relevant evidence and to undertake the compu-
tation required to fully assess all the effects of the alternative courses of action available.

Even if such assessments were possible, however, and clinicians acted as perfect 
agents for their patients, there are other difficulties. As well as facing uncertainty about 
the benefits of the alternative interventions at the point of care, the individual also faces 
uncertainty about when and what type of health care might be needed, so they incur a 
risk of the potentially catastrophic costs associated with it. For this reason, some form 
of insurance is present in almost all health care systems; whether this is provided by 
private insurance, social insurance, or public health care provision funded through 
general taxation. The difficulty is that, once ‘insured’ in these ways, at the point of se-
lecting between alternative courses of action much or all of the cost will fall on others 
(Nyman 2014; Rice 2014).

For these reasons economic evaluation often informs decisions taken on behalf of 
others by those with responsibility for other patients as well as the immediate benefi-
ciaries. For example, reimbursing a new oncology drug, including it in a benefits pack-
age, or approving its use in a public health care system will have a direct impact on access 
to care for other patients when there is some restriction on health care expenditure.

Alternatively, even when there are no restrictions it will increase the costs of social or 
private insurance; for example, increasing premiums, or copayments and deductibles. 
Such an increase in the costs of health care will also reduce access and health outcomes 
for others; for example, individuals may be unable to afford higher copayments, em-
ployers may be unwilling to offer health insurance at all or may select a more restricted 
benefits package. Whether or not these indirect health effects of increased health care 
costs are of concern depends on whether one believes that the value of the health effects 
is fully reflected in these individual choices about whether to pay the higher costs. That 
is, whether one believes that the health that is lost is forgone because it is less valuable 
than the increase in cost, but that the health that is gained by incurring these additional 
costs is gained because it is more valuable (see Section 2.4.2).

It should be emphasized that economic evaluation is also useful to clinicians when 
advising patients about appropriate treatment at the point of care, and to individuals 
when considering the choice between alternative insurance plans which offer different 
packages of access at different costs. It is important to note, however, that the costs that 
are relevant to these alternative types of decision-maker will differ. Also, which costs 
fall where and on whom will depend on the nature of the health care system.

Given what is at stake in decisions about health care, it seems wholly inappropri ate 
to abdicate responsibility for these difficult choices and be content with implicit deci-
sions based on opaque scientific and social value judgements such as ‘gut feelings’ or 
‘educated guesses’, or more arbitrary pressures such as ‘what would cause the least diffi-
culties’. Economic evaluation offers an organized consideration of the range of possible 
alternative courses of action and the evidence of the likely effects of each. This is more 
likely to lead to better decisions that improve overall social value. It also requires that 
the scientific judgements needed to interpret evidence are made explicitly so they can 
be scrutinized and the impact of alternative but plausible views examined. Possibly 
more importantly, it can provide a clear distinction between these questions of fact 
and the unavoidable questions of value. Indeed, the main contribution of economic 
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evaluation may not be in changing the decisions that are ultimately made but how they 
are made. By making the scientific and social value judgements explicit, it offers the op-
portunity for proper accountability for choices made on behalf of others.

2.3 Requirements for economic evaluation
Regardless of the activities (including health services) to which it is applied, economic 
evaluation requires a comparison of two or more alternative courses of action, while 
considering both the inputs (costs) and outputs (consequences) associated with each. 
These two essential features of any economic evaluation can be used to distinguish and 
to classify the other types of study that are commonly encountered in the health litera-
ture. In Figure 2.1, the answers to two questions are examined: (1) is there comparison 
of two or more alternatives; and (2) are both costs (inputs) and consequences (outputs) 
of the alternatives examined. This defines a six-cell matrix.

In cells 1A, 1B, and 2 there is no comparison of alternatives. Such studies do not offer 
an evaluation, but a description of a single service or intervention. Studies falling in cell 
1A only describe the health consequences so offer an outcome description, while studies 
falling in cell 1B offer a cost description. The large literature on cost of illness, or burden 
of illness, falls into these categories. These types of study describe the resource cost or 
health consequences of disease to society, but cannot inform the choice between alter-
native courses of action. Some studies, falling in cell 2, describe both the outcomes and 
costs of a single service or programme. This type of cost–outcome description could also 
be described as an audit of a service or an intervention.

Cells 3A and 3B identify situations in which two or more alternatives are compared, 
but in which the costs and consequences of each alternative are not examined simul-
taneously. In cell 3A, only the consequences of the alternatives are compared. This in-
cludes the large and important clinical evaluation literature which provides estimates 
of the efficacy and effectiveness of the alternative interventions (e.g. randomized clin-
ical trials). In cell 3B, only the costs of the alternatives are examined so represent cost 
analyses.

All the studies described in cells 1–3 cannot in isolation adequately inform a 
choice between alternative courses of action. Although they are not themselves 
sufficient to inform decisions, they often provide the key evidence required for 
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Fig. 2.1 Distinguishing characteristics of health care evaluations.
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decision-making—especially evidence from comparative clinical studies in cell 3A. It 
is only the economic evaluation in cell 4, however, that provides a comparison of the 
inputs and outputs of the alternatives. How the type of evaluation might be undertaken 
will depend on questions of value (which effects should count, how they should be 
measured and valued), and the questions of fact that follow (which methods of analysis 
might be most useful in different circumstances and how their results can be inter-
preted). Addressing these questions is the subject of subsequent chapters. However, we 
briefly introduce some of the key issues that are important irrespective of the methods 
used or the type of values that are applied (see Section 2.4).

2.3.1 Which alternatives should be compared?
Informing a particular decision requires identifying the possible alternative courses 
of action that could be taken to improve the health of patients who find themselves 
in a particular situation—for example, patients with a particular diagnosis, at a spe-
cific stage of disease, and after treatment with other interventions. In other words the 
alternatives that need to be compared are ‘mutually exclusive’ in the sense that a pa-
tient in that situation can only receive one of them—the decision is ‘either/or’. In many 
situations an intervention can be offered in combination with others, in which case 
there may be a question about where and in what sequence the intervention should 
be offered with others currently available, or how diagnosis and treatment should be 
combined. In these situations the relevant comparison is between alternative strategies 
(e.g. combinations, sequences of treatment or alternative combinations of diagnostic 
criteria and treatment).

Different decisions about which alternative (or strategy) to offer can be made for 
different types of patients who may have the same condition or indication but where 
the effects of interventions are likely to differ. This might include, for example, patients 
who have not responded to other treatments, have additional medical conditions, or 
are believed to be at higher risk due to other characteristics such as past history. Often 
there will be number of such subgroups of patients, where the effects of the alternative 
courses of action are likely to differ and for which different decisions about the use of an 
intervention can be made. The relevant alternatives to compare are the mutually exclu-
sive alternatives within each subgroup, not comparisons between the subgroups. This 
is because a health system could decide to offer an intervention to all or only to some 
subgroups (these are not mutually exclusive ‘either/or’ decisions). These distinctions 
are discussed a greater length in Chapter 4 (Sections 4.2 and 4.4).

The range of potentially relevant alternatives could be very large and often extend be-
yond those that are compared in any single clinical study. This is one of the reasons why 
decision modelling and methods of evidence synthesis are increasingly used to make 
these comparisons (see Chapters 9 and 10). One important alternative will be ‘existing 
care’, but it is important to consider whether existing care is itself is the ‘best’ that could 
be done in the absence of the intervention being considered; for example, it may not 
be if there is a lower cost alternative that is just as effective. Without considering the 
other alternatives that are available, which may not necessarily be part of current prac-
tice, there is a danger that the system could wrongly conclude that a new intervention 
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is worthwhile only because it has been compared to an alternative that is more costly 
and/or less effective than others that are available. In other words, any alternative can 
look ‘good’ when only compared to something that is sufficiently ‘bad’ (see Section 4.4).

In principle, relevant alternatives include all those that have some possibility that 
they might be worthwhile (some conceivable alternatives can be safely ruled out on 
these grounds). Relevant alternatives might also be restricted by the responsibilities of a 
particular decision-maker. For example, a given decision-maker may be responsible for 
cancer treatment but not cancer prevention. The decision being considered may also be 
restricted to how to treat, for example, a particular form of cancer at a particular stage 
of disease, rather than how to diagnose and treat at earlier as well as later stages. Even 
so it can be a challenge to consider all potentially relevant alternatives. An important 
contribution of economic evaluation is to minimize the chances of an important alter-
native being excluded from consideration, and not to restrict comparison to what is 
currently done or what has been compared in other studies.

2.3.2 What evidence is currently available?
The critical inputs to any economic evaluation are evidence about the effects of alterna-
tive course of action. Much of this evidence is drawn from the results of clinical studies, 
especially randomized clinical trials. However, other types of study also provide im-
portant evidence about the risk of important clinical events and the type of resource 
use associated with them (see Chapter 10). Just as it would be inappropriate to only 
consider a single alternative course of action when others are available, it would also be 
wrong to select a single clinical study to estimate the likely effects when other relevant 
evidence is available. There are circumstances when a single clinical study is the key or 
only piece of relevant evidence, so economic evaluation can be conducted alongside or 
within a single study (see Chapter 8). More commonly, however, there are a number of 
relevant studies, several alternatives to compare (not all of which are compared in single 
studies), and a selection of different types of evidence required from different types of 
studies to estimate the longer-term effects on health and costs (see Chapters 9 and 10).

Therefore, a systematic approach to searching for published evidence is needed so 
that the evidence used is not selected in a potentially biased way. Methods of systematic 
review are well developed and guides to these methods are available elsewhere (Guyatt 
and Rennie 2002). Once identified, the results from relevant studies must be extracted, 
interpreted and then, where appropriate, combined or synthesized to provide estimates 
of the key parameters required to estimate expected effects (see Chapter 10). Such 
methods of meta-analysis are well developed and introductory guides to their use and 
interpretation of methods are available (Borenstein et al. 2009). Therefore, economic 
evaluation provides a means to bring together and to make best use of the published 
results of clinical studies and other relevant evidence, through systematic review and 
meta-analysis, so it can more directly inform the decisions that will be made.

2.3.3 What perspective should be adopted?
Which costs and consequences should count, and how they should be measured and 
valued, depends to a large extent on which of the many different types of decision-maker 
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in health care is intended to be informed by economic evaluation. There are a number 
of different types of potential decision-makers including: individual patients and their 
clinicians; those with a wider responsibility for other patients beyond the immediate 
beneficiaries (e.g. hospital administrators, administrators of health care plans, reim-
bursement authorities, and ultimately national ministries of health); and those ultim-
ately responsible for health care provision (through directly allocating resources or by 
setting the rules for how the health care system functions) and for other socially valu-
able activities (e.g. education, defence, reductions in tax, etc.).

Clearly the costs that are relevant to these different types of decision-makers will dif-
fer and which costs fall where, and on whom, will depend on the nature of the health 
care system. Alternatives that might appear attractive from one viewpoint or perspec-
tive may appear unattractive from others. Therefore, an important question is which 
of these very different perspectives will be most appropriate? One pragmatic answer 
to this question is: the perspective of those who commissioned, or who are intended 
to be informed by, the analysis. In which case, the focus should be decisions that are 
within their remit and the costs and consequences that are relevant to them. However, 
there remains a bigger question of which perspective ought to inform the type of social 
choices described in Section 2.2. This is discussed at greater length in Section 4.5.3, 
but will depend to a large extent on questions of value: what is the primary purpose of 
health care (see Section 2.3); and should the constraints on the resources available for 
health be respected as a revealed expression of value (see Section 2.4)?

2.3.4 What will be given up as a consequence  
of additional costs?
The methods of analysis described in subsequent chapters make it possible to esti-
mate the expected costs and consequences of each of the alternative courses of ac-
tion available. However, to decide whether the additional benefits offered (compared 
to the other courses of action available) are sufficient to justify any additional costs 
depends critically on the value of what is given up by others as a consequence—the op-
portunity costs. To conclude that an alternative which imposes additional costs repre-
sents a ‘cost-effective’  use of resources requires some comparison with the opportunity 
costs. Without this the results of economic evaluation cannot be put to use and inform 
 decisions—it remains only a description of costs and consequences.

Opportunity costs will depend on what is likely to be given up and the value placed 
on it. What is likely to be given up depends to some extent on the nature of the health 
care system. For example, where there is a budget for the public provision of health 
care or where there are other constraints on the growth in health care expenditure, the 
opportunity costs will fall, at least in part, on health outcomes. This is because the add-
itional costs are resources that are no longer available to offer effective care that would 
benefit other patients with very different health care needs. In these circumstances an 
estimate of the health expected to be given up as a consequence of the additional cost 
is required (i.e. an estimate of the cost-effectiveness ‘threshold’; see Section 4.3.1). If all 
costs are health care costs, then considering whether an alternative is cost-effective is 
equivalent to asking whether the additional health benefits offered are greater than the 
health expected to be lost as a consequence of the additional cost.
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Alternatively, if there are no restrictions on health care expenditure then the op-
portunity costs will fall on other consumption opportunities outside the health care 
system. In these circumstances, deciding whether the health benefits are worth the loss 
of other consumption opportunities requires some estimate of how much consumption 
should be given up to improve health (i.e. a consumption value of health or willingness 
to pay for health improvement, see Section 4.3.2 and Chapter 6). In most health care 
systems some of the opportunity costs will fall on health, even when there are no ad-
ministrative budget constraints, and some will fall on consumption even when there 
is a fixed budget for public provision. This question of how opportunity costs might be 
assessed, what a cost-effectiveness ‘threshold’ ought to represent, and how it might be 
estimated is discussed at greater length in Section 4.3.

2.3.5 How uncertain is the decision and is more  
evidence needed?
Economic evaluation provides a framework for the organized consideration, based on 
existing evidence, of the likely costs and consequences of alternative courses of action. 
However, the expected costs and consequences will be uncertain, partly because of the 
uncertainty in the estimates of inputs or parameters of the type of analysis commonly 
used to estimate them (see Chapters 8–11). In the face of this uncertainty a decision-
maker must nonetheless come to a view about which alternative course of action is ex-
pected to be worthwhile. An assessment of the implications of uncertainty surrounding 
this decision is an essential part of any decision-making process for a number of reasons. 
First, to assess the potential value of acquiring additional evidence that could better in-
form this decision in the future. Secondly, to identify the type of evidence that might be 
needed and how further research might be designed. Thirdly, to consider whether a de-
cision to approve or reimburse an intervention or to invest in a new service should be de-
layed until the additional evidence required becomes available. How uncertainty can be 
characterized and used to inform these aspects of decisions is dealt with in Chapter 11.

2.3.6 Does this type of analysis lead to better decisions?
The purpose of economic evaluation is not to predict the future costs and consequences 
of choosing a particular course of action but to inform a decision at a particular point 
in time. The question is whether a ‘better’ decision will be made using economic evalu-
ation at the time the decision must be made, not necessarily how well the analysis 
predicts future costs and consequences. In principle this could be tested by randomly 
allocating decision-makers to those using and those not using the results of an eco-
nomic evaluation, and following them up to see whether the outcomes (costs and con-
sequences) are ‘better’ for the group where decisions were informed by such analysis. 
Therefore, the predictive accuracy of the analysis is not the real test—an analysis that 
ultimately proved to be highly accurate may not have changed decisions and improved 
outcomes, but one that proved less accurate may have led to changes in decisions with 
substantially better outcomes overall.

Economic evaluation should combine the relevant evidence available at the time the 
decision is made with the current understanding of disease processes and the health 
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care system. Since evidence and understanding accumulates over time, all quantitative 
analysis will ultimately be ‘wrong’ with hindsight. The appropriate question is ‘was it 
useful at the time, and did it lead to better decisions?’

‘Science is at no moment quite right, but it is seldom quite wrong, and has, as a rule, a 
better chance of being right than the theories of the unscientific. It is, therefore, rational 
to accept it hypothetically’ (Russell 1959, p.13). If ‘organized consideration of the range 
of possible alternative courses of action incorporating the evidence of the likely cost 
and consequences of each’, is substituted for ‘science’ and implicit decision-making for 
‘the theories of the unscientific’ then, this is precisely what is being claimed.

Of course, no quantitative analysis, no matter how sophisticated or assiduously con-
ducted, can capture all aspects of value or reflect all reasonably held scientific judge-
ments; not least because they are quite naturally disputed. The question is whether 
an economic evaluation can directly inform the assessments required when decision-
makers are faced with unavoidable choices in health care and does it offer a useful start-
ing point for deliberation about the relative value of alternative courses of action that is 
accountable to reason, existing evidence, and widely held values. Economic evaluation 
enables clear distinctions to be made between these questions of fact and value. By 
making these explicit it offers the opportunity for ‘better’ decisions to be made in the 
sense that they can be subject to proper accountability. It is for this reason that the real 
value of economic evaluation is not simply changing which decisions are ultimately 
made but how these choices are made on others’ behalf (Culyer 2012a).

2.4 What is the purpose of health care interventions?
How social choices about health care should be made on the behalf of others requires 
decisions about which effects should count and how they should be measured and val-
ued. These disputed questions are really about what the purpose of health care is be-
lieved to be: is it health itself or should other effects on patients and wider society also 
count and, if so, how should they be valued relative to health? We outline three broad 
approaches to the ways in which these important questions of social value have been 
addressed.

2.4.1 Improving health?
Improving health is most natural answer to the question of what is the primary purpose 
of health care. Certainly, improving population health is often the stated objective of 
policies, health care institutions, and clinicians. It is also the social objective that under-
pins much of the economic evaluation that is undertaken. Although a relatively simple 
and narrow social objective compared to the broader notions of welfare discussed in 
Sections 2.4.2 and 2.4.3, it does, nonetheless, pose some difficult questions of what as-
pects of health are important and how they should be measured and weighted.

2.4.1.1 How can we measure health?
There are a vast number of different measures of the health effect of interventions used 
in the clinical evaluation literature. A simple taxonomy of health outcome measures is 
illustrated in Figure 2.2. Many of the measures reported in clinical studies are not really 
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measures of health outcome itself, but of intermediate outcomes or surrogates that can 
be linked to changes in health outcome (e.g. improved glycaemic control in diabe-
tes). Although such measures of intermediate outcome might be adequate to establish 
whether one intervention is more effective than another, such measures cannot, by 
themselves, indicate the magnitude of any improvement in health offered by an inter-
vention. To do that, changes in the intermediate outcome or surrogate must be linked 
to changes in measures of health outcome itself (see Chapters 5 and 9).

Some measures of health outcome are restricted to a single aspect or dimension of 
health: for example, effects on mortality and survival. However, although length of life 
is clearly an important aspect of health, the quality in which it is lived is also import-
ant. There are very many measures which describe the different dimensions or attrib-
utes of health-related quality of life (HRQoL) and the different levels achieved within 
each. Many of these descriptions are specific to particular disease areas and attempt to 
describe those aspects of health that are most important for patients with a particular 
condition. Others attempt to offer a generic description where any state of health can 
be represented as a level of performance on each of the attributes. So even the appar-
ently simple task of describing health poses difficult questions of which dimensions or 
attributes are important.

2.4.1.2 How should aspects of health be weighted?
Different aspects of HRQoL can be described and changes in the different dimensions 
recorded using those descriptions. In addition, these different aspects of HRQoL need 
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Fig. 2.2 A taxonomy of measures of health outcome.
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to be weighted in order to provide a measure that can be used to identify whether or 
not health has improved or deteriorated and to what extent. Some multidimensional 
measures of HRQoL do not attempt to so and simply provide a profile or description 
of performance across the different attributes. The problem is that, when interpreting 
these profiles, coming to a view about whether health has improved requires some 
weighting, whether this is done explicitly or implicitly. Many of these types of profiles, 
whether specific to a particular disease (e.g. Expanded Disability Status Scale (EDSS) in 
multiple sclerosis) or generic (e.g. SF36), do provide a score based on performance on 
each attribute, so it may be tempting to use the overall score as a measure of the mag-
nitude and direction of changes in health. The problem is that such scores are likely to 
be unrelated to the importance to these different aspects of HRQoL. Therefore, they 
can misrepresent the magnitude of any change (i.e. the measure will not have cardinal 
properties; Culyer 2014). Indeed, they might also misrepresent the direction of change: 
for example, if a less important attribute improves but another very important one de-
teriorates, the overall score might rise when health has in fact declined (i.e. the measure 
may not even have ordinal properties; Culyer 2014).

Therefore, how should weights be assigned to the different aspects of health to repre-
sent their relative importance? One way to do so is to ask people to provide weights that 
reflect how they would rate each of the possible health states relative to full health. Here 
health states would represent combinations of attributes at particular levels. In this way 
each possible health state can weighted relative to full health (with a score of 1). There 
are many ways to elicit such health state valuations (see Chapter 5), although choice-
based methods reflect the real trade-offs in many health care decisions. An example of 
a choice-based method is where people are asked how much time in full health they 
would be willing to give up in order to avoid time in a particular health state. By as-
signing weights in this way not only are the different aspects of HRQoL weighted, but 
it also enables effects on length of life to be combined with the quality in which it will 
be lived (see Box 1.3).

As well as different ways to elicit health state valuations, there are different ways to 
construct measures of HRQoL by combining the resulting set of weights (or a ‘tariff ’) 
with the descriptions of health states (see Chapter 5). At each stage different assump-
tions are made about people’s preferences, some of which could be relaxed with more 
evidence (e.g. by valuing profiles, or sequences of health states rather than single states). 
The question is whether the measure is an adequate measure of health for the purpose 
of informing health care decisions by providing a useful starting point for the deliber-
ation required, not whether it captures all possible aspects and fully reflects individual’s 
preferences (such a measure is sometimes described as ‘utility’; see Chapter 5).

Another important question is who should be asked to provide these weights. Should 
it be a representative sample of the general population or should patients with the con-
dition be asked to weight the different attributes? Again this is, in part, a question of 
social value: whose preferences should be used judge the benefits offered by an inter-
vention? On the one hand current patients are probably the best proxy for how people 
are likely to feel should they find themselves in that health state. The general population 
might have little experience of the health state they are valuing and consequently find it 
difficult to anticipate how they would adapt to it: as a consequence their valuation will 
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tend to be lower. On the other hand current patients may have experience of the health 
states they are valuing and the adaptations that are possible, but they might have little 
or no recent experience of full health and might struggle to imagine what that would 
be like (e.g. due to chronic illness or generally poor health). As a consequence they will 
tend to provide higher values. Whether it is more appropriate to use values which do 
not account for likely adaptation and experience or values which may embed the effect 
of poor health experience and poor expectations is not self-evident (Dolan 1999).

2.4.1.3 Why do we need a generic measure?
Many interventions will have effects on different aspects of health outcome associated 
with the specific disease or condition, including unintended consequences (adverse 
events), which can be measured in a variety of different ways (clinical- and disease-
specific  measures). Some interventions in one disease area (e.g. diabetes) will have 
effects on outcomes in other areas (e.g. cardiovascular, wound management, ophthal-
mology), each with specific measures of outcome. Therefore, to identify the additional 
health benefits offered by the alternative courses of action available, a measure of health 
is required that can summarize an often complex prospect of effects.

Any summary must implicitly or explicitly weight the different aspects of outcome. 
If the consistency and accountability of decisions are important, some explicit weight-
ing of different aspects of health is necessary, which might reflect the preferences of 
future potential patients. Of course any measure is necessarily a simplification since 
some complete and universal description of all aspects of health is unattainable. To be 
feasible within time and resource constraints, some assumptions about individual pref-
erences and social values will be inevitable.

But why should a generic rather than a disease-specific measure be used? There are a 
number of reasons why a generic measure of health outcome has advantages over one 
that is specifically designed to measure health in a particular disease. Some comparable 
generic measure is required when informing a particular decision where some or all 
the alternative courses of action may have effects on health outcomes in other types of 
diseases, or where there are side effects of treatment which have impacts on different 
aspects of health. However, even if effects on health are limited to a particular disease 
or even a single dimension of outcome, there remain two important advantages to a 
generic and comparable measure.

First, consistency with other decisions relevant to different groups of patients with 
other conditions, made at different times, is an important aspect of accountability. This 
requires a measure of health that is comparable across the range of health care decisions.

Secondly, however, there is a more fundamental reason. Any additional cost of the 
alternatives available will mean that something of value must be given up elsewhere 
by others. Where the additional costs are resources that will no longer be available to 
offer effective care that could improve the health outcomes of other patients with very 
different health care needs, some comparison of different aspects of health across dif-
ferent disease areas is unavoidable. Therefore, informing a particular decision about 
the alternatives available to patients who find themselves in a particular situation ne-
cessarily involves a comparison of the additional health benefits offered with other as-
pects of health outcome that could have been gained for other patients with different 
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conditions. A generic and comparable measure enables a comparison of the health ex-
pected to be gained with the health expected to be lost elsewhere.

2.4.2 Improving welfare?
Although improving health might be the most natural answer to the question of what 
is the primary purpose of health care, health improvement is not the only thing that 
is socially valuable. If this were not true then society would devote all its resources to 
health-enhancing activities. It does not do so because consumption opportunities for 
individuals as well as other objectives of public policy and public expenditure (e.g. 
education or criminal justice) are also valuable. Insofar as decisions about health care 
have an impact on other valuable activities, then they ought to be taken into account. 
However, to do so requires having a much broader view of what counts and how they 
should be measured and valued relative to each other. It requires a definition of social 
welfare, often described as specifying a social welfare function (Culyer 2014).

2.4.2.1 How can we define welfare?
The task of specifying all the things that count and how they should be valued appears 
at first sight hopelessly ambitious. This is because specifying any welfare function, even 
one that represents one’s own personal views, would be a considerable task. It also ap-
pears futile because, even if it were possible, why should one view be imposed on oth-
ers? People are likely to have different views about what should count and, even if they 
agreed on what should count, they are likely to differ on how these things should be 
valued relative to each other.

Traditionally economics overcomes this problem by focusing only on the preferences 
of the individual. It founds a definition of welfare on the notion that it is only the indi-
vidual that can decide whether their welfare has improved or not, and that they make 
choices based on their preferences to improve their own welfare (they maximize their 
own utility). Therefore, we can infer whether welfare has improved or not from the 
preferences that individuals have, which are revealed by the choices that they make. 
For example, if an individual chooses x rather than y we can say that they prefer x to y 
so their welfare must be greater with x rather than y.

This is sufficient if the alternatives being considered only improve the welfare of some 
(effects are preferred by some) and do not reduce the welfare of others (they are indif-
ferent between x and y). That is, if there are benefits for some but at no cost to others—
described in economics as a Pareto improvement (Culyer 2014). Unfortunately, this is 
not particularly useful because most decisions, including those in health care, involve 
a choice between alternatives where the additional benefits offered will accrue to some 
but the additional costs will mean that sources of value must be given up by others.

The way economics traditionally deals with this problem is to ask whether those 
who would gain from choosing a particular course of action could, in principle at least, 
compensate those who would lose but still remain better off; that is, they would still 
prefer the course of action even if they paid the compensation. If they can compensate 
the losers then the course of action can be regarded as a potential Pareto improvement. 
If the compensation is paid then some will be better off (the beneficiaries still prefer it, 
so their welfare is higher), but no one will be worse off because those who lose will be 
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compensated and, by definition, they will be indifferent so their welfare is unchanged 
(i.e. it would be a Pareto rather than a potential Pareto improvement) (Tsuchiya and 
Williams 2001).

2.4.2.2 How can changes in welfare be measured?
This definition of welfare, founded entirely on individual preferences, combined with 
the principle of a ‘compensation test’, is the foundation of how economics has tradition-
ally informed questions of whether an alternative course of action is ‘efficient’, by which 
is meant that it offers an improvement in this view of social welfare.

So how can the compensation that could be offered by the beneficiaries and required 
by the losers be measured and compared? Individuals reveal their preferences by the 
choices they make in markets for those things that might be gained (outputs) or given 
up (inputs). Individuals assess the potential value of the benefits offered by a prod-
uct and then decide whether or not to purchase it at the market price. They will only 
choose to purchase it if, at the current market price, it improves their welfare. There-
fore, market prices do not simply indicate what things ‘cost’ but they also represent 
the social value of the inputs and outputs of an alternative. This is because the price 
represents the compensation required to give up the product (if it is an input) or the 
amount they would be willing to offer as compensation to others (if it is an output). The 
common metric for such measure of compensation is money because it represents the 
other consumption opportunities available at market prices (Hurley 2000; Tsuchiya 
and Williams 2001).

In many respects this view suggests there is no role of economic evaluation at all. So 
long as consumers are fully informed and undistorted markets exist for all the inputs 
and outputs of the alternative courses of action being considered, then, ‘the competitive 
market acts as a giant (but decentralized) cost–benefit calculator. No second guessing 
by economists is required’ (Pauly 1995, p.103).

However, even when markets exist, observed market prices will need to be ‘adjusted’ 
for any distortions that might be present in the relevant markets. For example, such ‘ad-
justment’ may be needed where markets are not competitive due to monopoly, where 
they are distorted by taxation, or where there are effects that are not reflected in market 
prices, such as environmental damage (Boadway and Bruce 1984). There are a number 
of reasons why we do not observe competitive markets for health and health care (see 
Section 2.2). So the health effects of the alternatives considered in health care deci-
sions need to be valued based on a ‘price’ as if there was a competitive and undistorted 
market. Such ‘shadow prices’ can be derived in different ways. One is by observing 
situations where people make choices where health is valued implicitly as an attribute 
in other markets (e.g. the trade-off between risk and wages in the labour market). More 
commonly experiments can be undertaken which offer people hypothetical choices to 
establish how much they are willing to pay for health or the collection of benefits of-
fered by an alternative, or which establish what trade-offs individuals would be willing 
to make between health and a range of other attributes, one of which can be valued in 
money terms (see Chapter 6).

The details of such valuations are dealt with in later chapters but the principles of 
evaluation if this view of welfare is adopted are clear: identify those who gain and lose; 
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value inputs (losses) and outputs (gains) either at their market prices, where they are 
believed to be undistorted, or estimate shadow prices that would reflect the outcome of 
complete and undistorted market to value them (Mishan 1971; Sugden and Williams 
1979). This places all effects in the same metric of equivalent consumption opportun-
ities so we can ask whether the consumption value of the benefits exceeds the con-
sumption value of the costs. If they do, then we can conclude that the gainers could in 
principle compensate the losers, and that the alternative being considered would be an 
efficient use of resources and would improve social welfare.

This ‘welfarist’ view implies that:

Health care programmes should be judged in the same way as any other proposed change: 
i.e., the only question is do they represent a potential Pareto improvement (as measured 
by individual utility) not do they improve health outcomes as measured in either physical 
units or health state utility. It is possible that a programme may increase the health of some 
but reduce the health of others. If those that gain health outcome can compensate those 
that lose health (measured by individual willingness to pay) then the programme may be a 
potential Pareto improvement even if the health outcomes overall are lower. (Pauly 1995).

This is the basis of what is traditionally called ‘welfarist economics’ (Brouwer et al. 
2008; Hurley 2000).

2.4.3 Is there more to welfare than individual preferences?
This view of how welfare can be defined and measured enables strong prescriptions for 
social choice. These are based only on observed market prices, subject to appropriate 
adjustments for the effect of distortions, and revealed or hypothetical prices where suit-
able markets do not exist. It enables claims to be made about what would improve social 
welfare (what is efficient) and, therefore, what ought to be done. In short, it offers a pre-
scription for social choice without actually having to specify a particular social welfare 
function. However, the strength of this prescription comes at some cost.

One might object to the prescription offered by a particular analysis on the grounds 
that the many potential distortions in relevant markets have not been fully accounted 
for (whether a market is distorted and to what extent is often disputed) or that the 
hypothetical values are unreliable. Since income determines to a large extent what level 
of compensation would be required by gainers or can be offered by losers, one might 
also object to preferences weighted according to the prevailing distribution of income if 
it is believed to be ‘unjust’ in some way. For example, even if the prevailing distribution 
of income is considered to have arisen from individuals maximizing their welfare by 
making informed, rational, and free choices in competitive markets, those individuals’ 
initial endowments may be not be judged as ‘fair’. In these circumstances valuations 
can be adjusted, assuming that some more preferred distribution of income had been 
achieved (Sugden and Williams 1979). However, it would require a (non-welfarist) 
means to identify what the preferred distribution ought to be. Then adjustment can be 
applied to the valuation of all inputs and outputs, not just health.

The more fundamental objections to the welfarist approach are to question whether 
individuals are always the best and only judge of their welfare; and to doubt the view 
that the reasons for individual preferences are irrelevant and that it is only individuals’ 
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welfare, as revealed by their preferences, that defines the social good and is relevant 
to social choices. There are a number of different types of argument that have been 
made. First, that some goods and services should be provided or subsidized because 
they are meritorious (Musgrave 1959). Secondly, that basic goods and services (health 
included) are so important to other aspects of life that equity in their distribution is im-
portant to society (Tobin 1970). Thirdly, that basic or primary goods are necessary to 
enjoy others and fully participate in society (Rawls 1971); or, alternatively, that a notion 
of capabilities, that rests on what the provision of goods and services enable people to 
do and be, is more important than preference (Sen 1979, 2002).

What all these views have in common is the idea that ‘mere’ preference is too nar-
row to judge social welfare, and that there are other things beyond individual prefer-
ences that ought to play a role in social choices. For this reason the notion of including 
other characteristics (of people and commodities), in addition to preferences, has been 
termed ‘extra-welfarist’ (Culyer 1989, 2012b).

Objections to welfarism also seem to be reflected in the lack of appetite among 
 policy-makers and decision-makers for fully welfarist analysis in the economic evalu-
ation of health care. There are very few examples of fully welfarist analyses in the pub-
lished literature, and even fewer examples of their use in policy decisions. Indeed, the 
principle of allocating resources on the basis of preferences weighted according to the 
prevailing distribution of income seems to have been explicitly rejected by government 
in many spheres of public policy and, in particular, in health. The prime reason appears 
to relate to concerns about the existing distribution of income and health.

2.4.3.1 Distribution of income and health
There are, however, examples of economic evaluation of health care that use monetary 
valuations of the outputs, based on estimates of how much patients are willing to pay 
for the estimated health effects or the prospect offered by alternative courses of action. 
However, these studies commonly present estimates adjusted for average income ra-
ther than individual values (see Chapter 6). This is often justified by citing equity and 
distributional concerns. Adjusting valuations for average income would be consistent 
with a view that the socially ‘optimal’ distribution is believed to be the average income 
(generally it is not). Such a view would also require all valuations of inputs and outputs 
to be adjusted (whether based on market or shadow prices), not just health.

If the distribution of income is judged to be acceptable, but it is the distribution of 
health that is of concern, then valuing health effects at average income is unlikely to ac-
count for health equity concerns. If there are concerns about the distribution of health 
effects it becomes necessary to trade off alternatives which have net effects on health 
and health equity against the consumption value of their additional costs. These con-
cerns pose questions such as: how much consumption opportunities or health should 
society give up to improve health equity (Deaton 2002)? The types of assessments re-
quired to make these trade-offs cannot be adequately addressed by using valuations 
adjusted for average income or any other preferred distribution. The problem is that 
equity concerns are an additional social objective and need to be evaluated as such, 
rather than as a restriction on how inputs and outputs are valued (Asiara et al. 2014; 
Cookson et al. 2014).
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2.4.3.2 Distinction between known and unknown lives
Founding the valuation of the health effects on individual preferences requires asking 
how much consumption individuals are, on average, willing to give up to reduce risk 
or how much additional consumption is required to compensate for incurring add-
itional risk. This poses real difficulties when it comes to social choices because any 
finite value of the effect of an alternative on mortality risk rests entirely on the dis-
tinction between known and unknown lives. If the life ‘saved’ or ‘lost’ is known then 
no compensation is possible (there is an unbounded value), so finite values are only 
possible if the life is unknown (the individual faces a change in risk rather than certain 
death) (Mishan 1985).

It seems to be a common and possibly innate emotional response to favour those who 
are known and identifiable or with whom we can most closely identify. The question 
is whether this common emotional response is a sound basis for the type of social de-
cisions required in health care. The distinction between known and unknown lives is 
dubious because it is often only a question of perspective (someone may be unknown 
to some but known to others) or ignorance (the currently unknown could, in prin-
ciple, become known with sufficient effort); and, in any case, the unknown will become 
known over time (it can only be known lives that are ultimately lost or saved) (Broome 
1978). This question becomes especially important when the beneficiaries of an inter-
vention are often identifiable but those that will bear the opportunity costs (give up 
health as a consequence of the additional costs) are not, but are no less ‘real’ (Claxton 
and Culyer 2006).

If social choices are to be consistent and coherent they should use all the information 
that is available at the time. One piece of information available to decision-makers is 
that any (ex-ante) finite compensation acceptable for loss of an unknown life is known 
not to approximate the (ex-post) unbounded compensation when the life is actually 
lost. Therefore, social decisions based on (ex-ante) individual preferences will be in-
consistent and incoherent (Broome 1978). This is not to suggest that life and health 
cannot or should not be valued in monetary terms; such trade-offs are and will be 
made. However, such valuation might better rest on other sources of valuation rather 
than individual preferences measured by the compensation required. For example, 
where health effects are measured using HRQoL and when making the unavoidable 
trade-offs between health gained and lost elsewhere, all lives are regarded and treated 
as if they are known.

2.4.3.3 Informing social decision-making
It is for these reasons that the extra-welfarist rather than the strictly welfarist approach 
underpins much of the economic evaluation in health care (Coast et al. 2008). The 
extra-welfarist approach identifies some of the reasons why effects on health might 
quite reasonably be singled out to be measured and reported separately from other 
inputs and outputs, without necessarily ignoring or disregarding the impact on other 
consumption opportunities that might still be valued based on individuals’ preferences 
expressed in relevant markets (see Section 4.5.3). Of course taking this approach poses 
the question of what other characteristics should be included and what weight should 
they be given. It also poses the difficult question of what the social welfare function 
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should look like and which of the very many alternative specifications ought to be 
adopted and imposed on individuals whose preferences differ.

There are two closely related responses to this problem. The first is to say that it is 
not the preferences of the individual that matter but the preferences, values, and cri-
teria of the decision-maker responsible for making these choices that should count as 
they have been given responsibility to make decisions on others’ behalf (Sugden and 
Williams 1979). They may well wish to reflect individual preference in their valuation 
of inputs and outputs; for example, to use market or shadow prices of the inputs, but 
use measures of HRQoL based on patient or population values for health states for the 
output. In these circumstances the role of economic evaluation is to understand the val-
ues of the social decision-makers, make sure these are reflected in the analysis so that 
the results are relevant to them, and ensure they are consistently applied so they, and 
others, can see and critically reflect on the implications of holding particular values. 
Under this view, the purpose of economic evaluation is not to impose a particular view 
of what social welfare ought to be, but to make explicit the implications of the criteria 
that have been and are being used to make these types of decision (Williams 1993). 
However, which alternative appears worthwhile will depend on the particular decision-
maker and the values they hold, so it poses the question of why their values carry any 
particular weight compared to others when making social choices.

A useful response is to consider how society tries to solve this difficult problem of 
how social welfare ought to be defined when there are disputed, conflicting, and contra-
dictory claims that are forever changing. In general, societies try to establish legitimate 
processes to balance these conflicting and contradictory claims. For example, social 
democratic processes can be viewed as establishing a socially legitimate higher author-
ity. This is not confined to the executive, but also includes all the checks and balances 
associated with the range of formal institutions (e.g. elected legislature, independent 
judiciary) as well as the less formal institutions of civil society (e.g. a free press, public 
debate, religious freedom).

Decision-making bodies and institutions in health can be seen as the agent of this 
socially legitimate higher authority (the principal), where the latter is unable to express 
an explicit, complete, and coherent social welfare function. The agent acts as a dele-
gated authority, but one that cannot be asked to improve social welfare, since it cannot 
be specified by the principal. Rather, the principal allocates resources and devolves 
powers to the agent, giving it a responsibility to pursue explicit and specific objectives 
that are regarded as socially valuable (such as improving health). Since the achievement 
of objectives needs to be monitored by the principal to hold the agent to account, they 
must be measurable, so necessarily narrowly defined. The implication of this process 
(e.g. the current trade-off between health and the resources made available for health 
care) reveals a partial but legitimate expression of some unknown underlying social 
welfare function (Paulden and Claxton 2012). This does not require that the agents or 
the principle are ‘perfect’ in some way (they may be quite dysfunctional); only that, by 
revealing the values and exposing the implications, economic evaluation can contrib-
ute to a process of accountability and change.

In these circumstances economic evaluation cannot be used to make claims about 
social welfare or the optimality or otherwise of the resources allocated to health care. Its 
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role is more modest, claiming to inform social decisions in health rather than prescrib-
ing social choice. It is this role that economic evaluation has tended to play in health 
policy and underpins much of the economic evaluations that have been conducted. 
The ambition maybe more modest, but it exposes the policy implications of the so-
cial values implicit in existing policies and the resources allocated by those who claim 
some legitimacy to make such decisions. In this sense it contributes to holding higher 
authorities to account and can contribute to changing priorities, policy, and resourcing 
through social democratic processes where conflicts with widely held social values are 
exposed.

2.5 Concluding remarks
Economic evaluation seeks to inform the range of very practical and unavoidable de-
cisions in health care, which will be made whether or not they are based on evidence, 
analysis and explicit social values. These decisions will affect the type of health care 
available for the potential beneficiaries and the type of health outcomes they can ex-
pect. However, the costs of providing the service or intervention for these patients will 
mean that resources are not available to be used in other ways, such as providing health 
care for other patients with different conditions, reducing the tax burden of collect-
ively funded health care, or reducing the costs of social or private insurance premiums. 
Decisions require consideration of whether what is likely to be given up by others as a 
consequence of additional costs are justified by the benefits offered to the immediate 
beneficiaries.

Therefore, although the type of specific questions posed in health care appear at first 
sight very practical and routine (as they are), they also pose the most profound ques-
tions about how choices ought to be made on others’ behalf; this is, what effects should 
count and how should they be measured and valued. Indeed, it is decisions in health 
care that pose these difficult and disputed questions most starkly, so they should be, and 
often are, subject to the greatest possible public scrutiny.

2.5.1 Distinguishing questions of fact and value
Given what is at stake in social choices about health care, implicit decisions based on 
opaque scientific and social value judgements seem inappropriate. Economic evalu-
ation offers an organized consideration of the range of possible alternative courses of 
action combined with the evidence of the likely effects of each. By doing so it makes ex-
plicit the scientific judgements required to estimate the costs and consequences of each. 
These questions of fact can then be scrutinized, and the impact of alternative but plaus-
ible views examined. It also means that they can be carefully distinguished from ques-
tions of value: what effects should count and how they should be measured and valued. 
This ensures some consistency in the way they are applied in other decisions, offers the 
opportunity for critical reflection on the implications of holding particular values, and 
provides an opportunity for proper accountability for decision made on others’ behalf.

This is not to say that all economic evaluations necessarily offer such clear distinc-
tions or that the process by which economic evaluation is used to inform decisions is 
sufficiently transparent to allow proper accountability. For example, it can sometimes 
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be difficult to: properly scrutinize and critically appraise how the questions of fact have 
been addressed, especially if analysis is poorly reported (see Chapter 3); come to a view 
about how uncertain decisions are likely to be, if sources of uncertainty have not been 
characterized; or how sensitive the results might be to other assumptions and judge-
ments if there has been insufficient exploration of other plausible views (see Chapters 
9 and 11). Similarly, the questions of value that underpin the analysis are not always 
obvious and will sometimes need to be teased out. Certainly, whether an analysis is 
described as a cost-effectiveness analysis, cost–utility analysis, or cost–benefit analysis 
is not necessarily a good guide to how the questions of value discussed in Section 2.4 
have been addressed.

2.5.2 Implications for economic evaluation
There are profoundly different but reasonably held views about the role economic ana-
lysis ought to play in social choice in general and particularly in health. The different 
approaches to questions of social value defines, to a large extent, the role that economic 
evaluation ought to play—either a prescription of what ought to be done or informing 
legitimate decision-making processes. These disputed questions also underpin much 
of the debate about what are appropriate methods of analysis that are discussed in more 
detail in later chapters. For example, what the appropriate perspective for economic 
evaluation ought to be (see Chapter 4), including whether future unrelated costs should 
be included in the analysis (see Chapter 7); at what rates should future costs and bene-
fits be discounted (see Chapters 4 and 7); whether an assessment of what is likely to be 
given up as a consequence of additional costs (a cost-effectiveness threshold) reflect 
the health effects of changes in health care expenditure or some social consumption 
value of health (see Chapter 4); should we try to measure the health effects of alterna-
tive courses of action (see Chapter 5) or directly value the prospect of the benefits they 
offer by how much patients might be willing pay for it (see Chapter 6); and, if we are to 
measure health outcomes, then whose preferences should count and how concerned 
should we be about the assumptions that may be required about individual preferences 
when constructing measures of HRQoL (see Chapter 5)? These issues and debates are 
raised and discussed in subsequent chapters. Although they appear at first sight tech-
nical matters of how the details of analysis should be undertaken, the answers rest quite 
firmly on the questions of value discussed in this chapter.
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Chapter 3

Critical assessment of economic 
evaluation

3.1 Some basics
Those who receive or read an economic evaluation are often faced with the difficult task 
of assessing study results. The question that readers of evaluations are most likely to ask 
themselves is ‘Are these results useful to me in my decision-making context?’ The an-
swer to this question is determined by the answers to the following specific questions:
1 Are the methods employed in the study appropriate and are the results valid?
2 If the results are valid, would they apply to my decision-making context?
This chapter concentrates on question 1, and is designed to assist users of economic 
evaluation in assessing the validity of the results they encounter.

When assessing the validity of evidence, we normally proceed by examining closely 
the methods employed to produce the evidence. Often it is helpful to separate the vari-
ous elements of methods so that each can be scrutinized more closely. In this chapter 
we identify the key elements of any economic evaluation and discuss methods char-
acteristics that users may expect to find in well-executed studies. A brief summary of 
relevant questions to ask about an economic evaluation is provided in Box 3.1, and this 
critical appraisal checklist is then applied to two published articles.

Of course, it is unrealistic to expect every study to satisfy all of the points; however, 
the systematic application of these points will allow readers to identify and assess the 
strengths and weaknesses of individual studies.

3.2 Elements of a sound economic evaluation

3.2.1 Was a well-defined question posed in answerable form?
Such a question will clearly identify the alternatives being compared and the 
perspective(s) from which the comparison is to be made. Questions such as, ‘Is a 
chronic home care programme worth it?’ and ‘Will a community hypertension screen-
ing programme do any good?’ solicit the issues of to whom and compared to what. 
Similarly, questions such as, ‘How much does it cost to run our intensive care unit?’, 
and ‘What are the costs and outcomes of adolescent counselling by social workers?’ are 
not questions for economic evaluation because they fail to specify the alternatives for 
comparison. This is not to say that the questions do not provide important accounting 
or management information; they may do so, but the answers to them do not by them-
selves inform resource allocation decisions.
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 1 Was a well-defined question posed in answerable form?
1.1 Did the study examine both costs and effects of the service(s) or 

programme(s) over an appropriate time horizon?
1.2 Did the study involve a comparison of alternatives?
1.3 Was a perspective for the analysis stated and was the study placed in any 

particular decision-making context?
1.4 Were the patient population and any relevant subgroups adequately 

defined?
 2 Was a comprehensive description of the competing alternatives given? (i.e. 

can you tell who did what to whom, where, and how often?)
2.1 Were any relevant alternatives omitted?
2.2 Was (should) a ‘do nothing’ alternative (be) considered?
2.3 Were relevant alternatives identified for the patient subgroups?

 3 Was the effectiveness of the programmes or services established?
3.1 Was this done through a randomized controlled clinical trial? If so, did 

the trial protocol reflect what would happen in regular practice?
3.2 Were effectiveness data collected and summarized through a systematic 

overview of clinical studies? If so, were the search strategy and rules for 
inclusion or exclusion outlined?

3.3 Were observational data or assumptions used to establish effectiveness? 
If so, were any potential biases recognized?

 4 Were all the important and relevant costs and consequences for each alter-
native identified?

4.1 Was the range wide enough for the research question at hand?
4.2 Did it cover all relevant perspectives? (Possible perspectives include 

those of patients and third-party payers; other perspectivess may also be 
relevant depending on the particular analysis.)

4.3 Were capital costs, as well as operating costs, included?
 5 Were costs and consequences measured accurately in appropriate physical 

units prior to valuation (e.g. hours of nursing time, number of physician 
visits, lost work-days, gained life-years)?

5.1 Were the sources of resource utilization described and justified?
5.2 Were any of the identified items omitted from measurement? If so, does 

this mean that they carried no weight in the subsequent analysis?
5.3 Were there any special circumstances (e.g. joint use of resources) 

that made measurement difficult? Were these circumstances handled 
appropriately?

Box 3.1 A checklist for assessing economic evaluations
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 6 Were costs and consequences valued credibly?
6.1 Were the sources of all values clearly identified? (Possible sources in-

clude market values, patient or client preferences and views, policy-
makers’ views, and health professionals’ judgements.)

6.2 Were market values employed for changes involving resources gained or 
depleted?

6.3 Where market values were absent (e.g. volunteer labour), or market val-
ues did not reflect actual values (e.g. clinic space donated at a reduced 
rate), were adjustments made to approximate market values?

6.4 Was the valuation of consequences appropriate for the question posed 
(i.e. has the appropriate type or types of analysis—cost-effectiveness, 
cost–benefit—been selected)?

 7 Were costs and consequences adjusted for differential timing?
7.1 Were costs and consequences that occur in the future ‘discounted’ to 

their present values?
7.2 Was any justification given for the discount rate(s) used?

 8 Was an incremental analysis of costs and consequences of alternatives 
performed?

8.1 Were the additional (incremental) costs generated by one alternative 
over another compared to the additional effects, benefits, or utilities 
generated?

 9 Was uncertainty in the estimates of costs and consequences adequately 
characterized?

9.1 If patient-level data on costs or consequences were available, were ap-
propriate statistical analyses performed?

9.2 If a sensitivity analysis was employed, was justification provided for the 
form(s) of sensitivity analysis employed and the ranges or distributions 
of values (for key study parameters)?

9.3 Were the conclusions of the study sensitive to the uncertainty in the re-
sults, as quantified by the statistical and/or sensitivity analysis?

9.4 Was heterogeneity in the patient population recognized, for example by 
presenting study results for relevant subgroups?

 10 Did the presentation and discussion of study results include all issues of 
concern to users?
10.1 Were the conclusions of the analysis based on some overall index or 

ratio of costs to consequences (e.g. cost-effectiveness ratio)? If so, was 
the index interpreted intelligently or in a mechanistic fashion?

Box 3.1 A checklist for assessing economic evaluations (continued)
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10.2 Were the results compared with those of others who have investigated 
the same question? If so, were allowances made for potential differences 
in study methodology?

10.3 Did the study discuss the generalizability of the results to other settings 
and patient/client groups?

10.4 Did the study allude to, or take account of, other important factors in 
the choice or decision under consideration (e.g. distribution of costs and 
consequences, or relevant ethical issues)?

10.5 Did the study discuss issues of implementation, such as the feasibility 
of adopting the ‘preferred’ programme given existing financial or other 
constraints, and whether any freed resources could be redeployed to 
other worthwhile programmes?

10.6 Were the implications of uncertainty for decision-making, including the 
need for future research, explored?

Box 3.1 A checklist for assessing economic evaluations (continued)

A well-specified question, for example, might look as follows:

From the perspective of (a) both the Ministry of Health and the Ministry of Community 
and Social Services budgets, and (b) patients incurring out-of-pocket costs, is a chronic 
home care programme preferable to the existing programme of institutionalized, extended 
care in designated wards of general hospitals?

Note that the perspective for an analysis may be that of a specific provider or providing 
institution, the patient or groups of patients, a third-party payer (public or private), or 
a broad perspective (i.e. all costs and consequences to whomsoever they accrue). Often 
the perspective may be specified by a decision-maker when requesting a study.

For many treatments and programmes, the capacity to benefit will differ for patients 
with differing characteristics. This could, for example, be because different types of patients 
have different baseline risks, or because the treatment effect itself systematically varies be-
tween different types of patient. Therefore, apart from considering the main treatment 
alternatives, it is important to consider relevant patient subgroups and to present data 
on costs and consequences for each. For example, Mark et al. (1995) presented data on 
the incremental cost-effectiveness of tissue plasminogen activator (t-PA) compared with 
streptokinase (SK) for patients of different age groups and type of myocardial infarction.

Obviously it is difficult for the analyst to consider every single cost and consequence 
of a health care programme to all members of society. Indeed, the ‘ripple effects’ of some 
programmes may be far reaching and consideration of some items may have to be ex-
cluded for practical reasons. However, it is important to recognize that in considering 
the use of the community’s scarce resources, the perspective of the providing institution 
may not include effects that are considered to be important and a broader perspective 
should also be considered, including the costs and consequences falling on other pub-
lic agencies, patients, and their families. For example, it may be that a programme is 
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preferable from a broader perspective, but not from the perspective of the providing in-
stitution. In such a case the Ministry of Health may wish to consider giving an incentive 
to the providing institution to ensure that the programme goes ahead.

The existence of different perspectives was highlighted by Byford et al. (2003) in their 
study of treatments for recurrent deliberate self-harm. Costs falling on the following 
sectors were considered: hospital services, social services, voluntary sector services, 
community accommodation, and the criminal justice system. Costs resulting from lost 
productivity, due to time off work, were also estimated. The relative costs of the two 
treatments depended on the perspective adopted. From a health care perspective, the 
relative annual costs per patient of the two programmes were fairly similar: £2395 for 
a new intervention, manual-assisted cognitive behaviour therapy, and £2502 for treat-
ment as usual. However, when a broader perspective was adopted, including all costs, 
the annual cost difference per patient was £838 higher for treatment as usual. (The chal-
lenges of adopting a broader perspective are considered further in Chapter 4.)

3.2.2 Was a comprehensive description of the competing 
alternatives given?
A full description of the competing alternatives is essential for three further reasons:
◆ Readers must be able to judge the applicability of the programmes to their own 

settings.
◆ Readers should be able to assess for themselves whether any costs or conse-

quences may have been omitted in the analysis.
◆ Readers may wish to replicate the programme or procedures being described.

Therefore, readers should be provided with information allowing an identification of costs 
(who does what to whom, where, and how often?) and consequences (what are the results?).

Other relevant alternatives, within a given treatment or programme, could include 
intensity (i.e. dosage) and length of treatment. For example, Sculpher et al. (2000) com-
pared low and high doses of an angiotensin-converting enzyme inhibitor in patients 
with chronic heart failure. Finally, the alternatives could consist of various sequences of 
care or clinical care pathways. In such cases, the main issue may not be whether or not 
a particular treatment should be used, but to determine its appropriate position in the 
treatment sequence or strategy. Sometimes the main issue may be to determine the cir-
cumstances under which a given treatment should be discontinued, perhaps because of 
lack of response. (This issue is discussed in more detail in Chapter 9 on modelling, since 
many of the decision-analytic models used in economic evaluation involve comparing 
alternative treatment strategies, as opposed to individual treatments or technologies.)

An important contribution of economic analysis is to minimize the risk of important 
relevant alternatives being excluded from consideration. Therefore the analyst should 
consider (1) whether a ‘do nothing’ alternative is a feasible option and (2) whether the 
formulation of the decision problem is being unduly constrained by the existing ef-
fectiveness evidence base or by the professional or managerial responsibilities of the 
person commissioning the study. In principle, all relevant alternatives should be con-
sidered, as comparing with an inappropriate alternative can be misleading, especially 
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if the new therapy is compared with one which itself is not cost-effective. If it is only 
possible to consider one alternative, this should be the treatment strategy that best rep-
resents current practice in the jurisdiction concerned.

3.2.3 Was the effectiveness of the programmes  
or services established?
An important component of an economic evaluation is the assessment of the effect-
iveness of the alternative interventions. Therefore, some indication of the validation 
of effectiveness should be given. Thus, economic evaluations using decision-analytic 
modelling typically take estimates of treatment effect from previously conducted ran-
domized clinical trials and in such cases the source(s) of the effectiveness data should 
be documented. It is also possible that the economic evaluation may have been con-
ducted simultaneously with the evaluation of efficacy or effectiveness. In such cases it 
will be necessary either to describe the methods of the clinical study concerned, or to 
provide a reference. Note that economic evaluations, by themselves, are incapable of 
establishing effectiveness. Precedent or simultaneous evidence of effectiveness is re-
quired. Those wishing to know more about the methods of establishing whether a ther-
apy does more good than harm should consult Guyatt et al. (2008).

Evidence on effectiveness may come from a single study, especially when the eco-
nomic evaluation is carried out alongside a clinical study. Alternatively, it can come 
from a systematic overview of several clinical studies. In the former case it is important 
to consider whether the estimate of treatment effect from that particular trial is repre-
sentative of the whole body of evidence for the treatments concerned (see Chapter 8). 
In the latter case it is important that the reasons for inclusion or exclusion of studies 
from the overview are given, so that the reader can assess whether or not a biased subset 
of the available clinical evidence has been used. For more details of the methodology of 
systematic reviews see Centre for Reviews and Dissemination (2009) and for guidance 
on how they should be reported see Moher et al. (2009). (The synthesis of data for use 
in economic evaluation is discussed in Chapter 10.)

3.2.4 Were all the important and relevant costs  
and consequences for each alternative identified?
Even though it may not be possible or necessary to measure and value all of the costs and 
consequences of the alternatives under comparison, a full identification of the import-
ant and relevant ones should be provided. The combination of information contained 
in the statement of perspective and the programme description should allow judge-
ment of what specific costs and consequences or outcomes it is appropriate to include 
in the analysis. For example, if the perspective being adopted was that of the health care 
system, costs falling on patients or their carers would be excluded. Also, costs or conse-
quences that are identical for the options under consideration could be excluded, since 
they would not enter into the calculation of the difference in costs or consequences; for 
example, the costs of establishing a diagnosis of the condition concerned. An overview 
of the categories of costs and consequences that are potentially relevant to an economic 
evaluation of health services and programmes is given in Figure 3.1. Four categories of 
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cost are identified. The health care resources consumed consist of the costs of organiz-
ing and operating the programme, including dealing with the adverse events caused by 
the programme. The identification of these costs often amounts to listing the ingredients 
of the programme—both variable costs (such as the time of health professionals or sup-
plies) and fixed or overhead costs (such as light, heat, rent, or capital costs). The ways of 
measuring and valuing these items are discussed in more detail in Chapter 7.

The patient and family resources consumed include any out-of-pocket expenses in-
curred by patients or family members as well as the value of any resources that they 
contribute to the treatment process. When patients or family members lose time from 
work while seeking treatment or participating in a health care programme there could 
be associated productivity losses. (The measurement and valuation of these is also dis-
cussed in Chapter 7.)

A fourth category, resources consumed in other sectors, also warrants mention. Some 
programmes, such as those for the care of the elderly, consume resources from other 
public agencies or the voluntary sector. Occasionally it may also be the case that the op-
eration of a health service or programme changes the resource use in the broader econ-
omy. Examples of situations where these factors may be important are the following:
◆ An occupational health and safety programme (perhaps legislated by govern-

ment) that changes the production process in an automobile manufacturing plant, 
thereby using up more resources, perhaps in a more labour-intensive way. These 
costs are passed on in the increased price of cars and are borne by the purchasers 
of cars, who are likely not the workers for whom the programme was initiated.

◆ A road speed limit policy for trucks, which reduces morbidity and mortality due 
to accidents, but increases the price of, for example, fruit which now takes longer 
to arrive (i.e. a higher wage bill for the truck driver).

In principle, these factors should be considered in an economic evaluation adopting a 
broad perspective, especially in the evaluation of public health interventions (Weath-
erly et al. 2009). However, for many health care programmes, differences between the 
options being compared may be small and in practice few economic analyses take them 
into account, especially as most of these analyses are undertaken from the perspective 
of the health care system, or the payer.

Three categories of consequences of health services or programmes are also shown 
in Figure 3.1. The changes in health state relate to changes in the physical, social, or 
emotional functioning of individuals. In principle, such changes can be measured ob-
jectively, and refer only to an individual’s ability to function and not to the significance, 
preference, or value attached to this ability by the individual, or by others. However, as 
indicated in Figure 3.1 and discussed in Chapters 5 and 6, values can be attached either 
by health state preference scores or by estimating individuals’ willingness to pay.

In addition, other value may be created by the programme (e.g. increased conveni-
ence to patients) and resources may be freed. For example, a vaccination programme 
may free resources if fewer individuals contract the disease and thus require treatment.

As mentioned in Chapter 2, many of the health effects can be captured in a generic 
measure of health outcome. But given the wide range of costs and consequences in-
dicated above, it may be unrealistic to expect all relevant items to be measured and 
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valued in the analysis, due to their small size or influence relative to the effort required 
to measure or value them accurately; however, it is helpful to users for them to be iden-
tified. It is particularly important that the outcomes of interest be identified clearly 
enough for a reader to judge the appropriateness of the type (or types) of economic 
evaluation chosen; that is, it should be apparent:
◆ whether a single outcome is of primary interest as opposed to a set of outcomes
◆ whether the outcomes are common to both alternatives under comparison
◆ to what degree each programme is successful in achieving each outcome of 

interest.
Similarly, it is important to know whether the consequences of primary interest are 
the therapeutic effects themselves, the change in the health-related quality of life of 
patients and their families, or the overall value created. Primarily this is determined by 
the audience(s) for the study and their objectives.

3.2.5 Were costs and consequences measured accurately 
in appropriate physical units prior to valuation?
While identification, measurement, and valuation often occur simultaneously in ana-
lyses, it is a good practice for users of evaluation results to view each as a separate phase of 
analysis. Once the important and relevant costs and consequences have been identified, 
they must be measured in appropriate physical and natural units. For example, measure-
ment of the operating costs of a particular screening programme may yield a partial list of 
‘ingredients’ such as 500 physical examinations performed by physicians, 10 weeks of sal-
aried nursing time, 10 weeks of a 100-square-metre clinic, 20 hours of medical research 
librarian time from an adjoining hospital, and so on. Similarly, costs borne by patients 
may be measured, for instance, by the amount of medication purchased, the number of 
times travel was required for treatment, or the time lost from work while being treated.

Notice that situations in which resources are jointly used by one or more pro-
grammes present a particular challenge to accurate measurement. How much resource 
use should be allocated to each programme? And on what basis? A common example 
of this is found in every hospital, where numerous clinical services and programmes 
share common overhead services provided centrally (e.g. electric power, cleaning, and 
administration). In general, there is no non-arbitrary solution to this measurement 
problem; however, users of results should satisfy themselves that reasonable criteria 
(square metres of floor space, number of employees, number of cases, and so on) have 
been used to distribute the common costs. Users should definitely ascertain that such 
shared costs have in fact been allocated to participating services or programmes, as this 
is a common omission in evaluations! Clinical service directors often argue that small 
changes in the size of their programmes (up or down) do not affect the consumption 
of central services. Sometimes it is even argued that overhead costs are unaffected by 
the service itself. However, though this argument may be intuitively appealing from the 
viewpoint of a particular programme or service director, the extension of this method 
to each service in the hospital would imply that the totality of services could be oper-
ated without light, heat, power, and secretaries! (The allocation of overhead costs is 
discussed further in Chapter 7.)
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With respect to the measurement of consequences, if the identification of outcomes 
of interest has been clearly performed, then selection of appropriate units of meas-
urement for programme effects should be relatively straightforward. For example, ef-
fects might relate to mortality and be measured in life-years gained or deaths averted; 
they might relate to morbidity and be measured in reductions in disability days or 
improvements on some index of health status measuring physical, social, or emotional 
functioning; they may be even more specific, depending on the alternatives under con-
sideration. Thus, percentage increase in weight-bearing ability may be an appropriate 
natural measurement unit for an evaluation of a physiotherapy programme, while the 
number of correctly diagnosed cases may be appropriate for a comparison of venog-
raphy with leg scanning in the diagnosis of deep vein thrombosis.

In some cases the measurement of consequences will be based directly on the clinical 
evidence used in the economic evaluation. For example, the evaluation may use data 
from clinical trials estimating the number of cases detected or life-years gained. How-
ever, it is much more common for trials to estimate the number of patients surviving at 
the end of a follow-up period (e.g. 1 year), or the progression of disease over a fixed pe-
riod of time. The choice of time horizon is an important methodological consideration 
in economic evaluations. It should be long enough to capture the major health and 
economic consequences, both intended effects and unintended side effects. Thus, for 
the majority of economic evaluations the relevant time horizon is the patient’s lifetime.

The measurement of consequences for the economic evaluation may therefore require 
extrapolation of effectiveness over time. This is particularly true where the alternative 
interventions have mortality effects, where it is necessary to measure the consequences 
in terms of life-years or quality-adjusted life-years (QALYs) gained. Extrapolation of ef-
fects beyond the end of the trial requires additional data (from long-term observational 
studies) and may also require several assumptions, such as the likely progression of 
disease in patients who discontinue therapy. There may be no unambiguously right way 
to make such extrapolations, but at least the methods used should be transparent and 
justified, with the uncertainty in the estimates characterized (see Chapter 8). Extrapo-
lation is a central feature of economic evaluations using a decision-analytic modelling 
approach and is discussed in more detail in Chapter 9.

Changes in quality of life are usually measured using some type of scale. The scales can 
either be disease (or condition)-specific or generic, covering a broad range of dimen-
sions of health-related quality of life. Most scales have several dimensions along which 
measurements of changes can be made. In addition, some of the scales have an associated 
algorithm that can be used to generate an overall score, or measurement of the change 
in health-related quality of life. The use of quality of life scales is discussed in Chapter 5.

3.2.6 Were costs and consequences valued credibly?
The sources and methods of valuation of costs and consequences should be clearly 
stated in an economic evaluation. Costs are normally valued in units of local currency, 
based on prevailing prices of, for example, personnel, commodities, and services, and 
can often be taken directly from programme budgets. All current and future pro-
gramme costs are normally valued in constant dollars of some base year (usually the 
present), in order to remove the effects of inflation from the analysis.
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It should be remembered that the objective in valuing costs is to obtain an estimate 
of the worth of resources depleted by the programme. This may necessitate adjustments 
to some apparent programme costs (e.g. the case of subsidized services or volunteer 
labour received by one programme instead of another). In addition, valuation of the 
cost of a day of institutional care for a specific condition is particularly troublesome in 
that the use of an average cost per day (the widely quoted per diem), calculated on the 
basis of the institution’s entire annual caseload, is almost certainly an overestimate or 
underestimate of the actual cost for any specific condition, sometimes by quite a large 
amount.

In principle and (with great effort) in practice, it is possible to identify, measure, and 
value each depleted resource (e.g. drugs, nursing time, light, food, and so on) in treating 
a specific patient or group of patients. While this may yield a relatively accurate cost es-
timate, the detailed monitoring and data collection are usually prohibitively expensive. 
The other broad alternative costing strategy is to start with the institution’s total costs 
for a particular period and then to improve upon the method of simply dividing by the 
total patient-days to produce an average cost per day. Quite sophisticated methods of 
cost allocation to individual hospital departments or wards have been developed. An 
intermediate method involves acceptance of the components of the general per diem 
relating to hotel costs (as these are relatively invariant across patients) combined with 
more precise calculation of the medical treatment costs associated with the specific pa-
tients in question. Of course, the effort devoted to accurate per diem estimates depends 
upon their overall importance in the study; however, unthinking use of per diems or 
average costs should be guarded against. (This is discussed further in Chapter 7.)

Usually, the costing methods employed in a given study are influenced by the local 
availability of financial data. For example, many countries now have available casemix-
related costs for episodes of care in hospital; for example, costs by diagnosis-related 
groups (DRGs). These can be reasonable approximations for the costs of treating dif-
ferent categories of patient.

The choice of study perspective can also affect the costing method. For example, if a 
payer perspective is adopted, the most relevant cost estimates are the amounts actually paid 
from the payer’s budget. On the other hand, if the aim is to adopt a broad ‘societal’ perspec-
tive, when following a ‘welfarist’ approach to economic evaluation, not only will a broad 
range of costs be included, but the estimates based on market values should be adjusted to 
reflect any market distortions. This is almost never done in practice (see Chapter 2).

In the estimation of health state preference values, we are basically attempting to as-
certain how much better the quality of life is in one health situation or ‘state’ compared 
with another (e.g. dialysis at home with help from a spouse or friend versus dialysis in 
hospital). Several techniques are available for making the comparison; the important 
thing to note is that each will produce an adjustment factor with which to increase or 
decrease the value of time spent in health situations or ‘states’, resulting from the alter-
native in question relative to some baseline. The results of these analyses are usually ex-
pressed in healthy years or QALYs gained, as a result of the programmes being evaluated.

Many economic evaluations incorporate one of the generic preference-based health 
measures, such as the EuroQoL EQ-5D (EuroQoL Group 1990), the SF-6D (Brazier 
et al. 2002), or the Health Utilities Index (Feeny et al. 1995). These measures employ a 
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questionnaire administered to patients in the study, to classify them into one of a pre-
determined set of health states. The health state preference values, or utilities, are then 
available from a scoring formula (or tariff) that accompanies the measure. Typically the 
source of values is the general public.

There are many unresolved issues in the measurement of preferences in health, 
which readers of economic evaluations should note. Users of such analyses will prob-
ably want to know, at minimum, whose preferences were used to construct the adjust-
ment  factor—the patient’s, the provider’s, the general public’s, or the decision-maker’s? 
If patients’ preferences have not been employed, we may want to assure ourselves fur-
ther that the persons whose preferences did count clearly understood the characteris-
tics of the health state, either through personal experience or through a description of 
the state presented to them. These issues are taken up in Chapter 5.

There are now several approaches for valuing the various attributes of health care 
programmes, either relative to one another or in money terms. Many of the same issues 
arise when estimating willingness to pay, either for a change in health state or for the 
overall impact of the programme in question. These issues are taken up in Chapter 6.

One of the important consequences of health care programmes is the creation of 
healthy time. The valuation of this item poses difficulties. Indeed, its categorization, 
under changes in health state or patient and family resources freed, is uncertain. The 
reasons for this are as follows:
◆ The value of healthy time can manifest itself in a number of ways. First, living in 

a better health state has a value to the individual in its own right (e.g. less pain, 
better health-related quality of life). Secondly, healthy time can be used in leisure. 
Thirdly, healthy time can be used for work, which generates income for the indi-
vidual and productive output for society.

◆ In some economic evaluations, where the measurement of the effects (E) is purely 
in clinical terms such as ‘disability days avoided’, this does not capture the value of 
healthy time. Therefore, if it is to be included it would have to be estimated sepa-
rately, as an element of the patient and family resources freed (see Figure 3.1). In 
an economic evaluation where we are attempting to value the consequences of the 
programme, we might expect that the value of living in a better health state is cap-
tured in the health state preference value (U), or the willingness to pay (W). The 
value of healthy time in leisure is probably also captured in U or W, as it is closely 
linked with improved health-related quality of life.

◆ Whether or not the value of using healthy time for work is also included in U or 
W probably depends on how the scenario (used for valuation) is written. It may 
be possible, for example, to ask individuals to imagine that their income would 
not be affected by their health state, as this is covered by unemployment insur-
ance. In such a case, an analyst undertaking an evaluation from a broad perspec-
tive may wish to include a separate estimate of productivity gains to society if a 
person’s health state is improved. If so, it would be important to ensure that the 
person did not include this in their own valuation, so as to avoid double counting.

Of course, healthy time can also be consumed by a programme if it requires the indi-
vidual to spend time seeking or undergoing treatment, perhaps in hospital. Therefore, 
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in an economic evaluation undertaken from a broad perspective, the value of healthy 
time lost would have to be estimated separately.

In an economic evaluation attempting to value the benefits of the programme, the 
way forward would again depend on how the health state scenario is described. If the 
description contained elements of the process of undergoing care (e.g. ‘you will be ad-
mitted to hospital for 7 days for treatment’), this may be reflected in the value of U 
or W. Otherwise, the value of healthy time lost in therapy may have to be estimated 
separately.

Therefore, the assembly of components (building blocks) in the analysis is partly de-
pendent on how they are measured and valued. In conducting an economic evaluation 
from a broad perspective, it is important to avoid both zero counting and double count-
ing. Of course, the estimation of global willingness to pay (W′) avoids the problem of 
categorizing the value of healthy time, either as a component of the change in health 
state or as a component of patient and family resources freed. Rather, the challenge of 
this approach is to ensure that individuals appreciate all the elements of value created 
and resources consumed by a health care programme, so that this is reflected in their 
valuation (W′).

Finally, as mentioned in Chapter  2, it should be remembered that the relevance 
of the various elements of value will depend on the approach being adopted by the 
 decision-maker. Those decision-makers adopting an extra-welfarist approach will pre-
fer to value only the improvements in health.

3.2.7 Were costs and consequences adjusted  
for differential timing?
Because comparison of programmes or services must be made at one point in time (usu-
ally the present), the timing of programme costs and consequences that do not occur 
entirely in the present must be taken into account. Different programmes may have dif-
ferent time profiles of costs and consequences. For example, the primary benefits of an 
influenza immunization programme are immediate while those of hypertension screen-
ing occur well into the future. The time profile of costs and consequences may also differ 
within a single programme; for example, although the benefits of a hypertension screen-
ing programme will occur mostly in the future, the costs are incurred in the present.

Therefore, future cost and benefit streams are reduced or ‘discounted’ to reflect the 
fact that the amounts spent or saved in the future should not weigh as heavily in pro-
gramme decisions as those spent or saved today. This is primarily due to the existence 
of time preference. That is, individually and as a society we prefer to have money or 
resources now, as opposed to later, because we can benefit from them in the interim. 
This is evidenced by the existence of interest rates (as well as the popular wisdom about 
‘a bird in the hand’). This means that health care resources committed today could be 
invested with a positive rate of return, generating yet more resources to secure more 
health in the future. Moreover, because time preference is not exclusively a financial 
concept, discounting of consequences should also be considered in economic evalu-
ations. The concept of discounting and the determination of the discount rate are dis-
cussed in Chapter 4. The mechanics of discounting are discussed in Chapter 7.
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3.2.8 Was an incremental analysis of costs and consequences  
of alternatives performed?
For meaningful comparison, it is necessary to examine the additional costs that one 
service or programme imposes over another, compared with the additional effects, 
benefits, or utilities it delivers. This incremental approach to analysis of costs and con-
sequences can be illustrated by reference to adjuvant chemotherapy for early breast 
cancer (Campbell et al. 2011). The risk of recurrence following surgery is reduced by 
chemotherapy, but increasingly effective regimens are associated with higher costs 
and toxicity profiles. To investigate this, the analysts undertook a cost-effectiveness 
study of four treatment strategies: (1) no chemotherapy; (2) chemotherapy using cyclo-
phosphamide, methotrexate, and fluorouracil (CMF) (a first-generation regimen); (3) 
chemotherapy using epirubicin-CMF (E-CMF) or fluorouracil, epirubicin, and cyclo-
phosphamide (FEC60) (second-generation regimens); and (4) chemotherapy with 
FEC60 followed by doxetaxel (FEC-D) (a third-generation regimen).

Table 3.1 shows the costs and consequences (in terms of QALYs) of the four treatment 
strategies. Although one might be tempted to compare the simple ratios of costs to out-
comes for the four alternatives, the correct comparison is the one of incremental costs 
over incremental outcomes, because this tells us the extra amount we are paying to gain 
an extra QALY by moving to a more effective chemotherapy regimen. For example, using 
the figures given in Table 3.1, to switch the treatment regimen from no chemotherapy to 
E-CMF chemotherapy would result in an extra cost of £1042 (15246 − 14204) per patient 
and 1.73 (12.66 − 10.93) extra QALYs, an incremental cost- effectiveness ratio (ICER) of 
£602 per QALY (£1042/1.73). Alternatively, if the current regimen were E-CMF, to switch 
from this to FEC-D would have an ICER of £14005 (i.e. (18327 − 15246)/(12.88 − 12.66)). 

Table 3.1 Economic evaluation of alternative treatment strategies for early breast cancer: 
expected discounted lifetime costs (2009 GBP) and QALYs for each of the four treatment 
strategies modelled based on the reference case cohorta

No 
chemotherapy

CMF 
chemotherapy

E-CMF/FEC60 
chemotherapy

FEC-D 
chemotherapy

Costs

Chemotherapyb — £3113 £3691 £7111

Routine follow-upc £1087 £1220 £1245 £1264

Recurrence £13 116 £10 743 £10 310 £9 952

Total costs £14 204 £15 076 £15 246 £18 327

Total QALYs 10.93 12.35 12.66 12.88

aPatient is age 40, with one positive node and a grade 2 ER-negative tumour 3 cm in diameter.
bIncludes chemotherapy drug and toxicity costs.
cCosts incurred in disease-free health state.

Reprinted from European Journal of Cancer, Volume 47, Issue 17, H.E. Campbell et al. The cost-effectiveness 
of adjuvant chemotherapy for early breast cancer: A comparison of no chemotherapy and first, second, and 
third generation regimens for patients with differing prognoses, pp. 2517–2530, Copyright © 2011, <http://
www.sciencedirect.com/science/journal/09598049>.
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Sometimes the difference between the incremental and average cost- effectiveness ratios 
can be quite dramatic. Earlier (in Chapter 1) we pointed out that, in the case of screening 
for cancer of the colon, there was a big difference between the average cost (per case de-
tected) of a protocol of six sequential tests and the incremental cost of performing a sixth 
test, having already done five (Neuhauser and Lewicki 1975).

The same principle can be illustrated graphically on a four-quadrant diagram known 
as the cost-effectiveness plane (Black 1990) (see Box 3.2).

In Figure 3.2, the horizontal axis represents the difference in effect between the interven-
tion of interest (A) and the relevant alternative (O), and the vertical axis represents the 
difference in cost. The alternative (O) could be the status quo or a competing programme.

If point A is in quadrants II or IV the choice between the programmes is clear. In 
quadrant II the intervention of interest is both more effective and less costly than the 
alternative. That is, it dominates the alternative. In quadrant IV the opposite is true. 
In quadrants I and III the choice depends on the maximum cost-effectiveness ratio 
one is willing to accept. The slope of the line OA gives the cost-effectiveness ratio.
From Black, W.C., The cost-effectiveness plane: a graphic representation of cost-effectiveness, 
Medical Decision Making, Volume 10, Number 3, pp. 212–15, Copyright © 1990 by Society for 
Medical Decision Making. Reprinted by permission of SAGE Publications.

Box 3.2 The cost-effectiveness plane
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Fig. 3.2 The cost-effectiveness plane.

Adapted from Black, W.C., The cost-effectiveness plane: a graphic representation of cost- 
effectiveness, Medical Decision Making, Volume 10, Number 3, pp. 212–15, Copyright © 1990 by 
Society for Medical Decision Making. Reprinted by permission of SAGE publications.
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In practice the impact of most interventions falls in quadrant I. That is, they add 
to cost but increase effectiveness, certainly when compared with no intervention. 
Let us therefore plot the data given in Table 3.1 for no chemotherapy (assuming that 
this is our current practice) and two of the active treatment regimens, E-CMF and 
FEC-D (see Figure 3.3). Here we only show quadrant I of the cost-effectiveness plane 
and have placed our current practice at the origin on the plane. The slopes of the 
lines from the origin give the cost-effectiveness ratios for the two active treatment 
regimens as compared with no chemotherapy, which are £602 and £2114 per QALY 
gained for E-CMF and FEC-D respectively. However, if the decision is whether to 
give the patient E-CMF, or the more expensive FEC-D, the relevant ratio to consider 
is the ICER between the two (£14 005 per QALY), the slope of the line joining the two 
points, since this tells us the cost of the extra QALYs we would ‘buy’ by opting for the 
more expensive therapy.

The interpretation of ICERs is discussed further in Chapter 4. Determining whether 
a given programme is ‘cost-effective’ in a given jurisdiction normally relies on reference 
to a local standard, or ‘threshold’ of the maximum acceptable level of cost-effectiveness. 
For example, in the United Kingdom, the National Institute for Health and Care Excel-
lence (NICE) currently applies a threshold range of £20 000–30 000 per QALY when 
issuing guidance on the use of health technologies in the UK National Health Service 
(Rawlins and Culyer 2004). This is intended to reflect the opportunity cost of the re-
sources, in terms of the health gains produced by the treatments or programmes that 
would be displaced if the new treatment was adopted.

In jurisdictions where there is no announced threshold, analysts often judge whether 
or not a given treatment is cost-effective by comparing its ICER with those of other, al-
ready funded, interventions in the jurisdiction concerned. This, of course, assumes that 
the decisions to fund these existing interventions were made appropriately. Also, the 
World Health Organization has suggested a threshold range, of between 1 and 3 times 
GDP per capita (Tan-Torres Edejer et al. 2003; WHO 2014).
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3.2.9 Was uncertainty in the estimates of costs  
and consequences adequately characterized?
Every evaluation will contain some degree of uncertainty, imprecision, or methodo-
logical controversy. What if the compliance rate for influenza vaccination was 10% 
higher than considered for the analysis? What if the per diem hospital cost understated 
the true resource cost of a treatment programme by $100? What if a discount rate of 6% 
per annum was used instead of 3%? Or what if productivity changes had been excluded 
from the analysis? Users of economic evaluations will often ask these and similar ques-
tions; therefore, careful analysts will identify critical methodological assumptions or 
areas of uncertainty.

Briggs et al. (2012) distinguish among several different types or sources of uncer-
tainty, relating to the data used in the analysis or the main methodological assumptions 
(see Table 3.2). The methods for handling uncertainty differ according to its source 
and the type of economic evaluation being performed. For example, in an economic 
evaluation conducted concurrently with a clinical trial, data (say) on length of hos-
pital stay will be stochastic (i.e. have a mean and variance). Therefore in the analysis 
of patient-level data it is possible to conduct statistical analyses (see Chapter 8). In the 
case of studies employing decision-analytic modelling, data on key model parameters 
are drawn from a number of sources. Here the approach for dealing with parameter 
uncertainty is called sensitivity analysis, where the various parameters in the model 
are varied in order to assess how this impacts upon study results. Sensitivity analysis is 
also used to handle other types of uncertainty, such as that relating to methodological 
assumptions. (This is discussed further in Chapter 11.)

Sensitivity analysis is an important feature of economic evaluations and study results 
can be sensitive to the values taken by key parameters. In a review of economic evalu-
ations, Schackman et al. (2004) found that quantitatively important changes in results 

Table 3.2 Uncertainty: concepts and terminology

Preferred term Concept Other terms sometimes employed

Stochastic 
uncertainty

Random variability in outcomes 
between identical patients

Variability
Monte Carlo error
First-order uncertainty

Parameter
uncertainty

The uncertainty in estimation of  
the parameter of interest

Second-order uncertainty

Heterogeneity The variability between patients 
that can be attributed to
characteristics of those patients

Variability
Observed or explained heterogeneity

Structural 
uncertainty

The assumptions inherent in the 
decision model

Model uncertainty

Adapted with permission from Value in Health, Volume 15, Issue 6, Briggs, A.H. et al., Model parameter es-
timation and uncertainty: a report of the ISPOR-SMDM Modeling Good Practices Task Force-6, pp. 835–842, 
Copyright © 2012, International Society for Pharmacoeconomics and Outcomes Research (ISPOR). Published 
by Elsevier Inc. <http://www.sciencedirect.com/science/journal/10983015>.
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were obtained in 31% of sensitivity analyses of health-related quality of life estimates, 
20% of those of cost estimates, and 15% of those using different discount rates. In judg-
ing the quality of a sensitivity analysis conducted in an economic evaluation, readers 
should consider (1) how the uncertain parameters were identified, (2) how the plaus-
ible ranges for the parameters were specified, and (3) whether an appropriate form of 
sensitivity analysis was used.
1 Identifying the uncertain parameters. It is difficult to specify firm guidelines for this 

step, beyond the fact that, in principle, all parameters in the analysis are potential 
candidates for sensitivity analysis. One approach might be for the analyst to give 
the reasons why particular variables had not been included. Possible reasons for 
exclusion could be that parameter estimates are known with absolute certainty (e.g. 
the unit cost of a resource in a given location), or that they represent policy choices 
(e.g. the discount rate).

2 Specifying the level of uncertainty. A frequent weakness in published economic 
evaluations is that, while they include a sensitivity analysis, the reasons for speci-
fying the plausible ranges for the variables are not given. Frequently estimates are 
doubled or halved with no justification. When judging published studies the user 
should assess the justification given for plausible ranges or distributions assigned, 
in conjunction with the statements authors make about their analyses. Sometimes 
the author’s conclusion is that the result is very robust, although the ranges chosen 
for varying key estimates are unjustifiably small. The moral appears to be that if 
you do not shake your study too hard it is unlikely to fall apart!

3 Deciding on the form of sensitivity analysis. In the past, the most common form of 
sensitivity analysis was to undertake a one-way analysis. Here estimates for each 
parameter are varied one at a time in order to investigate the impact on study re-
sults. A common way to present the results of a one-way analysis is in a ‘tornado 
diagram’. The impact that variation in each parameter has on the study result is 
shown by the width of the respective band. These diagrams are normally arranged 
so that the parameter in which variation has the biggest impact on the study re-
sult is at the top (see Chapter 11). Although one-way sensitivity analysis is one of 
the most common forms of sensitivity analysis in the literature, it is not now re-
garded as a comprehensive approach for handling parameter uncertainty, because 
the overall uncertainty in the cost-effectiveness ratio depends on the combined 
variability in several parameters. A variant of one-way sensitivity analysis is to 
undertake a threshold analysis. Here the critical value(s) of a parameter or param-
eters central to the decision are identified. For example, a decision-maker might 
specify an increase in cost, or an ICER, above which the programme would not 
be acceptable. Then the analyst could assess which combinations of parameter 
estimates could cause the threshold to be exceeded. Alternatively, the threshold 
values for key parameters that would cause the programme to be too costly or not 
cost- effective could be defined. The decision-makers could then make a judge-
ment about whether particular thresholds were likely to be breached or not (see 
Box 3.3).

A more sophisticated approach is to undertake a multiway analysis. This recognizes 
that more than one parameter is uncertain and that each could vary within its specified 
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The newer hip prostheses are more expensive than the existing, well-established 
ones. However, they may offer several advantages, one of which is a lower rate of 
revision (i.e. reoperation) due to failure of the prosthesis. Although new prostheses 
may require fewer revisions, this reduction is not known with certainty. Therefore, 
in their economic evaluation, Briggs et al. (1998) conducted a two-way threshold 
analysis, on price and revision rate. This is shown in Figure 3.4.

The interpretation is as follows. If, as a decision-maker, your requirement was 
neutrality in overall treatment costs, a prosthesis cost of 150% (of the cost of existing 
prostheses) would be justified if the reduction in the revision rate was round 35%. 
If, on the other hand, you also valued the increased benefits, in QALYs, that new 
prostheses may confer (in improved quality of life or reduced mortality from the 
reoperations), a prosthesis cost of around 230% (of existing prostheses) would be 
justified at a willingness-to-pay threshold of £10 000 per QALY.

Box 3.3 Cost-effectiveness of hip prostheses:  
a two-way threshold analysis
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From Andrew Briggs et al., The costs and benefits of primary total hip replacement: how likely are 
new prostheses to be cost-effective? International Journal of Technology Assessment in Health Care, 
Volume 14, Issue 4, pp. 743–61, Copyright © Cambridge University Press 1998, reproduced with 
permission.

range. Overall, this approach is more realistic but, unless there are only a few uncertain 
parameters, the number of potential combinations becomes very large.

Another approach is to use scenario analysis. Here a series of scenarios is constructed 
representing a subset of the potential multiway analyses. Typically, the scenarios will 
include a base case (best guess) scenario and the most optimistic (best case) and most 
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pessimistic (worst case) scenarios. Alternatively, they may include scenarios that the 
analyst or user of the study feel could probably apply. Scenario analysis is often used 
to explore the impact of structural assumptions in a decision-analytic model (see 
Chapter 9).

However, a limitation of multiway and threshold analyses is that they become im-
possible to undertake if there are more than a few parameters of interest. A final form 
of sensitivity analysis, probabilistic sensitivity analysis, is now becoming widely used in 
economic evaluations. Here probability distributions are applied to the specified ranges 
for the key parameters and samples drawn at random from these distributions to gen-
erate empirical distributions of the costs and consequences.

The main advantage of this approach is that it is possible to characterize the com-
bined effect of all parameter uncertainty in the analysis and report on their implications 
for a decision based on mean costs and consequences. It also provides a foundation 
for assessing the value of additional information, the type of evidence that might be 
required and the implications of that need for evidence might have for the decision to 
adopt the new intervention or technology. (See Chapter 11 for a full discussion of un-
certainty in economic evaluations.)

3.2.10 Did the presentation and discussion of study results 
include all issues of concern to users?
It will be clear from the foregoing discussion that the economic analyst has to make 
many methodological judgements when undertaking a study. Faced with users who 
may be mainly interested in the ‘bottom line’—for example, ‘should we buy a CT 
scanner?’—how should the analyst present the results? Decision indices such as cost- 
effectiveness and cost–benefit ratios are a useful way of summarizing study results. 
However, they should be used with care, as in interpreting them, the user may not be 
completely clear on what has gone into their construction. For example, does the esti-
mate of ‘cost’ include losses in productivity or not?

Another point raised of interest to decision-makers is that the cost-effectiveness of 
the programme may vary by subgroups of the patient population. For example, in the 
study of chemotherapy for early breast cancer discussed under in Section 3.2.8 above, 
Campbell et al. (2011) also presented ICERs for patients of different age and risk of 
recurrence. For women considered high risk for recurrence, FEC-D was the most cost-
effective treatment strategy even though it was the most expensive. This remained the 
case when patient age was increased from 40 to 60 years. However, for younger, low-
risk women, the ICER for FEC-D exceeded £70 000 per QALY and E-CMF was the 
most cost-effective strategy.

This is the issue of heterogeneity mentioned earlier. This information is useful in situ-
ations where decision-makers feel it would be acceptable to limit the use of a particular 
technology to the patient groups for which it is most cost-effective. However, these 
decisions sometimes raise other considerations, such as fairness or equity in the use of 
resources, which would need to be considered alongside cost-effectiveness.

Finally, a good study should begin to help users interpret the results in the context of 
their own particular situation. This can be done by being explicit about the perspective 
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for the analysis (an earlier point) and by indicating how particular costs and benefits 
might vary by location. For example, the costs of instituting day-care surgery may vary, 
depending on whether a purpose-built day-care unit already exists or whether wards 
have to be converted. Similarly, the benefits of day-care surgery may vary depending 
on whether, in a particular location, there is pressure on beds and whether beds will be 
closed or left empty. Obviously it is impossible for the analyst to anticipate every pos-
sibility in every location, but it is useful to explore the factors, varying from place to 
place, that might impact upon the likely cost-effectiveness of programmes.

The issue of whether the results of economic evaluations can be interpreted in, or 
‘transferred’ to, other jurisdictions has been widely discussed, since some key elements 
of data, such as unit costs (prices) and resource use (being related to clinical prac-
tice patterns) are likely to be context-specific. A good introduction to the topic can be 
found in the ISPOR Good Practices Task Force Report on Economic Data Transferabil-
ity (Drummond et al. 2009).

3.3 Reporting guidelines for economic evaluation
The presentation, interpretation, and use of economic evaluation results raise a num-
ber of practical issues. For example, can guidelines for good practice in the reporting 
of studies be developed? Can the results (e.g. cost-effectiveness ratios) from different 
studies be meaningfully compared? Can results of studies be generalized from one set-
ting, or country, to another?

There have been several attempts to develop reporting guidelines for economic 
evaluation. A recent example of such guidelines, along with references to earlier at-
tempts, is given in the report of the Consolidated Health Economic Evaluation Report-
ing Standards (CHEERS) Task Force (Husereau et al. 2013). These guidelines, which 
were developed by an approach consistent with the CONSORT methodology used to 
develop reporting standards for clinical trials (Schulz et al. 2010), cover all the main 
steps in conducting an economic evaluation, as outlined in our critical appraisal check-
list shown in Box 3.1. However, the CHEERS guidelines are more detailed and make 
several finer distinctions surrounding what should be reported in economic evalu-
ations conducted alongside a single clinical study, such as a clinical trial, as opposed to 
an economic evaluation conducted using a decision-analytic model.

Although it makes sense to be fairly prescriptive about standards for reporting, in 
order to be able to compare the results of different studies in a meaningful fashion 
one would have to be confident that the studies adopted a similar methodological ap-
proach. Therefore, some sets of guidelines for economic evaluation go beyond merely 
specifying reporting standards, to advising on preferred methods. Since there is much 
more debate about the appropriateness of different methods for economic evaluation, 
one approach to achieving some measure of standardization is to specify a ‘reference’ 
case. Then, advice can be given to analysts to present their results in a manner con-
sistent with the reference case, while also allowing them to present them (in addition) 
using alternative methods (see Box 3.4).

In those jurisdictions where there is a formal requirement for economic evaluations 
as part of the reimbursement process, it is usual (although not universal) to develop 
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The notion of a ‘reference case’ was first proposed by the Public Health Service Panel 
on Cost-Effectiveness in Health and Medicine (Gold et al. 1996). In considering the 
methodology and practice of economic evaluation in health care, the panel recog-
nized that many methodological issues were unresolved. On the other hand, they 
also recognized the need to develop a standardized approach for the conduct and 
reporting of studies, so that the results from different studies could be compared.

Therefore, the ‘reference case’ is a preferred set of methodological principles that 
should be used for the one of the analyses undertaken. Then, if the analyst prefers, 
they can also report other results, applying different methods. However, if the refer-
ence case analysis is always reported, reliable comparisons of studies can be made.

The reference case proposed by the panel embodied most of the good methodo-
logical principles of economic evaluation existing at the time. The main features 
were as follows:
1 The societal perspective should be adopted.
2 Effectiveness estimates should incorporate benefits and harms.
3 Mortality and morbidity consequences should be combined using QALYs.
4 Effectiveness estimates from best-designed and least-biased sources should 

be used.
5 Costs should include health care services, patient and caregiver time, and costs 

of non-health impacts.
6 Comparison should be made with existing practice and (if necessary) a viable 

low-cost alternative.
7 Discounting of costs and health outcomes should be undertaken at a real rate of 

3% per annum (plus 5% for comparison with existing studies).
8 One-way and multiway sensitivity analysis (for important parameters) should 

be undertaken.
9 Comparison of the ICER should be made with those for other relevant 

interventions.
The notion of a reference case now underpins several sets of methodological 

guidelines for economic evaluation.
Source: data from Gold, M.R, et al. (ed.) Cost-effectiveness in health and medicine, Oxford Univer-
sity Press, New York, USA, Copyright © 1996 Oxford University Press USA.

Box 3.4 Developing guidelines for the presentation  
of results: specifying a ‘reference case’

methods guidelines for conducting studies. See, for example, the methods guide-
lines proposed by the National Institute for Health and Care Excellence (NICE) in the 
United Kingdom (NICE 2013).These guidelines are intended both for manufacturers 
making submissions of evidence and for those that assess them. The primary purposes 
of these guidelines are both to encourage minimum methodological standards and to 
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make the various submissions more comparable. It is hoped that, taken together, these 
factors will lead to a more consistent decision-making process.

The various national guidelines vary in their level of detail and scope. However, the 
general principles behind the different sets of guidelines are very similar, although 
there are several differences in areas such as the perspective for the analysis (health 
care costs or broader), the acceptability of various types of clinical data (randomized 
controlled trials only, or including observational studies), the assessment of health gain 
(QALYs or other approaches), and the characterization of uncertainty.

The most comprehensive source of information on national methods guides for eco-
nomic evaluation is the review and classification maintained on the website of the Inter-
national Society for Pharmacoeconomics and Outcomes Research (ISPOR) (<http://
www.ispor.org/PEguidelines/index.asp>). Currently, this includes details of more than 
30 sets of guidelines and is updated as new ones are produced. Most of the guidelines in 
the classification are ‘official’ guidelines developed by decision-makers to assist reim-
bursement decisions, although some are produced by academic groups with the more 
general purpose of improving the quality of economic evaluations undertaken within a 
given jurisdiction of internationally.

In low and middle income countries, much of the use of economic evaluation to 
date has been driven by international agencies, such as the World Health Organization 
(WHO) and the World Bank, where economic evaluations have been conducted along-
side development programmes. WHO has produced its own set of methods guide-
lines that have been extensively used in regions of the world outside Europe and North 
America (Tan-Torres Edejer et al. 2003).

Since these methods guidelines are usually developed in the context of requiring 
economic evaluations as part of the process for decision-making on pricing or reim-
bursement of coverage for health technologies and programmes, they are often spe-
cific to the decision problems in the jurisdiction concerned. In a recent reference case 
that has been developed for the Bill and Melinda Gates Foundation (Bill and Melinda 
Gates Foundation 2013), the authors acknowledge that, in making proposals that are 
intended to serve the needs of economic analysts and decision-makers in several jur-
isdictions, it is possible to specify several key principles underlying a well-conducted 
economic evaluation, but that the precise methods will inevitably depend on how the 
decision problem is defined in the jurisdiction concerned. This in turn will inevitably 
depend on several broader aspects of the structure, organization, and financing of that 
jurisdiction’s health care system.

3.4 Limitations of economic evaluation techniques
Our main purpose in this chapter is to make the user of economic evaluation results more 
aware of the methodological judgements involved in undertaking an economic evaluation 
in the health care field. In Box 3.1 we have consolidated the points made in this chapter 
into a suggested checklist of questions to ask when critically assessing economic evaluation 
results. In addition, there are several other limitations of which users should be aware.

Of primary concern from a policy perspective is the fact that economic evaluations 
do not usually incorporate into the analysis the importance of the distribution of 
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costs and consequences among different patient or population groups. Yet, in some 
cases, the identity of the recipient group (e.g. the poor, the elderly, working mothers, 
or a geographically remote community) may be an important factor in assessing the 
social desirability of a service or programme. Indeed, it may be the motivation for 
the programme in the first place. Although it is sometimes suggested that differential 
weights be attached to the value of outcomes accruing to special recipient groups, 
this is not normally done within an economic evaluation. Rather, an equitable dis-
tribution of costs and consequences across socio-economic or other defined groups 
in society is viewed as a competing dimension upon which decisions are made, in 
addition to that of cost-effective deployment of resources (see Chapter 2). One pos-
sibility is to undertake an equity analysis, to complement the economic evaluation 
(Cookson et al. 2009).

A more subtle, yet important, point is that the various forms of analysis discussed 
above embody different normative judgements, as discussed in Chapter 2. For example, 
if an economic evaluation values health outcomes in terms of individuals’ willingness 
to pay, this may be constrained by ability to pay and therefore valuations are depend-
ent on the existing income distribution. On the other hand, the simple aggregation of 
QALYs in an economic evaluation implies that a QALY is being valued the same no 
matter to whom it accrues. Therefore, in reality it is difficult to divorce equity consider-
ations from the economic evaluation and analysts should be aware of this when select-
ing a particular analytic technique.

Finally, evaluation of any sort is in itself a costly activity. Bearing in mind that even 
economic evaluations should be subject to economic evaluation, it seems reasonable to 
suggest that economic evaluation techniques will prove most useful in situations where 
programme objectives require clarification, the competing alternatives are significantly 
different in nature, or large resource commitments are under consideration.

3.5 Conclusions
In this chapter, we have tried to assist users of economic evaluations in interpreting 
evaluation studies and assessing their usefulness for health care decisions, or for plan-
ning further analyses. We have identified and discussed ten questions that readers of 
economic evaluations can ask in order to critically assess a particular study; a checklist 
of these questions is given in Box 3.1.

Our intent in offering a checklist is not to create hypercritical users who will be 
satisfied only by superlative studies. It is important to realize, as emphasized at the 
outset, that for a variety of reasons it is unlikely that every study will satisfy all criteria. 
However, the use of these criteria as screening devices should help users of economic 
evaluations to identify quickly the strengths and weaknesses of studies. Moreover, in 
assessing any particular study, users should ask themselves one final question, ‘How 
does this evaluation compare with our normal basis for decision-making?’ They may 
find that the method of organizing thoughts embodied in the evaluation compares 
well with alternative approaches, even bearing in mind the possible deficiencies in 
the study.
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3.6 Critical appraisal of published articles
In this section we undertake critical appraisals of two papers. In order to understand 
better the key methodological issues in undertaking economic evaluations, you should 
obtain copies of the two studies and work through the critical appraisal checklist out-
lined in Box 3.1, answering each question as ‘yes’, ‘no’, or ‘can’t tell’.

The paper studied in Section 3.6.1, by Blomström et al. (2008), is an example of an 
economic evaluation conducted primarily alongside a single clinical study. In such 
studies, often called ‘trial-based’ studies, it is possible to use the opportunity of con-
ducting the clinical trial, or other prospective clinical study, to collect detailed data on 
resource use and to have access to the individual patient data. (The issues in conducting 
economic evaluations using individual patient data are discussed in Chapter 8.)

The paper by McKenna et al. (2010) evaluated in Section 3.6.2 is an example of a 
study conducted using a decision-analytic model. In such studies, often called ‘model-
ling studies’, the model is used as a framework for synthesizing data from a variety of 
sources. Typically, the clinical data for the model will come from a systematic review 
of all the available literature, as opposed to a single clinical study, although McKenna 
et al. found that the available clinical literature was limited to a single RCT. (The issues 
in conducting economic evaluations using decision-analytic models are discussed in 
Chapter 9.)

Although the distinction between ‘modelling’ and ‘trial-based’ studies is useful for 
explaining the key methodological issues, the differences between the two approaches 
are not often that large in practice. For example, in common with many ‘trial-based’ 
studies, the study by Blomström et al. uses a statistical model to extrapolate survival be-
yond the end of the trial, so as to estimate the QALYs gained over lifetime. On the other 
hand, ‘modelling’ studies often use individual patient data as a basis for estimating the 
key clinical parameters in the model.

Our answers to the critical appraisal questions for the two studies are given below.

3.6.1 Cost effectiveness of cardiac resynchronization therapy 
in the Nordic region: an analysis based on the CARE-HF trial 
(Blomström et al. 2008)

1. Was a well-defined question posed in an answerable form?
YES ⊠ NO □ CAN’T TELL □

The aim of the study is to investigate the cost-effectiveness of cardiac resynchronization 
therapy (CRT) in three Nordic countries (Denmark, Finland, and Sweden), using re-
sults from the CARE-HF trial alongside additional country-specific parameters (Blom-
ström et al. 2008, p.870). The authors state that they conducted a cost-effectiveness 
analysis (CEA) to evaluate the associated costs and QALYs of CRT as an addition to 
standard pharmacological treatments compared with standard treatment alone, as de-
fined by the CARE-HF trial (p.869).

The perspective taken for the analysis is not stated; however, the nature of the in-
cluded costs and effects would suggest a health care perspective as the analysis includes 
intervention, hospitalization, and cardiac day care and outpatient costs.
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2. Was a comprehensive description of the competing alternatives 
given? (i.e. can you tell who? did what? to whom? where? and how 
often?)

YES ⊠ NO □ CAN’T TELL □
Although the authors devote a section of the publication to discussing the CARE-HF 
trial (p.870), several questions are not answered about the approach used in the trial. 
The major question unanswered is where the CARE-HF trial was performed, since 
cost-effectiveness results are presented for three different countries. Secondly, few de-
tails are given on the interventions being compared. For example, what constitutes 
standard and optimized pharmacological treatments, and how is CRT performed. 
Thirdly, although the average follow-up of the CARE-HF trial is reported (29.4 months, 
p.870) and Figure 1 of the paper provides an indication of the duration of the trial, the 
duration of the trial is not explicitly stated.

No relevant alternatives appear to have been omitted from the analysis, as the trial 
is only referred to as having two treatment groups (pharmacological therapy alone or 
in combination with CRT, p.870). However, the reader should consider whether the 
trial excluded any potentially relevant alternative treatment options, which is not dis-
cussed in the publication. For example, such treatment options may include different 
definitions of pharmacological therapy, since it is unclear if such therapy is consistent 
between countries. In addition, the authors could have considered including the pos-
sibility of replacing the implant’s battery, rather than assuming only that the implant 
became non-functional. The exclusion of a ‘do nothing’ alternative from the analysis 
appears reasonable due to both its exclusion from the trial and the significant risks as-
sociated with not providing treatment for patients with heart failure; however, this is 
not discussed in the publication.

Although a significant amount of detail is excluded from the publication, several 
references are provided that can be expected to contain details of the CARE-HF trial. 
However, these are not sufficiently well referenced at suitable points of discussion to 
provide the reader with complete information.

3. Was there evidence that the programme’s effectiveness had been 
established?

YES ⊠ NO □ CAN’T TELL □
The CARE-HF randomized trial compared CRT in combination to pharmacological 
therapy with pharmacological therapy alone. The primary end point was death from 
any cause or an unplanned hospitalization for a document major cardiovascular event, 
such as worsening heart failure or myocardial infarction. The hazard ratio for the pri-
mary end point was HR 0.63; 95% CI 0.51 to 0.77 (p.870). The main secondary end 
point was death from any cause, and its HR was 0.64; 95% CI 0.48 to 0.85.

No specific discussion is made as to how representative is the CARE-HF protocol of 
the clinical practice in all three countries being analysed.

As the trial did not run for the patient’s lifetime or for the expected lifetime of the 
device, the authors extrapolate the trial results over a lifetime horizon. The authors 
are very clear on the approach to estimate the extrapolated survival of patients in each 



CRITICAL ASSESSMENT OF ECONOMIC EVALUATION 67

randomized group. They discuss their approach to separate the extrapolated survival 
curves (represented as Kaplan–Meir curves) into two (pp.870–1), one from the end of 
the trial until the end of the battery’s expected lifetime and from that point until the 
patient’s death. The authors are also clear about the base case assumptions associated 
with the survival extrapolation approach, including that the survival rate is the same for 
both groups beyond the end of the implant’s lifetime.

4. Were all the important and relevant costs and consequences 
for each alternative identified?

YES ⊠ NO □ CAN’T TELL □
The authors appear to have considered a complete set of the costs associated with each 
of the alternative treatments, and a good discussion is presented on the estimation of 
relevant costs for each of the three countries (p.871). Resource use was obtained from 
the CARE-HF trial, to which country-specific unit costs were applied. A discussion is 
also presented as to the relative merits of considering the initial implant costs either as 
an investment to be considered over its lifetime or as a one-off cost, as applied in a simi-
lar analysis taken from the UK perspective (p.875).

The consequences were expressed in terms of QALYs using the survival and the 
health-related quality of life (HRQoL) weights estimated from data collected dur-
ing the CARE-HF trial. In the CARE-HF trial, EQ-5D was collected at baseline and  
3 months and the MLWHF instrument was collected at baseline, 3 months, 18 months, 
and at the end of the trial. Therefore, the HRQoL weights at 18 months and at the end of 
the trial follow-up are estimated using a mixed model of EQ-5D and MLWHF. Patients 
are assumed to experience the HRQoL estimated for the end of the study throughout 
their lifetime (p.870).

The approach taken to HRQoL has a number of issues. First, no details are given 
on the MLWHF instrument, namely which dimensions of HRQoL it considers and 
whether it is a condition-specific or a general instrument, such as EQ-5D. Secondly, no 
details are given on the model used to map between EQ-5D and MLWHF, its appro-
priateness, and the goodness of fit of the estimates. Thirdly, the limitations of assuming 
that patients experience constant HRQoL throughout their lifetime are acknowledged 
(p.876) but this is not subjected to sensitivity analysis. Fourthly, while the CARE-HF 
trial recoded a set of primary outcomes associated with cardiovascular disease, the 
HRQoL weights associated with these do not appear to be considered in the study, 
relying only on the final overall average (a secondary outcome of the trial). While this 
may not have a significant impact on the analysis, it is an important caveat as the study 
may overlook significant differences in some of the primary outcomes between the two 
trial arms that may have large impacts on health utilities (this may have an impact on 
the cost-effectiveness decision if the distribution of primary outcomes is significantly 
different between the two arms).

In addition, it is not clear what costs or health utilities occur once the patient’s 
implant reaches the end of its battery life. There is no discussion of whether a fur-
ther surgery is required to remove/replace the battery and the associated costs and 
consequences.
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5. Were costs and consequences measured accurately in appropriate 
physical units? (e.g. hours of nursing time, number of physician visits, 
lost work-days, gained life-years)

YES ⊠ NO □ CAN’T TELL □
As mentioned above, resource use was measured in the CARE-HF trial; these were 
then applied to country-specific costs (using a range of hospital price lists, p.871).

Pharmaceutical costs were removed from the analysis because there were no signifi-
cant differences between the two trial arms in pharmaceutical consumption (p.871). 
Costs appear to have been considered from the health care provider perspective; this 
appears to be consistent with the rest of the analysis.

No discussion is made to the role of joint resource use, e.g. operating theatres or spe-
cialist surgeons. This is likely to be a significant cost consideration, as the alternative of 
pharmacological treatment alone requires no such costs.

As mentioned in the previous question, the initial device implantation costs are 
treated as an annuity. The reader should be aware that considering the costing of the 
hospitalization and procedural costs associated with the implant as an investment 
spread over the lifetime of the implant may not be consistent with the approach of the 
health care provider.

6. Were costs and consequences valued credibly?
YES ⊠ NO □ CAN’T TELL □

The majority of the consequences appear to be valued credibly, coming from the 
CARE-HF trial; however, there is a lack of clarity about how health utility data was col-
lected. It is reported that a mix of MLWHF and EuroQol EQ-5D was used to determine 
health utility (p.870); however, no details are provided about how these instruments 
were used, the completeness of response rates, or the mixed model used to combine the 
results of the two instruments.

The costs included in the annual total for each arm are provided in Table 1 of the pub-
lication. They are based on values extracted from hospital price lists, and appear to have 
been suitable selected. However, it is unclear if there is consistency in the definition of 
these unit costs. It should be identified that, for example, Sweden’s cost associated with 
heart transplants may be significantly higher than that in Denmark or Finland (€109 
151 compared to €67 955 and €51 216 respectively) due to a better level of care being 
provided, having impacts on health utility, or a difference in the definition of what is 
included in the DRG.

7. Were costs and consequences adjusted for differential timing?
YES ⊠  NO □  CAN’T TELL □

Both costs and health effects were discounted at a rate of 3% (p.871). This is justified 
with reference to previous publications and is subject to scenario analysis (both varied 
from 0% to 5%).

8. Was an incremental analysis of costs and consequences 
of alternatives performed?

YES ⊠ NO □ CAN’T TELL □
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In addition to a net monetary benefit analysis for the within trial analysis (see Table 3 
of the paper) incremental analysis was performed for both within trial and for the main 
extrapolation analysis (Table 3 and Table 2 respectively). Results are presented for the 
median incremental cost per QALY and cost per life year gained as well as at the 95% 
confidence intervals. The reader should be aware that the use of confidence intervals to 
represent uncertainty in the ICERs can be misleading and that an alternative approach 
such as the estimation of the probability of cost-effectiveness for all alternative com-
parators may be more accurate and informative, as presented in Figure 2.

9. Was uncertainty in the estimates of costs and consequences 
adequately characterized?

YES ⊠ NO □ CAN’T TELL □
In addition to the reporting of 95% confidence interval results for the analysis results 
(see previous answer), several sensitivity analyses were conducted for both the within-
trial analysis and the extrapolated main analysis. These were as follows (one-way ana-
lyses unless stated):
◆ Uncertainty in the cost-effectiveness threshold was considered through the pro-

duction of a cost-effectiveness acceptability curve (see Figure 2 of the paper).
◆ The impact of the assumptions around the average additional lifetime at the end 

of the follow-up period was tested by implementing a range of different survival 
curves for the two groups as well as assuming the same survival curve for both.

◆ Uncertainty in the discount rate was considered by varying the applied discount 
rates together from 0% (undiscounted) to 5%. In addition, a two-way sensitivity 
analysis was conducted by setting the discount rate associated with the health 
effects to 0%, while keeping the discount rate for costs at 3%. The inclusion of dis-
count rates in the analysis is unclear as it represents a policy decision made by the 
health care provider rather than a parameter in the analysis.

◆ The assumption around differences in survival between the CRT group and the 
control group was tested by assuming the same mortality rate at the end of follow-
up (both truncated and not at 6 years after follow-up), and assuming differences 
in mortality rate persisted after follow-up.

◆ Uncertainty around device lifetime was also tested by varying the lifetime to 5 or 
7 years (this was only conducted on the within-trial analysis).

It is unclear what the decision rule for choosing which parameters were judged to be 
critical for the cost-effectiveness result in the main analysis as is stated on p.872, or how 
the respective scenarios were selected.

Results for these sensitivity analyses are produced in Table 4 of the paper. The results 
of the analysis were relatively insensitive to many of the scenarios; however, varying the 
survival assumptions after the end of follow-up had a larger impact on results for all 
three countries. The authors observe that in no cases did the sensitivity analyses force 
the ICER values beyond what could be considered cost-effective (p.874). However, the 
authors noted that the results of the analysis are highly sensitive to the longevity of the 
device, as shown in their Table 4.
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10. Did the presentation and discussion of study results include all 
issues of concern to users?

YES □ NO □ CAN’T TELL ⊠
The authors produce an extensive discussion of the results of the analysis as well as of 
the structural approach adopted (pp.874–6). Areas of discussion include the ration-
ale for using an extended analysis (p.874), comparison to previous studies (p.875), a 
consideration of the role of the appropriate cost-effectiveness threshold to the analysis 
(p.875), and a brief discussion on the limitations of the study (p.876) including the ex-
trapolation of survival from the clinical trial, the use of the ‘last value carried forward’ 
approach to health utility values from the trial, and the potential for bias in the exclu-
sion of pharmaceutical costs. Although differences in pharmaceutical costs were not 
observed during the trial, as patients age and experience different risks of cardiovascu-
lar events it is likely that pharmaceutical costs could differ by intervention. Therefore, 
excluding pharmaceutical costs could make CRT appear less cost-effective.

However, throughout the publication a significant set of limitations is evident that result 
from the scale of the analysis attempted. In attempting to conclude a cost-effectiveness 
result for three Nordic countries the study may have overlooked several important factors 
within each country; these may include relevant patient factors that could result in dif-
ferent cost-effectiveness results for different subpopulations (e.g. by age or gender). The 
authors also continually assume the transferability of results from the CARE-HF trial and 
perfect representation of the trial population to each of the three countries, without expli-
citly stating this assumption. Clearly this is highly unlikely, and may have significant im-
pacts on the suitability of the conclusions derived from the analysis. It is highly likely that 
there are reasons why the CARE-HF trial results are not suitable to be used for the analysis; 
this is a significant factor that is consistently overlooked by the authors.

3.6.2 Cost-effectiveness of enhanced external counterpulsation 
(EECP) for the treatment of stable angina in the United 
Kingdom (McKenna et al. 2010)

1. Was a well-defined question posed in an answerable form?
YES ⊠ NO □ CAN’T TELL □

The authors state that their aim was to ‘develop a UK-specific cost-effectiveness model 
of EECP compared with no treatment as additional therapy to usual care for the treat-
ment of chronic stable angina’ (p.176 of the paper).

The authors explain the context of their study, which is that ‘EECP results in upfront 
costs but the potential quality of life benefits through improved symptoms and long-
term relief from symptoms may outweigh the costs when compared with not giving the 
therapy’ (p.176).

They state that ‘a probabilistic decision analytic model was developed to assess the 
cost-effectiveness of EECP in the UK NHS’ (p.176).

The authors state that ‘the model evaluates costs from the perspective of the National 
Health Service and Personal Social Services (NHS & PSS), expressed in UK £ sterling 
at a 2008 price base. Outcomes in the model were expressed in terms of QALYs, with 
costs and benefits discounted at 3.5 percent per year’ (p.176).



CRITICAL ASSESSMENT OF ECONOMIC EVALUATION 71

2. Was a comprehensive description of the competing alternatives 
given? (i.e. can you tell who? did what? to whom? where? and how 
often?)

YES ⊠  NO □ CAN’T TELL □
EECP as an additional therapy to usual care is compared with usual care alone. The au-
thors state that ‘[the model] evaluates a strategy of EECP treatment compared with no 
treatment on the assumption that angina patients would receive EECP treatment over 
and above standard current clinical practice care’ (p.176).

The choice of competing alternatives follows the MUST-EECP study, a randomized 
clinical trial which compared EECP treatment (n = 72) with sham-EECP (n = 67). The 
authors describe EECP as ‘a non-invasive technique used in the treatment of angina 
to increase blood flow to the heart. Three pairs of pressure cuffs are wrapped around 
the patient’s calves, lower thighs, and upper thighs and are sequentially inflated during 
diastole. All pressure is released at the onset of systole by simultaneously deflating the 
cuff. . . . An EECP treatment course conventionally consists of thirty-five 1-hour ses-
sions over a period of 4 to 7 (can do two sessions per day) weeks’ (p.176).

The base-case population refers to the baseline characteristics of the trial population, 
which is assumed to be representative of the angina patients typically presenting for 
EECP in the UK clinical setting.

3. Was there evidence that the programme’s effectiveness had been 
established?

YES ⊠ NO □ CAN’T TELL □
A systematic review on the clinical effectiveness of EECP identified a single RCT (the 
MUST-EECP trial) comparing EECP with an alternative treatment, in this case, sham-
EECP. The MUST-EECP study recorded a number of outcomes: (i) exercise treadmill 
duration; time to ≥1 mm ST-segment depression; (iii) angina counts; (iv) nitroglycerin 
use; and (v) HRQoL (p.177).

The authors do not present the results of the MUST-EECP trial and refer to the ori-
ginal publications. Since no evidence was found to link the four intermediate outcomes 
(i–iv) to final health outcomes, the outcome used in the model is the improvement in 
HRQoL at 12 months after the end of treatment (p.177). HRQoL was measured during 
the trial using the SF-36 instrument. In order to estimate QALYs, the SF-36 scores are 
mapped into EQ-5D health state preference values using a published algorithm. Table 1 
of the paper (p.178) presents the improvement in EQ-5D values for EECP relative to 
sham-EECP at 1 year. On average, patients randomized to EECP experienced a EQ-5D 
improvement at 1 year of 0.1068 compared with 0.0351 for those randomized to sham-
EECP, a difference of 0.0717.

The duration of the benefits from EECP is informed by expert elicitation due to 
lack of both experimental and observational evidence. Expert elicitation ‘involved 
asking clinical experts to report their beliefs about the duration of HRQoL bene-
fits with some estimate of their uncertainty’ (p.177). The authors report that ‘Five 
experts with experience and knowledge of EECP in the UK completed the exercise 
independently giving their own belief about the unknown quantities with estimates 
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of uncertainty [the proportion of patients that they would expect to sustain the aver-
age HRQoL benefits observed at one year].’ Full details of the elicitation exercise are 
reported in another publication. Table 2 of the paper presents the mean and stand-
ard deviations for the probability of sustaining HRQoL benefits in each subsequent 
year. The mean probability of sustaining HRQoL benefits in subsequent years varied 
from 0.605 to 0.908 for the second year after treatment, 0.600 to 0.905 for the third 
year after treatment, and from 0.526 to 0.898 for the subsequent years. The average 
probability across all experts is assumed to be representative of the beliefs of relevant 
clinical experts.

Two key assumptions are employed. Firstly, since the authors found no evidence to 
suggest that EECP treatment compared with placebo has a differential impact on the 
risk of cardiovascular events and death, it was assumed that EECP has only a palliative 
benefit on angina patients. Therefore, EECP treatment improves HRQoL improvement 
compared to no treatment (p.177). Secondly, although the authors found no trial evi-
dence to indicate the degree to which improvement in HRQoL from EECP is sustained 
over time and, given the clinical expert belief that the benefits of EECP are sustained 
beyond one year, the duration of the HRQoL benefits was informed from the results of 
the elicitation exercise (pp.177–178). Both assumptions seem reasonable in light of the 
available evidence.

4. Were all the important and relevant costs and consequences 
for each alternative identified?

YES ⊠ NO □ CAN’T TELL □
The costs are evaluated from the perspective of the NHS and PSS. Outcomes are ex-
pressed in terms of QALYs (p.176). The perspective is consistent with the guidelines in 
place for economic evaluations informing NHS decisions (NICE 2013).

Given that EECP is assumed to have only a palliative benefit on angina patients, 
no additional costs other than the costs of EECP itself are considered. The costs of 
EECP per patient are based on the annual costs associated with EECP and a through-
put of 12 patients per year. The costs of EECP include: (1) capital cost of new EECP 
machine annuitized over a useful life of 10 years, using an interest rate of 3.5% per 
annum, (2) equipment replacement costs, (3) consumables, (4) overheads, and (5) 
staffing costs (p.178).

5. Were costs and consequences measured accurately  
in appropriate physical units?

YES ⊠ NO □ CAN’T TELL □
The costs are expressed in UK £ sterling at a 2008 price base (p.176). All relevant items 
are included in the costs. The outcomes are expressed in terms of QALYs. The health 
state preference values are obtained by mapping SF-36 summary scores reported in the 
MUST-EECP trial into EQ-5D utility scores. Life expectancy is estimated using stand-
ard UK age- and sex-specific mortality and including a competing mortality risk due 
to cardiovascular events. Mortality due to cardiovascular events is informed by the risk 
equations applied in the EUROPA trial (pp.177–178).
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6. Were costs and consequences valued credibly?
YES ⊠ NO □ CAN’T TELL □

The sources of all values are clearly identified. Health state preference values are ob-
tained by mapping SF-36 summary scores collected during the MUST-EECP trial 
into EQ-5D utility scores using a published algorithm (p.177). Although the authors 
do not give any details of the collection of the SF-36 details or the algorithm used to 
map to EQ-5D it can be reasonably assumed that these were suitable and not subject 
to any significant biases; however, the reader should be aware that mapping of utility 
scores is often associated with lower statistical power, which is discussed briefly by 
the authors (p.181).

Unit costs and per patient costs of each resource item included in the model are pre-
sented in Table 3 of the paper (p.179). The capital costs, equipment replacement costs, 
staffing costs, and overhead costs are based on personal communications and on the 
EECP manufacturer’s price list.

7. Were costs and consequences adjusted for differential timing?
YES ⊠ NO □ CAN’T TELL □

Both costs and health outcomes are discounted at 3.5% per year (p.177). This is in line 
with guidelines for economic evaluations informing NHS decisions (see NICE 2013).

8. Was an incremental analysis of costs and consequences 
of alternatives performed?

YES ⊠ NO □ CAN’T TELL □
The authors present mean lifetime costs and QALYs of both treatment strategies, as well as 
ICERs. Table 4 of the paper (p.179) presents the estimates of cost-effectiveness for the base 
case, together with best- and worst-case scenarios for duration of HRQoL benefits. For the 
base-case analysis, the ICER associated with EECP is £18 643 per additional QALY. For 
the worst-case scenario, in which HRQoL benefits are assumed to last 1 year, the ICER is 
£63 072 per additional QALY. For the best-case scenario, in which HRQoL benefits are 
assumed to be sustained throughout lifetime, the ICER is £5831 per additional QALY.

9. Was uncertainty in the estimates of costs and consequences 
adequately characterized?

YES ⊠ NO □ CAN’T TELL □
Uncertainty around the cost-effectiveness estimates is analysed with probabilistic sen-
sitivity analysis and a number of alternative scenarios.

Probabilistic analyses are conducted using Monte Carlo simulation (repeated ran-
dom sampling from the joint probability distribution of parameters). Under base-case 
assumptions, the probability that EECP as an add-on to usual care is more cost- effective 
than usual care alone is 0.444 for a threshold of £20 000 per QALY gained and 0.698 for 
a threshold of £30 000 QALY gained (p.180).

The cost-effectiveness results for a number of alternative scenarios are presented in 
Supplementary Table 1 of the paper. The scenarios varied: (1) the probability of sus-
taining HRQoL benefits, (2) the cost of EECP sessions, and (3) the probability of repeat 
EECP sessions within 2 years of treatment. First, the probability of sustaining HRQoL 



CRITICAL ASSESSMENT OF ECONOMIC EVALUATION74

benefits over time is tested over the range of values elicited from the clinical experts, 
in addition to the worst- and best-case scenarios. The worst-case scenario assumed 
that HRQoL benefits from EECP are only maintained in the first year after treatment, 
and lost in subsequent years. The best-case scenario assumes that HRQoL benefits last 
over a patient’s lifetime. Second, the cost of EECP is varied by £500 and £1000. Third, 
the probability of repeat EECP sessions is varied from 10% to 30%. The range of values 
used in the scenario analysis of the cost of EECP and of the probability of repeat EECP 
sessions is not justified (pp.179–180).

The results indicated the cost-effectiveness of EECP is highly sensitive to the prob-
ability of sustaining HRQoL benefits over time. In terms of the scenario on the costs of 
EECP, only if costs are expected to be £3000 more than the base-case estimate of £4347 
does the cost-effectiveness of EECP become unlikely under the thresholds of £20 000 
and £30 000 per QALY gained. The cost-effectiveness of EECP is robust to the likeli-
hood of patients requiring repeat EECP sessions.

10. Did the presentation and discussion of study results include  
all issues of concern to users?

YES □ NO □ CAN’T TELL ⊠
The authors include a fairly complete discussion of the results. No previously published 
studies examining the cost-effectiveness of EECP were found as part of the systematic 
literature review conducted by the authors. The ICER was compared to the conventional 
thresholds used in the UK NHS. The uncertainty around the cost-effectiveness estimates 
is expressed by the probability that EECP is cost-effective. A number of scenarios ex-
plored the key assumptions and parameter inputs employed in the decision model. The 
authors conclude that the results ‘demonstrate that long-term maintenance of HRQoL 
benefits from EECP is central to the estimate of cost-effectiveness’ (p.180). However, no 
evidence was found on the duration of benefits and the experts did not share similar be-
liefs. Therefore, whether EECP is a cost-effective technology remains uncertain.

The authors discuss the limitations of the analysis (p.181). First, the HRQoL estimates 
and the duration of HRQoL benefits are highly uncertain due to the limited evidence base. 
A mapping algorithm is used to convert SF-36 summary scores into EQ-5D values. Expert 
elicitation is used to obtain estimates of the probability of sustaining HRQoL benefits from 
treatment over time. Second, since no evidence was found to support the potential impact 
of EECP on health outcomes, the model only considers the impact of EECP on HRQoL. 
Therefore, the results can be considered conservative if EECP leads to a reduction in ad-
verse health outcomes. Third, there is uncertainty regarding the need for repeat EECP 
sessions and on the treatment costs. The authors state ‘if the number of patients under-
going the therapy were to increase . . . , the cost per patient would fall yet further, mean 
cost-effectiveness improve, and the uncertainty in cost-effectiveness decline’ (p.181).

The authors mention that ‘the generalisability of the findings to a broader range of 
patients who could potentially benefit from EECP should be viewed with due caution’ 
(p.181). In addition, the results may not be generalizable to settings outside the UK. 
However, no further discussion is offered on the issue.

Although the NHS and PSS perspective is taken, the authors hypothesize that a soci-
etal perspective, which includes patient-borne costs, may increase the ICER associated 
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with EECP. Although no rationale is presented, patient-borne costs are likely to increase 
the ICER due to the travel required to and from the centre providing EECP treatment.

A final issue, not explored in the paper, is whether there are any implementation 
constraints, such as the feasibility of implementing EECP nationwide given the costs 
and training requirements of EECP.
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Chapter 4

Principles of economic evaluation

4.1 Alternatives, costs, and benefits: some basics
The purpose of any type of economic evaluation is to inform decisions about which 
of the alternative courses of action available ought to be recommended, approved for 
widespread use, or reimbursed for specific groups of patients. The same analysis can 
also inform pricing as well as decisions about access and ‘coverage’. For example, eco-
nomic evaluation can identify whether a new drug ought to be approved for wide-
spread use at its existing price, but it can also be used to identify the maximum price 
that the health care system can afford to pay and how this price will differ across the 
subgroups of patients that could benefit from it (see Section 4.2.2).

Informing decisions is the primary role of any type of economic evaluation, irre-
spective of the type of health care system or alternative views about which values ought 
to guide health care decisions (see Section 2.4 for a discussion of alternative views). Of 
course, alternative views about the purpose of health care and whether or not the health 
care system faces restrictions on the growth in health care expenditure will change the 
way an economic evaluation is conducted and how the results should be interpreted 
to inform decisions. To be useful for decision-making, any economic evaluation must 
consider four key issues. These are important irrespective of the values adopted or the 
type of health care system in which the analysis is to be used.

4.1.1 What are the alternatives?
Informing a particular decision requires the identification of the possible alternative 
courses of action that could be taken to improve the health of patients who find them-
selves in a particular situation and facing a choice between mutually exclusive alter-
natives: this is, ‘either/or’ decisions (see Section 2.3.1). Therefore, the alternatives may 
include different combinations or sequences of treatment and different ways in which 
an intervention can be used (e.g. what dose, or when to start and when to stop). The 
same principles apply for other types of interventions like diagnostic tests and public 
health programmes.

For simplicity we first explain how the results of economic evaluation can inform de-
cisions when considering only two alternatives in Section 4.2. In most circumstances, 
however, more than two alternatives are available and in some circumstances there 
may be very many indeed. The implications for how economic evaluation should be 
reported and interpreted for decisions involving multiple alternatives is discussed in 
Sections 4.4.1 and 4.4.2.

Sometimes the choices faced are not mutually exclusive. For example, different deci-
sions can be made about which interventions to offer to different subgroups of patients 
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with the same indication and within the same disease area. Equally, health care systems 
face choices about which interventions to make available across different areas of dis-
ease, relevant to different patient populations. These are not either/or decisions. How 
economic evaluation can be used to inform choices between non-mutually-exclusive 
alternatives is discussed in Section 4.4.3.

4.1.2 Which measure of benefit?
Improving health is often the stated objective of many health policies and is the object-
ive that underpins most published economic evaluations. The alternative measures of 
health that are available were introduced in Section 2.4.1 and are discussed in detail in 
Chapter 5. There are a number of reasons why a generic measure of health-related qual-
ity of life (HRQoL) has advantages. First, it allows comparison of the health effects of 
alternatives that affect different aspects of health or have effects in a number of diseases. 
Secondly, it provides consistency with how other decisions relevant to other groups 
of patients with different diseases are made. Finally, it allows a comparison of health 
gained with the health expected to be lost elsewhere as a consequence of additional 
health care costs. Restricting attention to health and conducting cost-effectiveness 
analysis (CEA) based on a generic measure of health outcome (e.g. QALYs (quality-
adjusted life-years)) could be justified by taking a social decision-making approach to 
the role of economic evaluation in health care (see Section 2.4.3). How decisions can be 
made based on the results of this type of CEA are set out in Sections 4.2 and 4.4.

A broader view is that the purpose of health care is to improve welfare. This suggests 
that health care decisions should be judged in the same way as any other public or pri-
vate choice. Traditionally this view of welfare is founded on individuals’ preferences 
and the monetary compensation that individuals are willing to offer to gain benefits or 
accept to incur losses. It is this view that underpins traditional welfarist cost–benefit 
analysis (CBA) (see Section 2.4.2 and Chapter 6). It requires the benefits of health care 
to be expressed as the equivalent amount of consumption; that is, the amount of money 
that an individual would be willing to pay (or to receive) in return for the (dis)benefits 
offered (see Section 4.3.3). The real rather than apparent distinction between CEA and 
CBA and the circumstances when they are equivalent are discussed in Section 4.3.4.

4.1.3 How can the costs and benefits of each alternative 
be estimated?
No single study is likely to provide all, or the only, evidence required to estimate the 
costs and health effects of the alternatives available, over the period of time during 
which they are likely to differ, or across the range of different subgroups of patients 
that could be identified (heterogeneity and subgroups are discussed in Chapters 8, 9,  
and 11). The evidence from relevant studies needs to be sought systematically, ex-
tracted, interpreted and then, where appropriate, combined, or synthesized to provide 
estimates of the key parameters (see Chapter 10). Decision-analytic models are com-
monly used as the structure within which evidence from different sources can inform 
the parameters which, in combination with explicit assumptions and judgments, pro-
vide estimates of costs and health effects (see Chapter 9).
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4.1.4 What will be given up as a consequence  
of additional costs?
To decide whether the additional benefits offered by one alternative (compared to the 
other courses of action available) is sufficient to justify any additional costs depends 
critically on the value of what is given up by others as a consequence—the opportunity 
costs. Therefore, unless there is some assessment of the likely opportunity costs, the re-
sult of economic evaluation cannot be put to use to inform decisions—it remains only 
a description of costs and consequences. What is likely to be given up (whether health 
care for other patients or consumption opportunities in the rest of the economy) de-
pends to some extent on the nature of the health care system, but is a key question irre-
spective of social values adopted and whether or not benefits are measured in health or 
the equivalent consumption. This question of how opportunity costs might be assessed, 
what a cost-effectiveness ‘threshold’ ought to represent and how it might be estimated 
is discussed in Section 4.3.

These issues were first introduced and discussed in Chapters 1 and 2. Addressing 
them in greater detail and identifying appropriate methods of analysis is the subject 
of subsequent chapters. This chapter presumes that they have been addressed using 
appropriate methods to estimate the expected costs and benefits of the alternatives 
courses of action available. The primary question that will be addressed in this chapter 
is how decisions can be informed using the results of this type of analysis.

4.2 Making decisions about health care
The concept of cost-effectiveness and how it might be represented was introduced in 
Chapter 3 (see Box 3.2). When faced with a choice between mutually exclusive alterna-
tives, the questions is whether the additional or incremental health benefits of choosing 
one intervention rather than another are sufficient to justify the additional or incre-
mental costs. In some circumstances the choice between the alternatives is clear. For 
example, if an intervention offers additional health benefits but at lower costs com-
pared to the other alternatives available, it should be regarded as cost-effective and 
can be said to dominate (choosing this alternative would improve health outcome and 
reduce health care costs). Similarly, if the intervention is less effective (the incremen-
tal health benefits are negative) and has additional health care costs than one or more 
alternatives, then it can be said to be dominated. It is clearly not cost-effective because 
its use would reduce health outcomes and increase health care costs. However, if an al-
ternative offers incremental health benefits but at some additional health care costs, the 
questions of whether it should be regarded as cost-effective and be approved for wide-
spread use will depend on the value of what will be give up as a consequence.

4.2.1 Incremental cost-effectiveness ratios, thresholds,  
and net benefit
These situations are illustrated in Figure 4.1, which represents the cost-effectiveness 
plane for a choice between two alternatives, A and B (the concept of a cost-effectiveness 
plane was first introduced in Box 3.2). Alternative A, which might represent current 
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clinical practice, is at the origin, so the x-axis represents the incremental health benefit 
of alternative B and the y-axis the incremental costs of B. The situation in which B dom-
inates A because it is more effective and less costly (positive incremental health benefits 
at negative incremental cost) is represented by points to the south-east of A (lower 
right). Similarly, the situation in which B is dominated by A because it is less effective 
and more costly (negative incremental health benefits at positive incremental cost) is 
represented by points to the north-west (upper left).

Figure  4.1 illustrates the situation in which B is estimated to offer incremental 
health benefits (∆h = 2 QALYs per patient treated) at some positive incremental cost. 
The incremental cost is the difference between the expected costs of using B rather  
than A. These incremental costs include the additional acquisition costs of B and any 
other costs associated with its use. They also include any expected resource savings 
such as from early recovery and discharge or avoiding subsequent costly clinical events 
(see Section 4.5.1 and Chapter 7). Consequently, the incremental costs might be greater 
or less then the acquisition cost of the intervention. For example, the incremental cost 
of a particular pharmaceutical intervention may differ from the price charged for the 
drug. Indeed, it is possible that an expensive drug might have negative incremental 
costs (reduce health care costs overall) if the subsequent resource savings are sufficient 
to offset the initial prescribing costs.

South
East

1 2 3
QALYs gained

Cost-effectiveness
Threshold
$20,000 per QALY

Additional
Net Health Bene�t

1QALY

Additional
Net Health Bene�t

–1QALY

North
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$20,000

$40,000

$60,000
£30,000
per QALY

$20,000
per QALY

$10,000
per QALY

Cost
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Price = P*

Price = P2

A

B

B

B

Fig. 4.1 ICERs, decisions, and net benefit.

Adapted by permission from BMJ Publishing Group Limited. BMJ, Claxton K. et al., Value based pric-
ing for NHS drugs: an opportunity not to be missed?, Volume 336, pp. 251–4, Copyright © 2008, 
British Medical Journal Publishing Group.
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At an acquisition cost (price) of P1 in Figure 4.1, the incremental costs of B (∆c) 
are estimated to be $20 000 per patient treated. These additional costs generate incre-
mental benefits of 2 QALYs so we can say that B offers one QALY gained for every 
additional $10 000 spent. In other words the ratio of incremental cost to incremental 
effect, or the incremental cost-effectiveness ratio (ICER), is equal to $10 000 per QALY 
gained (∆c/∆h = $20 000/2 QALYs). Although this is a useful summary of the cost- 
effectiveness of B compared to A, the question remains whether or not 2 QALYs gained 
justifies the additional $20 000; or equivalently whether an ICER of $10 000 per QALY 
is acceptable and B ought to be regarded as cost-effective.

To inform this decision some assessment must be made of what is likely to be given 
up as a consequence of the additional costs, and the value of what is forgone relative 
to the health benefits (i.e. the opportunity costs). In a health care system which faces 
some restrictions on the growth in health care expenditure these opportunity costs fall 
on health, because the additional costs are resources that will no longer be available to 
offer effective health care that would benefit other patients. That is, the opportunity cost 
is the health expected to be given up as a consequence of the incremental costs. The as-
sessment of this type of opportunity cost is commonly described as a cost-effectiveness 
threshold (k) which can be compared to the ICER for B (Weinstein 2013; Weinstein 
and Zeckhauser 1973).

A cost-effectiveness threshold of $20 000 per QALY is represented by the rising 
diagonal in Figure 4.1. It means that every $20 000 of health care resources is ex-
pected to displace one QALY elsewhere in the health care system (see Section 4.3.2 
for discussion of how thresholds have been used and might be estimated). Now it 
is possible to compare the health expected to be gained by using B (2 QALYs) with 
the health expected to be lost as a consequence of the additional costs of $20 000. At 
a threshold of $20 000 per QALY, these incremental costs are expected to displace 
one QALY elsewhere (∆c/k = $20 000/$20 000). Therefore, at a price of P1, alterna-
tive B is expected to offer incremental net health benefits of 1 QALY (∆h − ∆c/k = 2 
QALYs gained minus 1 QALY displaced elsewhere), so it should be regarded as cost-
effective. Asking whether B offers positive incremental net health benefits is entirely 
equivalent to asking whether the ICER for alternative B is less than the threshold. 
Since the ICER for B is less than the threshold (∆c/∆h < k) it indicates that B gener-
ates more health for a given amount of resource than the health care that is likely to 
be given up.

Cost-effectiveness can also be expressed as the equivalent health care system re-
sources or incremental net monetary benefit. Instead of transforming health care costs 
into their health equivalent, the threshold can be used to establish how much add-
itional health care resource would be required to generate the same health benefits 
elsewhere (i.e. $40 000 would be required to generate the 2 QALYs that are offered by 
B). The difference between this valuation of the incremental health benefits of B and 
the incremental costs is the incremental net monetary benefit. Therefore, once some 
assessment of a cost-effectiveness threshold is made (whether explicit or implicit) this 
can be used in two possible ways. One is to transform incremental health care costs 
into their health equivalent (∆c/k) so they can be compared to the incremental health 
benefits. The second is to transform incremental health benefits into their resource 
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equivalent (∆h.k) so they can be compared to incremental health care costs (Laska 
et al. 1999; Phelps and Mushlin 1991; Stinnett and Mullahy 1998).

We have introduced three equivalent ways of deciding whether or not an interven-
tion is expected to be cost-effective, all of which can be illustrated in Figure 4.1:
1 At price P1, alternative B has an ICER of $10 000 per QALY which is less than the 

cost-effectiveness threshold of $20 000 per QALY (∆c/∆h < k).
2 The incremental net health benefit of B (∆h − ∆c/k) is positive because the health 

gained (2 QALYs) exceeds the health equivalent of the additional health care costs 
($20 000/$20 000 = 1 QALY).

3 The incremental net monetary benefit of B (∆h.k − ∆c) is positive because the re-
sources required to provide 2 QALYs elsewhere (2 × $20 000 = $40 000) exceeds the 
incremental costs ($20 000).

Therefore, the incremental net benefit to the health care system of alternative B at 
price P1 can be expressed as either 1 QALY (on the x-axis of Figure 4.1) or $20 000 (on 
the y-axis of Figure 4.1) per patient treated. These three equivalent ways to consider 
cost-effectiveness are also summarized in Table 4.1. They will be revisited when con-
sidering the choice between multiple alternatives in Section 4.4.

There are some important implications from this material. First, it is not possible to 
make any statements about what is and what is not cost-effective without reference to a 
cost-effectiveness threshold that represents an assessment of opportunity costs (Johan-
nesson and Weinstein 1993; Weinstein and Zeckhauser 1973). Secondly, some impli-
cit or explicit assessment of the threshold is unavoidable because, when any decision 
is made, it implies a value for the threshold (Phelps and Mushlin 1991). Thirdly, in a 
resource-constrained health care system, health care costs really represent the health 
outcomes for other patients with competing claims on health care resources; there-
fore, decisions based on economic evaluation are really about identifying the alterna-
tive which offers the greatest net health benefits overall (Culyer et al. 2007; McCabe 
et al. 2008).

4.2.2 What price for a new technology?
It should be apparent that health care costs matter because they represent the opportun-
ity to improve the health of other patients with legitimate claims on the health care sys-
tem. Therefore, the cost of a health care intervention is just as important as how effective 
it might be. Although the health gains for the beneficiaries of an effective intervention 

Table 4.1 A summary of decision rules

Constraints on health expenditure No constraints 
on health 
expenditure

Health Consumption

ICER ∆c/∆h < k ∆c/(v.∆h) < k/v ∆c/∆h < v

Incremental net health benefit ∆h − ∆c/k > 0 ∆h − ∆c/k > 0 ∆h—∆c/v > 0

Incremental net money benefit k.∆h − ∆c > 0 v(∆h − ∆c/k) > 0 v.∆h—∆c > 0
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might be more readily identifiable compared to the health likely to be displaced else-
where as a consequence of the additional costs, there seems little reason to treat those 
that are known or more easily identifiable differently to those that are not (see Sec-
tion 2.4.3.2). Therefore, the price charged for a health technology (e.g. a new branded 
pharmaceutical) becomes just as important as how effective it might be (see Box 4.1).

Economic evaluation and the type of explicit assessment of cost-effectiveness dis-
cussed in Section 4.2.1 can also be used to identify the maximum price the health care 
systems can afford to pay for health care inputs and how this will differ across the sub-
groups of patients that could benefit from it (Claxton et al. 2008; Danzon and Econom-
ics 2014; Drummond et al. 2011). The link between price and cost-effectiveness is also 
illustrated in Figure 4.1. At a price of P1, alternative B is expected to be cost-effective 
and offers incremental net benefits to the health care system. Therefore, P1 is not the 
maximum price that the health care system could afford to pay for this technology. If 
the price was increased to P* so that the incremental costs are now $40 000, the ICER 
would be just equal to the threshold ($20 000 per QALY gained). At this point the health 
benefits of 2 QALYs are just offset by the health that is expected to be forgone elsewhere 
($40 000/$20 000 = 2 QALY) and the incremental net health benefits would be zero. 
Similarly, the incremental costs of B are now just equal to the additional health care 
resources that would be required to generate the same additional health benefits else-
where (2 × $20 000 = $40 000); that is, the incremental net monetary benefit is also zero.

At a higher price of P3, the incremental costs of B would be $60 000 and the ICER 
would be $30 000 per QALY gained, which is greater than the threshold. At this 
higher price, B is not cost-effective because the health that is likely to be displaced 
as a consequence ($60 000/$20 000 = 3 QALYs) exceeds the additional benefits of-
fered (2 QALYs); that is, the incremental net health benefits are negative. Accepting 
this technology at this price would reduce overall health outcomes for the health care 
system by 1 QALY for every patient treated. Incremental net monetary benefit is also 
negative because the higher incremental costs of B are now greater than the additional 
health care resource required to generate the same additional health benefits elsewhere 
($40 000 − $60 000 = −$20 000). This means that the resources required for B could be 
used to generate more health elsewhere in the health care system so approving B at this 
price would be equivalent to discarding $20 000 for every patient treated.

Therefore, the price at which the ICER is just equal to the cost-effectiveness thresh-
old, or where the additional net benefits offered falls to zero, is the maximum the health 
care system can afford to pay. It is the price at which health expected to be lost as a 
consequence of the additional cost is just offset by the health expected to be gained. 
This makes clear that the amount a health care system that can afford to pay for a new 
technology will depend on the expected health benefits it offers to patients but also on 
a threshold that represents an estimate of the health impact of health care costs, as well 
as other costs and/or cost savings associated with its use.

4.3 The cost-effectiveness threshold
It should be quite clear that estimating the costs as well as the health effects of alterna-
tive interventions is essential to adequately inform decisions about their use. However, 
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An assessment of cost-effectiveness can inform what price ought to be paid for new 
drugs. Furthermore, it can do so in a way that aligns the incentives manufacturers 
face when making investment decisions with the needs and constraints faced by the 
health care system. For example, the total value of a new drug indicated for a pa-
tient population of Q* each year, which is priced at P* in Figure 4.1, will be P* × Q*. 
This total value will be received by the manufacturer in sales revenue each year over 
the remaining period of patent protection (at P* the health care system receives no 
net benefit; it is the maximum or value-based price). This predictable signal allows 
manufacturers to consider whether the expected benefits likely to be offered by their 
product will command a price that will provide a return on the investment required 
(Claxton et al. 2008).

The health care system will gain net benefit in the longer run when the patent 
expires, but only if cheaper generics enter the market and as long as prescribing 
switches to cheaper generic versions of the brand. However, new branded phar-
maceuticals may well be developed and launched in the future as well. Therefore, it 
is important that they are compared to the cheaper generic versions of previously 
branded drugs when assessing their cost-effectiveness and in identifying the max-
imum value-based price. Whatever consumption value of health is deemed appro-
priate, it will not change how much the health care system can afford to pay for a 
new drug when there are constraints of health care expenditure (see Section 4.3.3) 
(Claxton et al. 2011a; Jayadev and Stiglitz 2009).

The value-based price for a new drug is likely to differ by subgroups within an 
indication and for the same drug used to treat different conditions (e.g. P* will be 
higher where it offers greater incremental health benefits). Therefore, prices based 
on an assessment of cost-effectiveness can also inform price and volume agree-
ments. This also provides a framework to consider some of the issues around the 
global pricing of pharmaceuticals, since value is likely to differ between different 
health care systems that face different resource constraints (i.e. have different cost- 
effectiveness thresholds; see Section 4.3). Being able to charge different prices in dif-
ferent health care systems reflecting differences in value has a number of advantages. 
It means that lower-income countries do not necessarily face a choice of either pay-
ing global prices that exceed the value to their health care system or not having access 
to the technology (Danzon et al. 2011). Manufacturers also have an interest in being 
able to maintain differential prices as this means they will be able to maximize the 
returns to their investment (Danzon et al. 2012). The difficulty is being able to main-
tain price differentials when many health care systems base pricing decisions not 
on an assessment of value but on the prices charged in other markets. Nonetheless, 
economic evaluation provides the analytic framework within which a more rational, 
evidenced-based approach to domestic and global pricing can be explored.

Box 4.1 Pharmaceutical pricing and incentives 
for research and development
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reporting appropriate ICERs is not sufficient. Any statement about what is and what 
is not cost-effective rests on some assessment of an appropriate threshold, whether its 
value and evidential foundation is made explicit or not. Indeed, any decision to adopt 
or to reject an intervention which offers health benefits but imposes additional costs 
implies possible values for a threshold. In other words, some implicit or explicit assess-
ment of a cost-effectiveness threshold is unavoidable. The only question is whether 
this should be done explicitly and be informed by such evidence that is available. If 
decisions which have impact on others should be evidence based, coherent, and ac-
countable, it seems that an explicit and evidence-based approach to establishing an 
appropriate threshold has much to commend it (Culyer et al. 2007).

The importance of the concept of a cost-effectiveness threshold has been recognized 
for some considerable time (Neumann et al. 2014; Weinstein and Stason 1977; Wein-
stein and Zeckhauser 1973), and a number of possible values have been suggested in 
different contexts (Laupacis et al. 1992; Neumann et al. 2014; Newall et al. 2014). One 
problem with proposed values has been a lack of clarity about what they ought to rep-
resent, which turns on separate questions of fact and value (McCabe et al. 2008). The 
other problem has been that, until recently, there has been limited empirical evidence 
on which to found an assessment of the health consequences of additional health care 
costs (see Section 4.3.2).

4.3.1 Questions of fact and questions of value
Before considering what evidence might be available to inform an appropriate thresh-
old, it is essential to have clarity about what the threshold ought to represent and, there-
fore, what type of evidence to consider. What it ought to represent will depend on what 
type of effects additional costs are expected to have. In other words, the key consider-
ation is where the opportunity costs are expected to fall (a question of fact) and how the 
effects should be valued (a question of value). Importantly, this requires consistency in 
the way the benefits offered are measured and valued and how opportunity costs are 
to be identified, measured, and valued. For example, which of the alternative broad 
approaches to social value discussed in Section 2.4 is adopted also implies how the op-
portunity costs should be valued (also see Sections 4.3.2.4 and 4.5.3).

In Section 4.3.2 we examine the implications of restrictions on the growth in health 
care expenditure (when opportunity costs fall on health); and Section 4.3.3 considers 
situations when there are no restrictions on the growth in health care expenditure 
(when opportunity costs fall outside health care). In Section 4.3.4 we examine the im-
plications of restrictions on health care expenditure but when a broader welfarist view 
(see Section 2.4.2) is taken. In doing so, we illustrate why the distinction between ques-
tions of fact and value is so important for the interpretation of different types of eco-
nomic evaluation. The more common situation, in which some opportunity costs fall 
on health and some fall outside the health care system, is examined in Section 4.5.3.

4.3.2 Opportunity costs fall on health
Most health care systems face some constraints on the growth in health care expend-
iture. These constraints might be in the form of an explicit administrative budget  
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(e.g. the NHS in the United Kingdom or Veterans Administration in the United States); 
limits on increasing funding for health care through additional taxation; some lim-
its placed on the growth in premiums/payment in a social insurance system; or some 
process of reviewing the benefits package and copayments as health care costs rise. 
Therefore, a cost-effectiveness threshold representing opportunity costs in terms of 
health is relevant in most health care systems. A few health care systems have revealed 
something about the type of threshold values likely to be used when making decisions. 
However, it is only in the UK that the National Institute for Health and Care Excellence 
(NICE) has made clear that the threshold ought to represent the health consequences 
of additional NHS costs. Furthermore, since 2004, NICE has published a range for the 
threshold used in its deliberative decision-making process (NICE 2013; Rawlins and 
Culyer 2004).

Importantly, however, the NICE threshold range (currently £20 000–£30 000 per 
QALY gained) was founded on the values implied by the decisions that had been pre-
viously made rather than on evidence about the likely health consequences of deci-
sions which impose additional costs on the NHS. Over more recent years the evidence 
suggests that NICE does not reject technologies with ICERs below its upper bound of 
£30 000 per QALY and some analysis suggests that NICE is approving technologies 
with ICERs substantially higher than this (Dakin et al. 2014; Devlin and Parkin 2004).

4.3.2.1 What evidence is available?
There is little evidential foundation to any of the cost-effectiveness thresholds, whether 
these are explicit, implied, or suggested. However, the expected health effects of making 
decisions that impose addition costs on the health care system is an empirical question 
that can be addressed. Only a few studies have attempted to undertake such research. One 
approach is to ask what other health care was actually displaced and what the health ef-
fects of these ‘disinvestment’ decisions were (Appleby et al. 2009). There are several prob-
lems with this approach. First, it is a challenge to identify which specific changes took 
place, where and who to ask, and how to be sure that any changes were actually caused by 
the additional costs. Secondly, it is difficult to estimate the health effects of the changes 
that actually took place as a consequence of having to find additional resources (with little 
and only observational data available). The challenges of conducting this type of detailed 
local analysis for a health care system are immense but, thankfully, unnecessary once it is 
recognized that it is only the expected health effects of a change in available resources that 
is needed, rather than what specific changes took place, or where, by and for whom, with 
what specific health effects. In other words, the problem of estimating a cost- effectiveness 
threshold is the same as estimating the relationship between changes in health care ex-
penditure and health outcome (Bokhari et al. 2007; Martin et al. 2008, 2012; Moreno-
Serra and Smith 2012, 2015). This is the approach that was taken in research conducted 
in the United Kingdom (see Box 4.2 and Table 4.2) (Claxton et al. 2015b).

The estimates reported in Table 4.2 suggest that approving new technologies with 
ICERs of £30 000 or even £20 000 is likely to do more harm than good since more 
health is expected to be lost elsewhere than is gained by approving the intervention. 
For example, an intervention with an ICER of £30 000 that would cost £10 m per year 
to implement fully would be expected to generate up to 334 additional QALYs each 
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year. However, finding the £10 m required from existing resources would be expected 
to lead to a loss of 773 QALYs each year (see Table 4.3). Table 4.3 indicates how these 
773 QALYs are likely to be made up including (1) the type of health effects (e.g. 51 add-
itional deaths and 233 life-years); and (2) where these different types of health effects 
are likely to occur. For example, Table 4.3 suggests there are greater life-year effects in 
cancer and circulatory diseases and greater quality of life effects in mental health and 
respiratory and neurological diseases.

These results, and any other estimates that might be possible in the future, are sub-
ject to uncertainty. The policy question, however, is whether an appropriate threshold 

The problem of estimating a cost-effectiveness threshold is the same as estimating 
the relationship between changes in health care expenditure and health outcome. 
This is the approach that was taken in research conducted in the United Kingdom. 
The study used national data on expenditure and outcomes in different areas of dis-
ease (programme budget categories) reported at a local level (Claxton et al. 2015b; 
Martin et al. 2008). By exploiting the variation in expenditure and mortality out-
comes, the relationship between changes in spending and mortality was estimated 
while accounting for endogeneity.

The cost per death averted was estimated to be £114 272 (see Table 4.2). With add-
itional information about age and gender of the patient population, however, these 
mortality effects were expressed as a cost per life-year threshold (£25 241 per life-
year). These life-year effects were adjusted for HRQoL with additional information 
about HRQoL norms by age and gender, as well as the HRQoL impacts of different 
types of disease (£30 270 per QALY based on population norms, see Table 4.2). By 
using the effect of expenditure on the mortality and life-year burden of disease as a 
surrogate for the effects on a more complete measure of health burden (i.e. that also 
includes HRQoL burden), a cost per QALY threshold that reflects the likely impact 
of expenditure on both mortality and morbidity was estimated (£12 936 per QALY, 
see Table 4.2) (Claxton et al. 2015b).

The estimates of the threshold reported in Table 4.2 are founded on estimating 
health effects (on deaths, life-years, and HRQoL) in different disease areas (see 
Table 4.3). These 23 programme budget categories (PBCs) are made up of Inter-
national Classification of Diseases (ICD) codes. Therefore, with information about 
the age and gender distribution in these different diseases as well as estimates of 
incidence and duration of disease, it was possible to estimate the severity of disease 
(QALY loss) associated with the average of the displaced QALY effects (a QALY 
burden of 2.07 QALYs on average). Other work by the UK Department of Health es-
timated the wider social benefits or net production effects of changes in length and 
HRQoL by age, gender, and type of disease. This facilitated an estimate of the net 
production impact associated with the average of displaced QALY effects (£11 611 
per QALY including marketed and non-marketed activities) (Claxton et al. 2015a).

Box 4.2 Estimating the cost-effectiveness threshold
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Table 4.3 The health impact of £10 m

Totals Change 
in spend

Additional 
deaths

LY lost Total  
QALY lost

Due to 
premature 
death

Quality 
of life 
effects

10 (£m) 51 233 773 150 623

Cancer 0.45 3.74 37.5 26.3 24.4 1.9

Circulatory 0.76 22.78 116.0 107.8 73.7 34.1

Respiratory 0.46 13.37 16.1 229.4 10.1 219.3

Gastro-intestinal 0.32 2.62 24.7 43.9 16.2 27.7

Infectious diseases 0.33 0.72 5.3 15.7 3.6 12.1

Endocrine 0.19 0.67 5.0 60.6 3.2 57.3

Neurological 0.60 1.21 6.5 109.1 4.3 104.8

Genito-urinary 0.46 2.25 3.3 10.6 2.1 8.5

Trauma and injuries* 0.77 0.00 0.0 0.0 0.0 0.0

Maternity & neonates* 0.68 0.01 0.4 0.2 0.2 0.1

Disorders of blood 0.21 0.36 1.7 21.8 1.1 20.7

Mental health 1.79 2.83 12.8 95.3 8.3 87.0

Learning disability 0.10 0.04 0.2 0.7 0.1 0.6

Problems of vision 0.19 0.05 0.2 4.2 0.2 4.1

Problems of hearing 0.09 0.03 0.1 14.0 0.1 13.9

Dental problems 0.29 0.00 0.0 6.8 0.0 6.8

Skin 0.20 0.24 1.1 1.9 0.7 1.2

Musculo-skeletal 0.36 0.39 1.8 23.2 1.2 22.1

Table 4.2 Cost-effectiveness thresholds for the UK NHS (2008–09)

Cost per  
death averted

Cost per 
life-year

Cost per QALY (life-year 
effects only)

Cost per QALY

Life-years per 
death averted

− 4.5 4.5 4.5

QALYs per  
death averted

− − 3.8 12.7

11 PBCs (with 
mortality)

£105 872 £23 360 £28 045 £8308

All 23 PBCs £114 272 £25 214 £30 270 £12 936

PBCs, programme budget categories; QALYs, quality-adjusted life-years.

Source: data from Claxton, K. et al., Methods for the estimation of the NICE cost effectiveness threshold, 
Center for Health Economics Research Paper 81, University of York, UK, Copyright © 2015.
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should be based on an assessment of the balance of existing evidence. Maintaining a 
cost-effectiveness threshold that is too high will be expected to damage health out-
comes. Adopting a threshold that is too low will also reduce health because access to 
some health care will be restricted when it need not be. Therefore, there seems little rea-
son to maintain a threshold that is higher than the balance of evidence suggests, despite 
the obvious stakeholder interest in doing so.

So far we have described a threshold based on what the health care system currently 
does when responding to increases or decreases in available resources rather than what, 
in principle, it could do. For example, a decision-maker with the remit to reorganize the 
entire health care system (or a specific part of it) rather than make decisions about the 
choice between specific mutually exclusive alternative interventions would need much 
more information (see Section 4.5.3) (Eckermann and Pekarsky 2014). Similarly, some 
resources might currently be devoted to activities that are not particularly effective and 
could be (but are currently not) subject to disinvestment with little impact on health 
outcomes. Consequently, as the health care system changes (resources, productivity, 
and prices of inputs change), including the quality of other investment and disinvest-
ment decisions, the threshold will also change.

4.3.2.2 Is the threshold likely to change over time?
To make a decision about an intervention that has costs and health benefits only 
in the current period (t), an estimate of the threshold relevant to this period is re-
quired. This reflects current expenditure, costs of health care inputs and productiv-
ity (the nominal threshold relevant to period t). The question is whether estimates 
of the threshold, necessarily from retrospective data, are a useful guide to what the 
current threshold is likely to be? It might be tempting to assume that the thresh-
old will necessarily increase with growth in health care expenditure because, other 
things equal, the investments that become possible with more resources will tend to 
be less valuable (i.e. the better investments with lower cost per QALY should have 
already been made). It might also be tempting to assume that the nominal threshold 

Totals Change 
in spend

Additional 
deaths

LY lost Total  
QALY lost

Due to 
premature 
death

Quality 
of life 
effects

10 (£m) 51 233 773 150 623

Poisoning and A&E 0.09 0.04 0.2 0.8 0.1 0.7

Healthy individuals 0.35 0.03 0.2 0.7 0.1 0.6

Social care needs 0.30 0.00 0.0 0.0 0.0 0.0

Other 1.01 0.00 0.0 0.0 0.0 0.0

A&E, accident and emergency; LY, life-years; QALYs, quality-adjusted life-years.

Source: data from Claxton, K. et al., Methods for the estimation of the NICE cost effectiveness threshold, 
Center for Health Economics Research Paper 81, University of York, UK, Copyright © 2015.

Table 4.3 (continued) The health impact of £10 m
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will increase at a similar rate to the average prices of health care inputs or other 
goods and services.

The problem with these assumptions is that other things are not equal. For example, 
the productivity of health care (the health gained for a unit of health care resource) is 
likely to improve with improvements in medicine, the ways in which services are de-
livered, and innovation in health technologies as well as cheaper prices for some inputs 
(e.g. cheaper generic versions of branded drugs). Changes in the determinants of health 
outside health care will also influence how the threshold might change over time. For 
example, healthier lifestyles and a better environment that improves life expectancy 
will mean that any reduction in mortality from health care will gain more life-years. On 
the other hand, a reduction in the baseline risk of events (e.g. myocardial infarction) 
will mean less absolute health effects from health care that reduces the relative risk of 
these events or the mortality and morbidity associated with them.

For all these reasons, whether or not the threshold has fallen or is likely to rise, fall, or 
stay constant with rising expenditure and prices is an empirical question. There is some 
limited empirical evidence from the UK,where estimates of the threshold for differ-
ent years of expenditure showed no evidence of any growth (in either nominal or real 
terms) at a time when total expenditure increased in real terms and so did NHS prices 
(Claxton et al. 2015b). Consequently, it would be useful to re-estimate the threshold 
periodically to ensure that the most recent estimate does indeed reflect the likely op-
portunity costs given current resources, productivity and the nature of local decisions.

Decisions made now often impose costs in future periods (see Section 4.5.1). There-
fore, some view about how the threshold is likely to change in the future is also needed. 
In most economic evaluations the threshold is often assumed (implicitly) to be constant 
in real terms. This might be reasonable when considering a choice between alterna-
tives which offer similar distributions of costs and health benefits over time. However, 
when comparing interventions that offer future benefits but require an investment of 
resources today (e.g. a public health intervention) with one that imposes costs in future 
periods (e.g. long-term drug treatment) the question of how the threshold is likely to 
change becomes important (see Section 4.5.2).

4.3.2.3 Affordability and cost-effectiveness
The cost-effectiveness threshold should represent what is expected to be given up in 
order to be able to afford the implementation of an alternative that imposes additional 
costs. It is also evident that it is impossible to make meaningful statements about what 
is and is not cost-effective without specifying the threshold. Therefore, to say that an 
alternative is cost-effective but not affordable is really saying that the wrong threshold 
is being used to judge cost-effectiveness because it does not reflect the scale and value 
of what must be given up to afford to implement the alternative. This is maybe because 
the threshold is simply too high. For example, a reimbursement authority or national 
or global advisory body may recommend an alternative as cost-effective, but the local 
health care providers who face the task of disinvestment to afford it may believe that 
what must be given up exceeds the benefits offered.

In other circumstances the notion of affordability (low total additional cost of im-
plementing an alternative) is sometimes cited as a criterion that might offset a lack 
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of cost-effectiveness. This may be considered the case in the context of rare diseases. 
Although the ICERs of some interventions (e.g. some new drugs) for rare diseases can 
be very high, as the total cost is low because of the rarity of the disease, it may be felt 
that they should be approved nonetheless, i.e. that ‘they might not be cost-effective but 
they are affordable’. Although drugs for rare diseases pose particular challenges (Drum-
mond et al. 2007), the problem is that a modest budget impact just changes the scale 
of both health that is displaced and health that is gained. For example, an intervention 
with an ICER of £50 000 with a total additional cost of £1 m to implement fully would 
be expected to offer health benefits of 20 QALYs each year. However, although $1 m 
might be regarded as modest and affordable compared to fully implementing a similar 
intervention in a more common disease, it would nonetheless be expected to lead to a 
loss of 77.3 QALYs elsewhere (see Table 4.3).

The net effect of accepting affordability as a reason to approve this intervention 
would be a net loss of over 57 QALYs falling on other patients. This might be accept-
able if there are aspects of outcome that are regarded as especially important for the 
beneficiaries, such as severity and burden of disease. However, if there are additional 
considerations that ought to apply, they should apply whether the total cost is small or 
large, or necessarily whether the disease is rare or common (McCabe et al. 2005). The 
real question is not affordability, but whether these additional considerations for the 
beneficiaries are worth the net loss of 57.3 QALYs for other patients.

The scale of the total additional cost required to fully implement an intervention for 
its target population is, however, relevant to the proper assessment of the value of what 
is likely to be given up. The previous discussion of the threshold and the evidence avail-
able represents the health consequences of small (or marginal) changes in expenditure 
relative to total spending. This is the case whether these are increases (cost savings) or 
decreases (additional costs) in resources available for other health care activities. An 
informed decision-maker concerned with value for money is likely to displace the least 
valuable of those activities available for disinvestment. Therefore, to accommodate 
greater budget impact, more valuable activities would need to be displaced. In other 
words implementing an intervention with greater net budget impact is likely to dis-
place not just more health but proportionately more health per $. That is, the threshold 
for interventions with greater total additional costs is likely to be lower than for small 
or marginal net budget impacts (Birch and Gafni 1992, 2013). There is some limited 
evidence that supports what might be expected, with lower thresholds in geographic 
areas of the NHS that were under greater budgetary pressure compared to those that 
were better resourced, which tended to be investing (Claxton et al. 2015b).

4.3.2.4 Other aspects of value
Consistency in the way benefits and opportunity costs are identified, measured, and 
valued is important. This is because, without such consistency, decisions may be self- 
defeating as the valuable attributes of benefit offered by an intervention may be more 
than offset by the same attributes of benefit that are given up as consequence of the 
additional costs. For example, improvements in health in a disease which is regarded 
as particularly severe or is associated with greater burden (i.e. a greater loss of QALYs) 
might be regarded as more important and carry greater weight than the same health 
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gain in a disease that imposes less of a burden. Similarly, health care interventions also 
have non-health effects on the wider economy which might include patients’ and their 
carers’ ability to contribute through unpaid and paid activities (see Section 4.5.3). In-
cluding such additional aspects of value may not lead to decisions that improve overall 
value unless it is also possible to assess the same type of attributes that are likely to be 
lost as a consequence of an intervention imposing additional costs.

Table 4.4 provides an example of this issue. The table compares the attributes of a 
proposed investment (ranibizumab (Lucentis) for the treatment of diabetic macular 
oedema) with the attributes of the disinvestments that are expected to occur else-
where (see Box 4.2). The ICER for the subgroup of patients where the drug was likely 
to be most cost-effective was approximately £25 000 per QALY gained, prior to the 
commercial in confidence discounts that were offered during NICE’s appraisal of 
this technology (NICE 2011). Estimates of the incidence of the disease suggested 
that the total additional cost to the NHS of approval restricted to this subgroup 
would be just over £80.6 m per year, and that 3225 QALYs would be gained in the 
relevant ICD code with a disease burden of 2.68 QALYs (see Box  4.2) (Claxton 
et al. 2015b). These health effects in this patient population were associated with 
net production benefits of £88.4 m (£27 421 per QALY gained on average for this 
ICD code). These attributes of benefit can be compared with the losses associated 
with the effects of the disinvestments that are likely to take place in Table 4.4. In 
this example the question is whether the expected net loss of almost 3000 QALYs, 
which is made up of over 400 additional deaths and a loss of over 1800 life-years 
(see Table 4.3), is worth the additional £16.6 m of net production gains in the wider 
economy, or whether the type of health gained is worth almost twice as much as the 
health lost because the burden of disease is almost 30% higher in this group (see 
Box 4.2) (Claxton et al. 2015a).

In principle, explicit weights could be assigned to these attributes. For example, 
weights could be used that represent how much quality-adjusted life expectancy 
might be given up in low-burden conditions in exchange for smaller QALY gains 
in diseases that have a more significant burden (see Chapter 6). The weights that 

Table 4.4 Attributes of investment and expected disinvestment

Attributes Investment Disinvestment Net effects

Lucentis for diabetic 
macular oedema

Expected effects

Deaths 0 −411 −411

Life-years 0 −1864 −1864

QALYs 3225 −6184 −2959

Severity of disease  
QALY loss per patient 2.68 2.07 0.61

Net production benefits £88.4 m −£71.8 m £16.6 m
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might be attached to non-health effects could be based on the consumption gains 
(compensation) that would be regarded as equivalent to the loss of 1 QALY (see Sec-
tion 4.3.3). If such weights are explicitly specified, then a weighted QALY threshold 
could be estimated and used to compare to an ICER based on weighted QALY gains, 
which could also include the health equivalent of net consumption effects. By re-
arranging terms this is equivalent to adjusting the ‘basic’ cost per QALY threshold 
that can be compared to an ICER based on unweighted QALYs (the adjustment 
would be the ratio of weights attached to QALY gained to weights attached to the 
QALYs lost). Therefore, even if decision-makers are unwilling to specify explicit 
weights, consistent and accountable deliberation still requires an assessment of the 
other aspects of benefit that are likely to be forgone and a representation the trade-
offs at stake when decisions are made (see Box  4.3) (Peacock and Mitton 2013; 
Peacock et al. 2007).

Multi-criteria decision analysis (MCDA) has been proposed as a means of taking 
account of a number of different aspects or attributes of benefit (Baltussen and 
Niessen 2006; Devlin and Sussex 2011). In fact, measures of HRQoL are a form 
of MCDA. For example, the EQ-5D is a form of MCDA with six criteria (length of 
life plus five different attributes of quality) with three performance scores for each. 
The attributes of investment illustrated in Table 4.4 also represent how MCDA can 
be conducted with three criteria (QALYs, severity, and wider social benefit), with 
proper account taken of the attributes of benefit that are likely to be forgone due to 
the additional costs. Three questions are important when considering how MCDA 
should be conducted:
◆	 What criteria should be used in MCDA? Criteria should represent attributes 

of benefit that are valued alongside health gain. Each should make an 
independent contribution to benefit to avoid double counting. The means 
of measuring performance against each attribute should be prespecified, 
including the evidence that would support particular performance scores. The 
additional cost of an intervention is not a criterion (it is not an attribute of 
benefit). Rather, these costs are resources required to achieve an improvement 
in the composite measure of benefit. The costs indicate the scale of benefit that 
will be given up elsewhere.

◆	 How should weights be assigned to performance against each criterion? The 
performance scores are not weights that represent the relative value of 
attributes, so should not be simply added up. Some have suggested that weights 
might emerge during the decision-making process, but this might not offer 
predictability or consistency, and risks strategic behaviour. The weights ought 
to represent how much one is willing to give up of one attribute to achieve 
an improvement on another. These types of weights can be estimated using 
choice-based methods to elicit preference (see Chapters 5 and 6).

Box 4.3 Multi-criteria decision analysis
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4.3.3 Opportunity costs fall on consumption
If there is no explicit budget constraint or there are no other restrictions placed on the 
growth in health care expenditures in the health care system, then any additional costs 
associated with a new intervention to be adopted by that system will simply increase 
the total amount of health care expenditure. In these circumstances the additional costs 
will not (directly) displace health care for other patients. Nonetheless, additional costs 
will displace other socially valuable activities, so even if the primary purpose of health 
care is regarded as improving health, an intervention that only imposes costs outside 
the health care system cannot be treated as if it is ‘free’. The additional costs will mean 
that the resources required will not be available for use elsewhere outside health care. 
In other words, the opportunity costs fall on the consumption of other goods and ser-
vices rather than health. These reduced consumption opportunities might fall entirely 
on the patients who can benefit from the use of the intervention if they must pay the 
additional costs themselves. In other circumstances, however, it will be others who will 
bear these opportunity costs; for example, though higher health insurance premiums 
paid by other patients.

Now a decision about the use of the intervention will turn on whether the health 
benefits are regarded as more valuable than the consumption losses that will be in-
curred. This requires some assessment of how much additional consumption would 
be required compensate for a reduction in health, or what reduction in consumption 
would be regarded as equivalent to an improvement in health. Therefore, with no 
constraints on health care expenditure, some assessment of a consumption value of 
health (v) is required, rather than an estimate of the health opportunity costs (k). 
In these circumstances, there are three equivalent ways of deciding whether or not 
an intervention is expected to be worthwhile (see Table 4.1 and the similarities with 
Section 4.2.1):

◆	 What attributes of benefit are lost due to additional costs? Including cost- 
effectiveness as a criterion cannot do this. Without a proper assessment of 
the other attributes of benefit forgone, decisions may reduce both health and 
the other attributes of benefit that originally motivated the use of MCDA. For 
example, in Table 4.4 one might conclude that the investment offered wider 
social benefits of £88.4 m when, in fact, the net wider social benefits were 
£16.6 m.

Therefore, the task of conducting MCDA correctly is considerable and it should 
not be regarded as a simple alternative to CEA as the same issues and methods apply 
except that, for MCDA, other attributes of benefit are considered in addition to 
health outcome (Peacock et al. 2007). If not done properly, instead of making deci-
sions that improve a composite measure of benefit, which better represents society’s 
preferences, it may actually reduce it (Claxton et al. 2015a).

Box 4.3 Multi-criteria decision analysis (continued)
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◆ The ICER for an intervention is less than v. Here the health gained is more valu-
able than the incremental costs, which represents the consumption opportunities 
rather than the health that will be lost, (∆c/∆h < v).

◆ The equivalent consumption value of the health benefits (v.∆h) is greater than 
the consumption costs (∆c), so the incremental net consumption benefits are 
positive, (v.∆h − ∆c > 0). This is sometimes described as net present value in 
cost–benefit analysis and can also be expressed as a benefit:cost ratio ((v.∆h)/∆c) 
or a cost:benefit (∆c/(v.∆h)) ratio (Phelps and Mushlin 1991; Sugden and 
Williams 1979).

◆ If the health equivalent of the consumption losses (∆c/v) is less than the health 
benefits then the incremental net health benefit is positive (∆h − ∆c/v > 0).

Estimates of a social consumption value of health (v) can be revealed in situations 
where people have made actual choices in which health is valued implicitly as an at-
tribute in other markets, such as the trade-off between risk and wages in the labour 
market. Alternatively, such estimates can be derived from experiments which offer 
people hypothetical choices to try to find how much they are willing to pay for health 
or the collection of benefits offered by an alternative; or what trade-offs they would 
be willing to make between health and a range of other attributes, one of which can 
be valued on money terms (see Chapter 6). There is a range of estimates of values that 
might be used in different circumstances based on different methods and founded 
on different views about what values ought to inform social rather than individual 
choices (Ryen and Svensson 2014). These methods are discussed at greater length in 
Chapter 6.

4.3.3.1 What about the health effects of increased health care costs?
Even when there are no restrictions on the growth in health care expenditure, reim-
bursing or covering a higher-cost intervention will increase the costs of private insur-
ance and/or out-of-pocket expenditure. For instance, there can be increases in direct 
costs, premiums, or higher copayments and deductibles. This will inevitably reduce 
access and health outcomes for some. For example, individuals may be unable to af-
ford higher premiums, copayments, or the direct costs of care, and employers may 
be unwilling to offer health insurance at all or may select a more restricted benefits 
package. Therefore, even when there are no restrictions on the growth in health care 
expenditure, opportunity costs will fall on both consumption (those who are able and 
willing to pay the higher costs) and indirectly on health as well (those unable or un-
willing to pay).

So, when would it be appropriate to only focus on the consumption opportunity 
costs (represented by v) and disregard any indirect health opportunity costs (repre-
sented by k)? This depends on whether one believes that the value of the health effects 
is fully reflected in the choices individuals make in health care and insurance markets. 
It will depend on one believing that the health lost by those who are unwilling or un-
able to pay the higher costs is less valuable than the increase in costs, but that the health 
gained by those willing and able to pay the higher costs is more valuable (Pauly 1995). 
This turns on the question of whether patients are making fully informed choices in an 
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undistorted market (see Section 2.4.2) and, even if they are, whether such individual 
choices are consistent with other social objectives and values (e.g. see Section 2.4.3) 
(Brouwer et al. 2008). Since neither of these conditions is likely to be met, the oppor-
tunity costs that fall on health, even when there are no constraints on health care ex-
penditure, cannot be disregarded. Therefore, some assessment of a cost-effectiveness 
threshold (k) is required even in these circumstances.

4.3.4 What are the real distinctions between CEA and CBA?
It should already be evident that the distinction between CEA and cost–benefit analysis 
(CBA) seems more apparent than real (Garber and Phelps 1997; Phelps and Mushlin 
1991; Weinstein and Manning 1997). Although CBA measures benefits in terms of 
their consumption equivalent and CEA represents health benefits in natural units or 
measures of HRQoL, these are valued in monetary terms when cost-effectiveness is 
assessed. For example, comparing an ICER to a threshold that represents health dis-
placed when there are constraints on health care expenditure (∆c/∆h < k) is equivalent 
to comparing the resource equivalent of the health benefits (k.∆h) with the health care 
costs (∆c) (see Table 4.1). Health is inevitably valued in monetary terms; in this case it 
is valued in health care resources rather than consumption.

In these circumstances, a CBA that valued the health benefits using a consumption 
value of health would lead to the same decision as a CEA if the health opportunity costs 
are properly accounted for. Not only must the health gained be valued at its equivalent 
consumption value (v.∆h), the health displaced must also be valued using the same 
consumption value of health (v.(∆c/k)). Whatever value of v might be chosen and how 
much greater than k it might be, the same decision would be made because v simply 
scales benefits and the health opportunity costs to the same extent.

This can be illustrated by reconsidering the example in Figure 4.1 which was dis-
cussed in Sections 4.2.1 and 4.2.2 and Box 4.1. For example, if $60 000 per QALY was 
deemed to be an appropriate consumption value of health (v) then the 2 QALYs gained 
by the intervention would be valued at $120 000. However, at a price of P* the add-
itional costs of $40 000 fall on limited health care resources and will still displace 2 
QALYs (k = $20 000). Therefore, the opportunity costs fall on health, not consumption, 
so they should also be valued at $120 000 (2 × $60 000) not $40 000. The fact that v 
might be greater than k makes no difference to whether or not the technology should 
be regarded as worthwhile at each price, or the maximum the health care system can 
afford to pay for this technology.

Applying a consumption value of health to inform this choice without accounting 
for the fact that the opportunity costs fall on health rather than consumption would 
lead to a decision that would not only reduce health but also net consumption value 
too. In this example, ignoring the threshold, k, would lead to conclusion that the tech-
nology is worthwhile at P3, because the ICER of $30 000 is less than v ($60 000). This 
would wrongly suggest that it would offer positive net consumption benefits of $60 000 
(2 × $60 000 − $60 000) per patient treated. However, this ignores k and the real oppor-
tunity costs. It would, in fact, result in a net loss of 1 QALY (2 − ($60 000/$20 000)) and 
a net consumption loss of $60 000 ((2 × $60 000) − (3 × $60 000)) per patient.
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Ignoring the impact of constraints on health care expenditure also leads to paying 
too much for health technologies. For example, one would conclude that $120 000 is 
the maximum the health care system can afford to pay for this technology (2 × $60 000) 
when in fact the maximum is only $40 000. The consequences of paying for this tech-
nology based on an estimate of v rather than k would be a loss of 4 QALYs per patient 
treated (2-($120 000/20 000)), which is equivalent to a net consumption loss of $240 000 
(see Box 4.1) (Claxton et al. 2011a; Jayadev and Stiglitz 2009; Jena and Philipson 2007).

As discussed in Section 2.4.2 and developed in more detail in Chapter 6, there may be 
aspects of health or other non-health benefits that might not be fully reflected in meas-
ures of HRQoL, but that might be captured in a measure of benefit (B) based on con-
sumption value or willingness to pay (i.e. B ≠ v.∆h). In these circumstances, however, 
the consumption value of those aspects of health and non-health benefit that will be 
displaced as a result of constraints in the growth of health care expenditure also needs 
to be considered (see other aspects of value in Section 4.3.2.4 and Box 4.3). Therefore, 
some assessment of a threshold that reflects the opportunity costs associated with any 
restrictions on health care expenditure is still required even if measures of health bene-
fit are rejected in favour of measures based on compensation and willingness to pay 
(see Chapter 6). Adopting CBA in favour of CEA does not avoid the question of what 
an appropriate threshold might be (Sculpher and Claxton 2012).

In the context of CBA, a threshold representing opportunity cost can be represented 
as critical benefit:cost ratio (v/k) or cost:benefit ratio (k/v) that must be achieved before 
an intervention can be regarded as worthwhile (see Table 4.1). For this reason, estab-
lishing an appropriate willingness to pay for health or a consumption value of a QALY 
will not be sufficient if there are restrictions on the growth in health care expenditure. 
Even if there are no restrictions it will not be sufficient if the value of the indirect health 
and other effects of increased health care costs are not fully reflected in individual 
choices in the market for health care.

4.3.4.1 Is health care spending ‘optimal’?
Therefore, some assessment of a threshold that represents health opportunity costs is 
always necessary when there are restrictions on health care expenditure, and will also 
be sufficient if all costs fall on the health care system. However, the threshold cannot 
directly inform the broader question of whether current restrictions are too tight and 
whether expenditure on health care ought to be increased. Observing that an estimate 
of the consumption value of health is higher than the amount of health care resource 
required to improve health (v > k) would suggest that the health care system is not 
meeting individuals’ preferences. This is because individuals would be willing to give 
up more of the resources available to them to improve their own health than the health 
care system would require. It would suggest that more resources could be transferred 
from other consumption opportunities to health care; that is, that the current budget 
or level of health care expenditure is too low.

Simply assuming that v = k, however, would be inappropriate because both are ul-
timately separate empirical questions. Indeed, there are good reasons to expect v > k. 
This is because there are costs associated with socially acceptable ways to finance health 
care systems, so society would not choose to increase expenditure to the point where 
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v = k. In addition, v represents how much an individual would be willing to give up of 
their own consumption to improve their own health, whereas k represents how much 
of collectively pooled resources is currently required to improve health. Furthermore, 
k reveals something about how much society is willing to pay for improvement in the 
public’s health given other objectives, constraints, and competing claims on public 
funds. So v and k are not necessarily valuing the same thing. Therefore, unless one be-
lieves that the purpose of collectively funded health care is to satisfy individuals’ pref-
erences, that these are fully reflected in social decision-making and political processes, 
and that there are no welfare losses associated with financing the health care system, it 
is not at all clear that health care expenditure will be, or ought be, set to equalize v and k.

Appropriate assessment of v and k are ultimately empirical matters. A review of 383 
estimates of the consumption value of a QALY suggests that v (mean estimate of 74 000 
euros per QALY by Ryen and Svensson 2014) may well be greater than k (15 000 euros 
per QALY, based on estimates reported in Table 4.2). This would suggest that the scale 
of pooled or public funds available for health care is falling short of individual expect-
ations and preferences, which seems to reflect the political reality in many health care 
systems. It also implies a ratio of v/k > 1, which represents the value of collective com-
pared to private resource or the shadow price of public expenditure. A ratio of v/k > 1 
suggests that public expenditure is scarce (more valuable) relative to private consump-
tion, which seems to reflect the fiscal reality in many economies.

Failing to assess k or ignoring evidence that k < v and simply using v to inform de-
cisions on the grounds that expenditure ought to be increased so that v = k would be 
inappropriate. This is because it assumes that the change in health care resources that 
would be required would be made available immediately. Of course, if expenditure on 
health care does increase in the future then the threshold is likely to change, in which 
case the decision can be reconsidered once more resources are actually available rather 
than only assumed to be available (see Sections 4.3.2 and 4.5.2 for a discussion of the 
implications of changes in the threshold over time).

The broader question of whether expenditure on health care should be increased, 
and to what extent, depends on social choices that are mediated through a political 
process. This process determines how public resources could be used for other pur-
poses (education, transport, defence, etc.), and whether public expenditure should be 
increased, for example by raising additional taxation or running budget deficits. Eco-
nomic evaluation cannot claim to prescribe this choice, but estimates of the health that 
could be gained through additional expenditure (k) and how this compares to individ-
uals’ preferences (v) can inform this debate.

4.4 Making decisions with multiple alternatives
Informing a particular decision requires identifying the possible alternative courses of 
action that could be taken to improve the health of patients who face a choice between 
mutually exclusive alternatives (i.e. either/or decisions). So far in this chapter we have 
discussed how the results of economic evaluation can inform decisions when there are 
only two alternative courses of action available. In these circumstances there is a single 
ICER that summarizes the cost-effectiveness of choosing the more effective but more 
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costly alternative since there is only one possible comparison of incremental cost (∆c) 
and incremental effect (∆h). In most circumstances, however, more than two alterna-
tives are available and in some circumstances there may be very many indeed. This is 
because alternative strategies include the different combinations or sequences of treat-
ment and different ways in which interventions can be used (what dose, when to start, 
when to stop, etc.).

4.4.1 Which ICER?
When there are multiple mutually exclusive alternatives available there are multiple 
pairwise comparisons that can be made, each providing different incremental costs 
and benefits, resulting in many different ICERs that could be reported. Three questions 
have to be addressed (Johannesson and Weinstein 1993; Weinstein 2013):
◆ How should alternatives be compared?
◆ Which comparisons are relevant when calculating and reporting ICERs?
◆ How should cost-effectiveness be judged in these circumstances?

These common circumstances are illustrated in Table 4.5 which reports the expected 
costs and expected QALYs associated with four alternative courses of action which 
could be taken (A–D). These costs and effects are also illustrated graphically on the 
cost-effectiveness plane in Figure 4.2. There are many different comparisons that could 
be made, each resulting in different incremental costs, health effects, and ICERs. For 
example, B, C, and D could be compared to the lowest-cost and least effective alterna-
tive, A. Alternative D has an ICER of $29 885 when compared to A, so using a threshold 
of $30 000 per QALY, D might appear to be cost-effective based on this comparison. 
This would only be the correct conclusion if A and D were the only courses of action 
available. It is clear, however, that B and C are also possible choices that could be made. 
A comparison of the costs and effects of these alternatives indicates that D is more 
costly and less effective than C. Therefore, D is strongly dominated by C (point D lies to 

Table 4.5 ICERs and net benefit with multiple alternatives

Cost QALYs ICERs compared to Net benefit

Lowest 
cost (A)

Next  
lowest cost

Relevant 
alternative

$20 000  
per QALY

$30 000 
per QALY

A $4147 0.593 - - - $7713 $13 643

B $8363 0.658 $64 862 $64 862 ED $4797 $11 377

C $8907 0.787 $24 536 $4217 $24 536 $6833 $14 703

D $9078 0.758 $29 885 SD SD $6082 $13 662

ED, extended dominance; ICERs, incremental cost-effectiveness ratios; QALYs, quality-adjusted life-years; 
SD, strong dominance.

Adapted from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp 781–798, Exploring uncertainty 
in cost-effectiveness analysis, Claxton, K., Table III, Copyright © 2008 Adis Data Information BV. All rights 
reserved. With kind permission from Springer Science and Business Media.



PRINCIPLES OF ECONOMIC EVALUATION100

the north-west of point C in Figure 4.2) so should never be chosen irrespective of any 
threshold that might be applied.

This illustrates the importance of considering all the available alternatives in an eco-
nomic evaluation. Failure to do so by, for example, excluding C from an analysis, is 
likely to mean that the cost-effectiveness of an intervention being considered (e.g. D) 
can be seriously overestimated. This is because it has not been compared to more cost-
effective alternatives that might be available. In other words, any alternative can look 
attractive if it can be compared to something sufficiently bad! For this reason ICERs 
should not be based on comparisons with strongly dominated alternatives.

4.4.1.1 Extendedly dominated alternatives
Once strongly dominated alternatives have been ruled out, ICERs can be calculated 
based on comparisons of moving from a lower cost to the next more costly and effect-
ive alternative (neither A, B, or C is strongly dominated). This suggests that the ICER 
of alternative C when compared to B (the lower-cost alternative) is $4 794 per QALY 
in Table 4.5. One might be tempted to conclude that C appears very cost-effective at a 
threshold of $20 000 per QALY. However, the question is whether or not B is the appro-
priate alternative for this comparison.

The problem is that the ICER of B, when compared to A (the lower-cost alternative 
to B), is $64 862 per QALY, so would not be regarded as cost-effective at a threshold of 
$20 000 per QALY. In fact, B would never be chosen irrespective of the threshold so 
long as C is an available option. For example, if the threshold was $70 000 per QALY, 
B would be regarded as cost-effective compared to A but a decision-maker would not 
be satisfied with B because moving from B to C offers greater health improvements at 
a cost per QALY that would also be regarded as worthwhile; that is, moving from B to 
C offers greater net benefits (see Section 4.4.2). Importantly, not only is the ICER of 
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moving from B to C lower than the threshold, it is also lower than the ICER of moving 
from A to B. In other words, if a decision-maker were willing to pay enough for health 
outcome to make B seem worthwhile then they will also be willing to pay the additional 
costs to move to C because the ICER is lower. Therefore, alternative B will never be 
chosen and is described as being extendedly dominated by A and C.

Once B is ruled out as an alternative that will never be chosen, the ICER for C should 
be based on a comparison with A (the lower-cost non-dominated alternative). There-
fore, the appropriate ICER for C is not $4 794 but $24 536 per QALY, so at a threshold 
of $20 000 per QALY it would not be considered cost-effective. It is A that should be re-
garded as cost-effective and has the highest net benefit (see Section 4.4.2). This illustrates 
the importance of identifying and ruling out extendedly dominated alternatives when 
calculating and reporting ICERs. Failure to do so will mean that ICERs based on com-
parisons with extendedly or strongly dominated alternatives will be underestimated and 
can lead to the acceptance of alternatives that are not cost-effective (Weinstein 2013).

Extendedly dominated alternatives can be identified in the way illustrated in 
Table 4.5:
◆ Rule out strongly dominated alternatives.
◆ Calculate ICERs based on the comparisons of moving to increasingly costly and 

increasingly effective alternatives.
◆ If the ICER associated with moving to more costly alternative falls, then the 

lower-cost alternative used to calculate the ICER is extendedly dominated and 
should be ruled out.

◆ Recalculate ICERs based on comparisons of moving to increasingly costly 
but increasingly effective alternatives that are neither strongly nor extendedly 
dominated.

This concept of extended dominance can also be illustrated graphically in Figure 4.2. 
Point B lies to the north-west of the part of the line that joins A and C. Therefore, alter-
native B can be thought of as being strongly dominated by some combinations of A and 
C, that is, the costs and effects of offering A to some proportion of the patient population 
and C to the others. If this type of ‘mixture’ was a practical possibility there would be 
more alternatives to consider, some of which would strongly dominate B. As in this ex-
ample, this type of mixture is often not regarded as feasible (e.g. due to equity constraints, 
see Sections 4.4.3 and 4.6), so B remains extendedly rather than strongly dominated and 
will never offer higher net benefits than the other alternatives (see Section 4.4.2).

4.4.1.2 What are relevant alternatives?
This section has illustrated the importance of considering all the available alternatives. 
Failure to do so may mean that the cost-effectiveness of an intervention maybe ser-
iously overestimated (its ICER is underestimated) because it has not been compared 
to more cost-effective alternatives that might available. Including every possible al-
ternative strategy can be challenging (see Chapters 9 and 10). However, the guiding 
principle should be to include all those alternatives that have some possibility of being 
cost-effective, whether or not they are currently part of clinical practice. Indeed, includ-
ing a ‘do nothing’ alternative with zero costs can be useful because if an intervention is 
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not cost-effective when compared to ‘do nothing’ then it will not be cost-effective when 
compared to any other alternative that is not dominated. In other words, a comparison 
with ‘do nothing’ provides a necessary but not sufficient condition for cost- effectiveness. 
The example illustrated in Table 4.5 is loosely based on the results of an evaluation of 
interventions for advanced ovarian cancer. Offering no health care whatsoever for this 
condition was not regarded as a feasible policy option and there is very limited evidence 
to estimate the QALYs associated with such a decision. Therefore, any conclusions 
based on the ICERs reported in Table 4.5 rest on the assumption that the lowest-cost 
alternative (A) is itself worthwhile compared to offering no health care at all.

4.4.2 Net benefit and multiple alternatives
When there are more than two alternatives, summarizing cost-effectiveness using 
ICERs requires consideration of which pairwise comparisons are appropriate when 
calculating incremental costs and effects. The discussion in Section 4.4.1 demonstrates 
the importance of excluding dominated and extendedly dominated alternatives before 
ICERs are calculated and reported. Comparing an ICER to a threshold (∆c/∆h < k) is 
equivalent to asking whether the incremental net health benefits offered by the inter-
vention are positive (∆h − ∆c/k), or whether the incremental net monetary benefits (the 
equivalent health care resources) are positive (k.∆h − ∆c) (see Table 4.1 and Section 4.2) 
(Laska et al. 1999; Phelps and Mushlin 1991).

Expressing cost-effectiveness in terms of net benefit (whether expressed as health or its 
health care resource equivalent) is particularly useful when there are multiple alternatives. 
This is because it is not necessary to make only pairwise comparisons, calculate increments, 
and identify which are the appropriate comparisons that should be made. Calculating in-
cremental net benefit is not necessary because the net benefit of each alternative can be 
calculated and directly compared. The net benefit of the four alternatives, for thresholds of 
$20 000 or $30 000 per QALY, is reported in Table 4.5. The alternative that should be con-
sidered cost-effective is simply the one that provides the highest net benefit. For example, at 
a threshold of $20 000 per QALY, A offers the highest net benefit of $7713, but at a threshold 
of $30 000 per QALY, C offers the highest net benefit of $14 703. Exactly the same conclu-
sions are reached about cost-effectiveness as calculating ICERs and comparing them to the 
thresholds once dominated alternatives have been ruled out (Laska et al. 1999).

The reason why net benefit can be used in this way is that comparing the net benefit of 
any two of the alternatives is exactly the same as calculating the incremental net benefit of 
this comparison. In this example, the incremental health benefit of C compared to A is 0.194 
and the incremental cost of C compared to A is $4760. So the incremental net monetary 
benefit at a threshold of $30 000 per QALY is $1060. This is exactly the same as calculating 
the difference between the net benefit of C ($14 703) and the net benefit of A ($13 643).

Using net benefit rather than ICERs to report cost-effectiveness requires a threshold to 
be specified. However, it does not require pairwise comparisons to be made, so strongly 
or extendedly dominated alternatives do not need to be ruled out because any alternative 
that is either dominated or strongly dominated will never offer the highest net benefit and 
will never be considered cost-effective. The equivalence of representing cost-effectiveness 
in terms of net benefit or ICERs is illustrated in Figure 4.3, where the net benefit of each of 
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the four alternatives is reported for a range of possible values for the threshold. At thresh-
olds less than $24 536 per QALY (equal to the ICER of C compared to A), alternative A 
offers the highest net benefit and should be considered the cost-effective alternative. At a 
threshold greater than $24 536 per QALY, C has the highest net benefit (ICERC,A < k) and 
is cost-effective. Importantly, neither D nor B will ever have the highest net benefit—they 
will never be on the outer envelope of these net benefit lines.

A few other things are interesting to note in Figure 4.3. Although D and B are dom-
inated, so will never be considered cost-effective, they may be ‘better’ than other non-
dominated (but not cost-effective) alternatives; for example, D has higher net benefit 
than A at thresholds greater than $30 000. Also the extendedly dominated alternative 
(B) has lower net benefit than the alternative that is strongly dominated (D). This dem-
onstrates that the alternatives that need to be ruled out when calculating appropriate 
ICERs might nonetheless represent the next best choice and should not be excluded 
from the analysis or disregarded, especially when exploring the uncertainty associated 
with decisions based on cost-effectiveness (see Chapter 11).

4.4.3 Non-mutually-exclusive alternatives
In previous sections of this chapter we have considered the choice between the mutu-
ally exclusive courses of action that are available to improve the health of a patient (or 
a group of similar patients). Many of the choices faced in health care, however, are not 
mutually exclusive—these are not either/or decisions.

4.4.3.1 Subgroups and patient characteristics
For example, choosing which interventions should be offered to different subgroups 
of patients with the same condition are not mutually exclusive choices. Different deci-
sions about which alternative to offer can be made for each subgroup of patients who 
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have different characteristics that directly affect cost-effectiveness. These characteris-
tics could include, for example, patients’ comorbidities, previous responses to treat-
ment, or disease severity (see Chapters 8 and 10). Once subgroups have been identified 
and the costs and health effects of the alternatives have been estimated for each sub-
group, cost-effectiveness can be assessed in the way described in Sections 4.4.1 and 
4.4.2. In other words, each subgroup can be considered separately; identifying which 
of the mutually exclusive alternatives available to each subgroup should be regarded as 
cost- effective by either comparing the ICERs of non-dominated strategies to a thresh-
old (see Section 4.4.1) or calculating the subgroup specific net benefit of each alter-
native (see Section 4.4.2). A particular intervention may offer the highest net benefit 
in all subgroups, only in some, or in none. Therefore, the calculation of appropriate 
ICERs or net benefits specific to each subgroup can inform any decision about which 
interventions can be regarded as cost-effective and should be offered to different types 
of patients.

The total cost and health effects of each alternative for the whole patient population 
are the sum of the costs and health effects across each of the subgroups. The average 
per-patient costs and effects is the weighted average across the subgroups, with weights 
reflecting the relative size of each subpopulation. This may be useful if decision-makers 
are concerned that approving or reimbursing an intervention for use in some subgroups 
but not in others will not be sustainable. For example, it might be difficult to monitor and 
control appropriate use once an intervention is made available for some (see Section 11.5) 
(Espinoza et al. 2014). Alternatively, making access conditional on certain characteristics 
(e.g. age and gender) might be regarded as discriminatory or in conflict with other social 
values and equity concerns. Here it is useful to compare the sum of the net benefits that 
could be achieved if different decisions for different subgroups can be made and sus-
tained with the total net benefit if the same decision must be made for all. This indicates 
the value of being able to monitor and sustain differential access or the opportunity costs 
of any equity concerns that might be at play (Epstein et al. 2007; Stinnett and Paltiel 1996).

4.4.3.2 Priority-setting and defining a benefit package
Health care systems also face choices about which interventions to make available 
across different areas of disease, relevant to very different patient populations. For 
example, systems can decide which interventions to make available for which condi-
tions and patient populations, what should be added to an existing benefit package, or 
what collection of health care interventions should be selected to form a new benefit 
package. The principles of how to judge whether or not a particular intervention for a 
specific patient population ought to be included are the same as those outlined in Sec-
tions 4.4.1 and 4.4.2. In a similar way to patient subgroups, each of the different inter-
ventions being considered for inclusion in the package can be considered separately. If 
an intervention is regarded as cost-effective when compared with the other mutually 
exclusive alternatives available for the treatment of patients with the specific condition, 
then it should be included in the collection of interventions available to treat the range 
of diseases relevant to different patient populations.

An important consideration, however, is how to assess opportunity costs and iden-
tify an appropriate threshold to assess cost-effectiveness in these circumstances. This 
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will depend on context: whether the system is considering an amendment to an exist-
ing package, with either the same resources or with additional resources; whether it 
is selecting a new package; or completely reorganizing an existing one. If considering 
amendments to an existing package but using the same resources, then the question is 
what other parts of the existing benefit package will need to be removed and what the 
health effects likely to be. This might be based on an assessment of what is likely to be 
forgone elsewhere (see Section 4.3.2) or on explicitly identifying the specific match-
ing disinvestments that would need to take place. Identifying what might be suitable 
matching disinvestment still requires an assessment of how it compares to what would 
be likely to be forgone elsewhere if a matching disinvestment was not specified (i.e. an 
assessment of a threshold). Without this there is a danger that an intervention would be 
accepted and a matching disinvestment made when in fact both should be rejected (the 
ICER of the investment and proposed disinvestment are greater than the threshold). 
Similarly, an intervention might be rejected when compared to a specific disinvestment 
when both should be accepted (the ICER of the intervention and proposed disinvest-
ment are less than the threshold).

When considering how best to use additional resources to expand a package, ideally 
one would wish to have information about the costs and effects of all the other potential 
investments that could be made, selecting those which offer the cheapest ways to im-
prove health first (those with the lowest ICERs). The task is to identify the collection of 
investments that offer the greatest improvement in health given the additional resources 
that have been made available. This is similar to the task faced when considering how 
to select a new package or completely reorganizing an existing one: that is, selecting the 
collection of interventions that will provide the greatest improvements in health given 
the resources that are made available (Evans et al. 2013; Weinstein 2013). The informa-
tion required is considerable. In principle it requires information, not only about the 
costs and effects of all the types of care currently offered to treat patient (sub)popula-
tions with different diseases, but also about the costs and effects of all the interventions 
that could be offered. With different sets of multiple (mutually exclusive) alternatives to 
choose from within a wide range different of conditions and patient populations, this 
is a complex task: there are multiple mutually exclusive alternatives within each of the 
many non-mutually-exclusive choices that are faced (Weinstein 2013).

Mathematical programming (linear and integer programming) provides a useful ana-
lytical framework within which this type of constrained optimization, across mutually and 
non-mutually exclusive choices, can be undertaken (Earnshaw and Dennett 2003; Stin-
nett and Paltiel 1996). Due to the considerable informational requirements, the examples 
of its application tend to be rather stylized (Epstein et al. 2007). Nonetheless, thinking 
about these questions as a mathematical programming problem is useful. It demonstrates 
that reporting simple ‘league tables’ of ICERs (one ICER for each non-mutually-exclusive 
programme of care) and implementing each in turn starting with the lowest ICER until 
available resources are spent is unlikely to be sufficient. This is because there are many mu-
tually exclusive alternatives so potentially many ICERs within each of the non-mutually-
exclusive programmes (Drummond et al. 1993; Gerard and Mooney 1993).

One of the results of applying mathematical programming to this type of problem is 
an estimate of the health effects of relaxing or tightening the constraint on health care 
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expenditure—the cost-effectiveness threshold or the shadow price of this constraint. 
For example, when considering reducing health care expenditure or including a more 
costly intervention, the threshold will be the ICER of the least cost-effective interven-
tion that is currently included, because it is this that would be given up first. When 
considering increasing expenditure it will be the ICER of the most cost-effective inter-
vention that was not included, because it is this that would be included first as more 
resources are made available. Therefore, setting priorities and selecting those interven-
tions that should be included in a benefits package also reveals or implies the appropri-
ate threshold for a given level of expenditure (Epstein et al. 2007; Stinnett and Paltiel 
1996). With an appropriate estimate of the threshold, it is possible to decide whether 
or not a new intervention (or a collection of interventions) should be included without 
having to reconsider the entire benefits package every time these types of choices are 
faced. It is the threshold that provides the link between the type of decisions discussed 
in Section 4.4.1 and these broader choices about what collection of health care inter-
ventions should be included.

4.5 Some methodological implications
Previous sections have set out how estimates of the costs and effects of the available al-
ternatives can be used to assess cost-effectiveness. However, there are important ques-
tions about which costs and other non-health effects ought to be included. For example 
the following questions are important:
◆ What future health care costs should be included (see Section 4.5.1)?
◆ What account should be taken of the timing of future costs and health benefits 

(see Section 4.5.2)?
◆ Should attention be restricted to health care costs or include non-health care costs 

and other non-health benefits (see Section 4.5.3).

4.5.1 Future costs and benefits
A decision to provide an effective intervention for current patients will have costs not 
just in the current period but in future periods as well. These future costs will include 
the costs of the intervention itself if continued treatment is required but, even when 
this is not the case, there will be an effect on the future costs of treating these patients. 
In some circumstances an effective intervention may reduce future costs by avoiding 
future events and the costs associated with them. In other circumstances it might in-
crease health care costs if patients survive for longer but in a health state that requires 
health care (see Chapters 7 and 9).

An important question is whether these future costs should be restricted to the re-
sources required to treat the particular condition (or conditions) that the intervention 
directly affects. These costs are sometimes referred to as future related health care costs. 
Or should health care costs that are likely to be incurred as a consequence of increasing 
life expectancy also be included? For example, an intervention that prevents, or reduces 
mortality from myocardial infarction will mean that more patients avoid this event or 
survive it. As a consequence, the life expectancy of these patients will increase, so some 



PRINCIPLES OF ECONOMIC EVALUATION 107

will ultimately be diagnosed and treated for other conditions that are unrelated to the 
direct effect of the intervention. For example, some patients will be diagnosed with 
prostate cancer and, if treated for that condition, will incur the costs associated with it. 
The question is whether these ‘future unrelated health care costs’ should be considered 
as part of the cost of preventing or reducing the mortality associated with myocardial 
infarction (Garber and Phelps 1997; Weinstein and Manning 1997).

If these future costs will necessarily be incurred by deciding to provide an interven-
tion that reduces mortality and extends survival, then they are part of the opportunity 
costs of this intervention (Feenstra et al. 2008; Lee 2008; van Baal et al. 2013, 2014). 
However, the decision to offer an intervention today does not necessarily commit to 
treating these unrelated conditions in the future and incurring the costs associated 
with them. For example, one would expect that a decision to diagnose and treat pros-
tate cancer in the future would also be based on an assessment of which of the alter-
natives available at that time is cost-effective. If treatment is offered at this point it 
is because the benefits it offers are justified by the costs. In other words, the longer 
survival preserves the option to make future decisions which offer positive net health 
benefits which, with innovation in medicine and health technologies, might be better 
(offer greater net health benefit) than those available today.

Therefore, how this question is dealt with depends in part on what commitments 
are being made when making a decision about a specific intervention today. If a 
 decision-making body has responsibilities for decisions about other interventions 
across different conditions now and in the future, then future unrelated costs should 
not be regarded as an irreversible commitment. Rather, they should be considered as 
a decision that can, in principle at least, be addressed in the future based on an assess-
ment of whether incurring these costs are worthwhile. However, if there is no irre-
versible commitment to incurring future costs, then the estimate of the benefits of an 
intervention being considered today should not include the benefits associated with 
future treatments either. That is, an analysis that excludes future unrelated health care 
costs should also exclude the benefits that relevant future interventions offer as well. 
This can be difficult if published estimates of survival and life expectancy are used in 
the analysis. This is because such estimate will include some of the effects of other un-
related health care. In other words, the benefits of only committing to the future related 
costs of the intervention are likely to be overestimated. However, such analysis will also 
have excluded the possible positive net health benefits that future decisions about unre-
lated health care might be able to offer. So extending survival preserves an ‘option value’ 
of using more effective and cost-effective health care in the future. Therefore, restrict-
ing attention to the costs and benefits of future related health care will not necessarily 
always overestimate the cost-effectiveness of an intervention.

The problem of including future unrelated health care costs and the benefits asso-
ciated with the relevant interventions is that it runs the risk of compounding poor 
decisions. For example, an intervention that would be considered cost-effective when 
excluding future unrelated health care costs and the benefits that they offer might not 
be cost-effective when unrelated health care costs (and its benefits) are included. This 
would occur if the future health care is not itself cost-effective. In other words, a cost-
effective intervention might be rejected because cost-ineffective care is being (and it is 
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assumed will continue to be) provided elsewhere in the health care system. This seems 
inappropriate if there is a possibility of addressing cost-ineffective care in some future 
decisions. For these reasons most economic evaluations tend to restrict attention to 
future related health care costs, although it should be recognized that, in principle, the 
assessment of benefit should also be restricted to this related health care too (van Baal 
et al. 2014).

4.5.2 Discounting future costs and benefits
A decision to provide an effective intervention for the current patient population may 
offer some immediate health benefits but, in many circumstances, the health benefits 
will occur in future periods. For example, the life-years and QALYs gained from an 
intervention that reduces mortality will occur in future periods, even if the reduction in 
mortality is restricted to the current period. Of course other interventions are intended 
to reduce the risk of future events (e.g. primary prevention of myocardial infarction or 
stroke), so the health benefits they offer will not be realized for many years. Similarly, 
interventions will not just impose costs and offer cost savings in the current period but 
in future periods as well. The question is how account should be taken of when costs are 
incurred and health benefits are received.

4.5.2.1 The rationale for discounting
Different opportunity costs are imposed depending on when costs are incurred. These 
opportunity costs reflect the fact that the resources required for health care could, in-
stead, have been invested elsewhere in the economy which would provide a positive 
rate of return (Paulden 2014). This means that costs that are incurred in the near future 
are more important than those incurred in the more distant future. This is illustrated 
in Table 4.6. At a real rate of return of 3.5% per annum, health care costs of $1 million 
incurred today (t = 0) could instead have been saved (invested elsewhere in the econ-
omy) and would provide more than $1 million in real terms in future periods, i.e. the 
value of $1 m invested at t = 0 is $1 410 599 in 10 years’ time (t = 10). Therefore, a cost of 
$1 m which will be incurred in the next period (t = 1) requires less than $1 m of current 
resources to be set aside to cover this future liability because the funds can be invested 
with a positive rate of return. The amount of current resource required ($966 184) is 
described as the present value of $1 m incurred in t = 1. The further in the future the 
same real cost is incurred the less of current resources is required to meet it; that is, the 
present value of $1 m incurred in t = 10 is lower ($708 919); see Table 4.7. The oppor-
tunities to invest resources elsewhere in the economy with a real rate of return, rather 
than incur health care costs, makes it clear that costs need to be expressed in terms of 
their value in a common period. This is usually the present period, with their values 
discounted to present values based on when they are incurred, and a discount rate (r) 
that reflects real rates of return (see Section 7.2).

An important question is whether health should be discounted in the same way. On 
the one hand, health is unlike resources because there is no opportunity directly to 
invest health elsewhere at some real rate of return. However, health care transforms 
resources into health, so if resources can be traded over time then so can health. For 
example, we could choose to reduce expenditure and health now, invest the resources 
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that are released at a positive rate of return so that more resource will be available in 
the future, which can be used to generate more health, and vice versa. Indeed, many 
of the decisions in health care relate to these types of choices: whether to commit re-
sources now or later with consequent impacts on current and future health (Claxton 
et al. 2006). The relative value of current compared to future health is implied by how 
resources are allocated to health care over time. So the way in which government sets 
health care budgets, or how other commitments to health care expenditure are made, 
reveals something about a the time preference, or discount rate, for health (Paulden 
and Claxton 2012).

Since health care resources are ultimately health, if we discount health care resources 
we also discount their health effects. This is illustrated in Table 4.7 where an inter-
vention costs an additional $1 m now and generates 100 additional QALYs in t = 10. 
Rather than discount health to its present value, the costs could be expressed as their 
equivalent value in t = 10 when the health benefits occur, i.e. to their terminal rather 
than their present value. The opportunity costs of committing $1 m now is $1 410 599 in 
t = 10, so the cost per QALY of this intervention is $14 106 per QALY. This is exactly the 
same as discounting the health benefits occurring in t = 10 back to their present value 
(70.9 QALYs) and comparing them to the costs occurring in that period (Nord 2011).

4.5.2.2 Should costs and health be discounted at the same rate?
Health should be discounted, but an important and disputed question is whether 
health care costs and health should be discounted at the same rate (Brouwer et al. 2005; 
Claxton et al. 2006; Nord 2011). This depends on: (1) whether there are constraints 

Table 4.6 Why discount costs?

Year 0 1 2 3 10

£1 m £1 m(1 + r) 
= £1 035 000

£1 m(1 + r)(1 + r) 
= £1 071 225

£1 m(1 + r)(1 + r)(1 + r) 
= £1 108 718

£1 m(1 + r)10 
= £1 410 599

£1 m/(1 + r)  
= £966 184

£1 m

£1 m/(1 + r)10  
= £708 919

£1 m

Table 4.7 Why discount health?

Year 0 1 2 3 10

£1 m 100 QALYs

Cost per QALY = £14 106
£1 410 599

(100 QALYs)

£1 m

(70.9 QALYs)
Cost per QALY = £14 106

{{
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on health care expenditure; (2) whether the cost-effectiveness threshold is expected to 
grow over time; and (3) whether the consumption value of health is expected to grow. 
How the answers to these questions influence discounting policy are summarized in 
Figure 4.4 and are discussed below (Claxton et al. 2011b).

If there are constraints on the growth in health expenditure, then health care costs 
are health that is expected to be forgone at a rate represented by the cost-effectiveness 
threshold, k (see Section 4.3.2). So future health care costs are simply future health that 
is likely to be forgone. Cost-effectiveness can be expressed by calculating net health 
benefits in each period and discounting future net health benefits using a discount 
rate for health, Dh = rh. Equivalently, if the threshold is expected to be constant over 
time, then the ICER can be compared to the current threshold using incremental 
health benefits and incremental costs discounted at the same discount rate for health  
(Dc = Dh = rh). A revealed time preference or discount rate for health (rh) can be 
based on the rate at which government or the funders of health care can borrow or 
save (rs) and whether the threshold is expected to grow (gk) because this indicates the 
relative value (in terms of health care resources) of current compared to future health  
(rh = rs − gk) (Paulden and Claxton 2012).

If the threshold is expected to grow in real terms (gk > 0), then any future costs are 
less important than current costs because they will be expected to displace less health. 
Alternatively, if the threshold is expected to decline (gk < 0), then future costs are more 
important than current costs because they will be expected to displace more health. 
The relative importance of future and current costs needs to be reflected in estimates of 
cost-effectiveness either by calculating net benefits in each period or through discount-
ing costs differently when calculating an ICER:

What is the purpose of the HCS?

I. What rate can the
  government borrow (rs)?

II. Is the threshold growing (gk)?

I.   What is the discount rate for
    consumption (rc)?
II.  Is consumption value of
    health growing (gv)?
III. Is the threshold growing (gk)?

Health Consumption

Discount policy

Dh = rc – gv
Dc = rc – gv + gk

Dh = rh Dh = rs – gk
Dh = rs – gk + gk = rsDc = rh + gk

Discount policy

Questions of factQuestions of fact

Fig. 4.4 Selecting a discounting policy.
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◆ Net health benefits can be calculated in each period (t) by applying the threshold 
relevant to that period, kt, to the costs that occur that period (i.e. ∆ht − ∆ct/kt, see 
Section 4.2.1). These future net health benefits can then be discounted to the pres-
ent period using a discount rate for health, Dh = rh.

◆ If an ICER is compared to the current threshold, some account must be taken of 
whether future costs are expected to be less (gk > 0) or more important (gk < 0). 
This can be achieved by discounting the incremental health benefits using dis-
count rate for health (Dh = rh) but discounting the incremental costs at a rate that 
reflects any growth in the threshold and the relative importance of future costs 
(Dc = rh + gk). For example, if a discount rate for health is 1.5% and the threshold 
is expected to grow at 2%, future costs are less important and one way to reflect 
this is to discount them at a higher rate (Dc = 3.5%) compared to health benefits 
(Dh = 1.5%)

The purpose of health care might be regarded as improving a broader notion of wel-
fare or consumption value (see Section 2.4.2) rather than health itself. In these circum-
stances it is also necessary to consider whether the consumption value of health (vt, see 
Section 4.3.3) is likely to grow (gv > 0). There are good reasons to believe that it will 
increase with economic growth and consumption (Smith and Gravelle 2001). However, 
if there are constraints on health care expenditure, then future costs do not displace 
consumption but health (see Section 4.4.3). Therefore, any growth in the consumption 
value of health will mean that future health and future health care costs will both be 
more valuable. This can be reflected in estimates of cost-effectiveness by calculating 
the net consumption value of the net health effects in each period using the consump-
tion value of health relevant to that period (i.e. vt (∆ht − ∆ct/kt), see Table 4.1 and Sec-
tion 4.3.4) and then discounting these net consumption benefits at a discount rate for 
consumption (rc). An appropriate discount rate for consumption effects might be based 
on either the long-run real rates of return to a safe asset, like a government bond, or on 
estimates of social rates of time preference which reflect individual time preference and 
expected growth in consumption (Paulden 2014). Alternatively, if an ICER is compared 
to the current threshold, then incremental costs and health benefits can be discounted 
at a lower rate than consumption (Dh = Dc = rc − gv) to reflect growth in the consump-
tion value of health and the greater importance of both future health benefits and future 
health care costs (Claxton et al. 2011b).

The important thing to note is that it is growth in the threshold that leads to discount-
ing health care costs differently from health benefits (a higher discount rate for health 
care costs if the threshold is expected to grow) and only when comparing an ICER to 
the current threshold. Growth in the consumption value of health leads to lower dis-
count rate for both health and health care costs. However, if there are no constraints on 
health care expenditure then future cost will displace future consumption rather than 
health (see Table 4.1 and Section 4.3.3). In these circumstances the value of the health 
effects in each period can be calculated using the consumption value of health rele-
vant to that period. The future consumption benefits (vt.∆ht) and consumption costs 
(∆ct) can then be discounted at the same rate for consumption (rc). Alternatively, if an 
ICER is compared to the current consumption value of health, then incremental health 
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benefits can be discounted at a lower rate than consumption (Dh = rc − gv), to reflect 
the fact that future health is more valuable in terms of consumption, but with costs dis-
counted at the higher rate for consumption (Dc = rc) (Claxton et al. 2011b; Smith and 
Gravelle 2001). In short, discounting health benefits at a lower rate than health care 
costs will be appropriate if there are no constraints on health care expenditure and the 
consumption value of health is expected to grow.

4.5.3 Perspective for costs and benefits?
The type of CEA described in Sections 4.2 and 4.4 compares the health benefits ex-
pected to be gained from using an intervention with the health that is likely to be dis-
placed due to the additional health care costs. This will lead to reasonable decisions if 
the measure of health captures the important and valuable aspects of health and any 
other non-health effects are small or are of limited value compared to the effects on 
health. However, interventions will often have other non-health effects, which fall into 
two broad types: direct costs of care that do not fall on the health care system and the 
indirect effects on the rest of the economy.

Some direct costs of health care are borne by patients, such as out-of-pocket costs as 
well as their time in accessing care. Other direct costs include the time and resources 
devoted to caring for patients outside the health care system. So these costs might in-
clude marketed and non-marketed activities (e.g. time and informal care) which will 
need to be valued in some way (see Section 7.1). An effective intervention may reduce 
these costs (e.g. a quicker recovery) or increase them (e.g. prolong survival in a chronic 
state).

The indirect effects on the wider economy are external to the patients, their family, 
or informal carers but are valued by the rest of society. For example, enabling a patient 
to return to productive activity in the labour market (as well as other non-marketed ac-
tivities in the community and the household) will, in many circumstances, add to pro-
duction in the economy (see Section 7.3). So there will be a net benefit to rest of society 
if the value of the additional (marketed and non-marketed) production exceeds the 
individual’s additional consumption. Again, an effective intervention might provide 
external benefits by reducing mortality in economically active groups. However, it may 
also impose external costs if it reduces mortality in populations where consumption 
exceeds the value of production (Johannesson et al. 1997; Kruse et al. 2012; Meltzer 
1997, 2013).

This poses disputed questions of which non-health effects should count and how 
they should be measured and valued relative to each other. Any attempt to aggregate all 
these different effects by specifying what should count and how they should be valued 
either requires or implies a particular definition of social welfare (see Sections 2.4.2 
and 2.4.3).

4.5.3.1 A single societal perspective
Traditionally economics addresses this problem by founding a view of welfare on indi-
viduals’ preferences which are revealed by the choices people make. In particular, these 
choices are made in markets which show the compensation (additional consumption) 
individuals require to give up something of value or the consumption they would be 
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willing to offer to gain something of value (see Section 2.4.2). These principles enable 
all the non-health effects to be valued in a common numeraire of the equivalent con-
sumption gains and losses (Tsuchiya and Williams 2001). The equivalent consumption 
value of non-health effects can be based on market prices where they are believed to be 
undistorted or, in the absence of such markets, by estimating shadow prices that would 
reflect the outcome of an undistorted market (Boadway and Bruce 1984; Sugden and 
Williams 1979). Where aspects of non-health effects are not marketed (e.g. patient and 
carer time), shadow prices can be based on how these are implicitly valued in other 
markets or in hypothetical choices (see Chapters 6 and 7). Therefore, a traditional wel-
farist approach provides guidance on what should count (any effects where individuals 
require compensation or are willing to pay) and how they should be measured and val-
ued (using market prices or shadow prices). This means that all the non-health effects 
can be aggregated and expressed as a net consumption benefit or net consumption cost 
associated with the intervention.

4.5.3.2 Taking account of restrictions on health care expenditure
Aside from questions about whether this implied definition of social welfare is accept-
able (see Section 2.4.3), there are issues regarding its implementation: in particular, 
how non-health benefits and costs should be taken into account alongside the health 
effects, and the health care costs of an intervention when there are restrictions on the 
growth in health care expenditure.

An intervention which would not be regarded as cost-effective, on the basis of a 
comparison of the health benefits with the health forgone as a consequence of its add-
itional health care costs, might offer considerable non-health consumption benefits. 
These benefits may come, for instance, from reducing mortality and improving quality 
of life in younger, economically active, populations. For example, in Table 4.4 the use of 
Lucentis for the treatment of diabetic macular oedema is not cost-effective, with nega-
tive net health benefits of −2959 QALYs each year, but offers consumption benefits of 
£88.4 m. Equally, an intervention that might be regarded as cost-effective (health gains 
exceed health forgone for the health care system), but might impose considerable con-
sumption costs (e.g. reducing mortality in older, less economically active, populations). 
Simply combining the health care costs (e.g. £80.6 m in Table 4.4) and consumption 
cost and benefits (e.g. £88.4 m in Table 4.4) would be inappropriate as it would ig-
nore the reality of existing constraints on health care expenditure (see Section 4.3.4). 
It would treat consumption benefits as if they are health care resources that could be 
used to offer health care, and it would treat consumption costs as if they were health 
care costs and would displace other health care. For example, in Table 4.4 one would 
wrongly conclude that Lucentis reduces total costs (£80.6 m − £88.4 m = −£7.8 m) and 
offers net health benefits of 3225 QALYs so should be regarded as worthwhile.

Therefore, it is important to distinguish where the opportunity costs fall and value 
them appropriately. Additional health care costs (∆ch) will impose opportunity costs 
on health so a cost-effectiveness threshold that reflects these health opportunity costs 
is required to calculate the net health benefits within the health care system (∆ch/k). 
Any non-health consumption cost, ∆cc, (or benefit) will displace (or offer) consump-
tion opportunities in the wider economy. So to compare the net health benefits (within 
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the health care system) to the consumption costs or benefits (in the wider economy), 
an estimate of the consumption value of health is also required (see Sections 4.3.3 and 
4.3.4). The net consumption effects can then be expressed as their health equivalent 
(∆cc/v) and can be compared to net health benefits (∆h − ∆ch/k). Alternatively, the net 
health benefits can be expressed as their consumption equivalent (v(∆h − ∆ch/k)) and 
compared to the external net consumption costs (∆cc). In so far as k is less than v, then 
less weight (k/v < 1) ought to be placed on consumption costs compared to health care 
costs (see Table 4.1 and Section 4.3.4) (Claxton et al. 2010).

For example, in Table 4.4, if v = £60 000 per QALY then the consumption benefits of 
£88.4 m would be equivalent to a gain of 1473 QALYs (£85 200 000/£60 000), which is 
less than the loss of net health benefit within the health care system. Alternatively this 
loss of net health benefit (2959 QALYs) can be valued as £177.54 m of equivalent con-
sumption (2959 × £60 000), which is greater than the consumption benefits of £88.4. 
Therefore, failing to take account of where opportunity costs fall, and valuing cost ap-
propriately by reflecting the impact of any constraint on health care expenditure, risks 
concluding that an intervention is worthwhile when it is not.

Adopting a single societal perspective still requires an estimate of a threshold that 
represents health opportunity cost. Simply assuming that v = k would be inappropri-
ate as there are good reasons to expect v > k because there are costs associated with 
socially acceptable ways to finance health care systems. This seems to be supported 
by the evidence that is available (see Section 4.3.4) (Claxton et al. 2015b; Ryen and 
Svensson 2014). It suggests that publicly funded health care is falling short of individ-
ual expectations and that public expenditure is relatively scarce compared to private 
consumption. This also seems to reflect the political and fiscal realities in many health 
care systems and economies. Appropriate assessment of v and k are ultimately separate 
empirical matters. Failing to assess k or ignoring evidence that k < v and simply using v 
to inform decisions on the grounds that expenditure ought to be increased so that v = k 
would be inappropriate because it assumes that the change in health care resources that 
would be required would be made available immediately (see Section 4.3.4).

Therefore, adopting a single societal perspective still requires the impact of con-
straints on health care expenditure to be accounted for. Indeed, there are likely to be 
other constraints which, in principle, ought to be taken into account as well, such as 
costs that fall on other sectors where public expenditure is also restricted (e.g. educa-
tion or criminal justice).

4.5.3.3 Accounting for displaced non-health benefits
Including non-health benefits for patients, carers, and the wider economy, may not 
improve decisions unless it is also possible to assess the same non-health benefits that 
are also likely to be displaced as a consequence of additional health care costs (see 
Section 4.3.2.4 and Box 4.3). An intervention which would not be judged to be cost- 
effective when considering only its health effects (net health benefits are negative), 
might offer consumption benefits to patients, carers, and the wider economy that might 
compensate and make it worthwhile nonetheless.

However, the health that is expected to be lost as consequence of a new interven-
tion’s additional health care costs might also be associated with benefits to patients, 
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carers, and the wider economy that will be displaced as well. Therefore, whether or not 
the non-health benefits offered by an intervention can compensate for the loss of net 
health benefit requires some assessment of the non-health benefits that are also likely 
to be displaced. For example, although the investment illustrated in Table 4.4 might 
offer consumption benefits of £88.4 m in addition to the 3225 QALYs gained, the 6184 
QALYs expected to be lost as a consequence of the additional £80 m of health care costs 
will also be associated with a loss of £71.8 m of consumption benefits (see Box 4.2). 
Therefore, the net consumption benefits are £16.6 m rather than £88.4 m; equivalent to 
273 rather than 1473 QALYs if v = £60 000 per QALY.

In other circumstances an intervention might offer consumption benefits but they 
might be less than the consumption benefits that are likely to be displaced. Therefore, 
net consumption losses would be imposed: the intervention is less cost-effective when 
non-health benefits are considered. For this reason, adopting a single societal perspec-
tive that includes non-health benefits maybe self-defeating unless some assessment of 
the non-health benefits that are likely to be displaced as a consequence of additional 
health care costs is also possible (see Section 4.3.2 and Box 4.3) (Claxton et al. 2015a).

It should be recognized that restricting attention to a health care system perspec-
tive does not necessarily disadvantage the assessment of the cost-effectiveness of a new 
technology. Although this narrower perspective excludes some potential aspects of 
benefit, it also excludes the opportunity costs associated with them too. Indeed, ‘on 
average’, a narrower health care perspective may lead to very similar decisions once 
account has been taken of the restrictions on health care expenditure and non-health 
benefits that are likely to be displaced. For example, if non-health care benefits are as-
sociated with improvements in health, then those technologies that would be judged 
to be cost-effective from a health care system perspective (as they increase net health) 
will also offer net non-health benefits outside the health care system. Those not judged 
cost-effective will reduce overall health (their net health benefits will be negative) so 
will also impose net non-health costs outside the health care system too.

4.5.3.4 A multi-sectoral perspective
Adopting a single societal perspective requires or implies a particular definition of so-
cial welfare. The problem is that there is no consensus about what should count and 
how all the effects that ought to count should be valued. Expressing them in a single 
common numeraire requires a particular definition of social welfare which will be dis-
puted. This will be the case whether it is based on the type of welfarist or extra- welfarist 
principles discussed in Sections 2.4.2 and 2.4.3. In addition, there may be other import-
ant arguments and social objectives that are difficult to articulate precisely, let alone 
specify, measure, and value. These might include, for example, different types of con-
cern for equity (e.g. equity of health, income, or income-related health), or more nebu-
lous but potentially no less important objectives, such as the role that access to health 
care might play in society (e.g. effects on social cohesion and a sense of community) 
(Olsen and Richardson 1999). As a consequence, economic evaluation using a single 
societal perspective is unlikely to provide a prescription for social choice. This is be-
cause it is likely to be an incomplete and disputed description of all the effects that are 
regarded as socially valuable.
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A more modest role of informing, rather than prescribing, social decisions was de-
scribed in Section 2.4.3. It is this role that economic evaluation has tended to play in 
health policy and underpins much of the economic evaluations that have been con-
ducted (Coast et al. 2008; Williams 1993). In part, this explains why many economic 
evaluations adopt a narrower health care system perspective. This reflects the way a 
principal (e.g. government) allocates resources and devolves powers to an agent (the 
health care system or a reimbursement agency). The principal gives responsibilities to 
pursue explicit, specific, and measureable objectives that are generally agreed to be the 
primary purpose of health care (e.g. improving health). This is not to say, however, that 
the other non-health effects are unimportant or can be disregarded. Rather, the pur-
pose of economic evaluation is to set out the scale of the expected effects within and 
outside health care and the inevitable trade-offs required when decisions are made. In 
other words, a multi-sectoral perspective might be more useful than a single societal 
one. This would set out the net effects on health within the health care system, the net 
effects on private consumption opportunities in the wider economy, and the effects on 
other public sectors where expenditure might also be constrained.

This type of multi-sectoral perspective has already been illustrated in Table 4.4. For 
example, in Table 4.4 the new technology would not be judged to be cost-effective when 
considering only its health effects because its approval would lead to a net loss of −2959 
QALYs per year (net health benefits are negative). The health benefits it offers are also 
associated with consumption benefits to the wider economy of £88.4 m. However, the 
health that is expected to be displaced will also displace £71.8 m of consumption bene-
fits to the wider economy. Therefore, the trade-off that needs to be considered when 
making a decision about this technology is whether the net loss of 2959 QALYs is worth 
the net gain of £16.6 m for the wider economy. If the consumption value of a QALY 
is greater than £5610 then these consumption benefits cannot compensate for loss of 
health benefits. This type of disaggregated approach enables comparison of the impact 
of the proposed investment across the different sectors. It presents the aspects of bene-
fit matched with estimates of where the opportunity costs fall, in which sector what 
aspects of benefit are likely to be displaced. Economic evaluation might not prescribe 
how these trade-offs ought to be made but, by making them explicit, it can contribute to 
consistency in decision-making and to a process of accountability, scrutiny and change.

4.6 Concluding remarks
Decisions informed by the type of CEA described in Sections 4.2 and 4.4 will ensure 
health is improved overall so long as the cost-effectiveness threshold used reflects how 
much health is likely to be displaced elsewhere as a consequence of additional costs. 
Whether or not these types of ‘decision rule’ improve the performance of the health 
care system depends on whether the opportunity costs have been properly taken into 
account.

There are a number of circumstances where this is likely to be more challenging. For 
example, if the total additional cost represents a significant net budget impact, then 
proportionally more health is likely to be displaced; that is, more health is likely to be 
displaced per $ (see Section 4.3.2.3). In these circumstances, comparing an ICER to a 
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threshold that represents the health effects of a marginal change in expenditure may 
not lead to decisions that improve health. This is more likely to be an important consid-
eration in health care systems with particularly limited resources and/or when inter-
ventions require investments in infrastructure to deliver them effectively: that is, when 
an investment is indivisible (all or nothing) and where the additional costs represent a 
significant net budget impact (Birch and Gafni 2013). As well as infrastructure, equity 
considerations might mean that an intervention must be implemented for all patients 
who might benefit, or not offered at all. In other words, horizontal equity consider-
ations can be regarded as constraints that make approval of an intervention ‘lumpy’ or 
indivisible so the total additional costs will have a greater net budget impact (Stinnett 
and Paltiel 1996). In these circumstances, consideration needs to be given to the scale 
of what is likely to be displaced. This could be based on evidence of how the threshold 
changes with the scale of changes in expenditure (see Section 4.3.2.3).

Mathematical programming provides a useful analytic framework within which 
these types of additional constraint and indivisibilities can be considered (see Sec-
tion 4.4.3.2). As well as reflecting indivisibilities using integer programming (Earn-
shaw and Dennett 2003), mathematical programming can also be used to reflect other 
types of constraints such as horizontal equity or the need not to discriminate between 
certain groups or geographical areas. In many circumstances, there is not a single over-
all constraint on total health care expenditure, but multiple constraints. For example, 
health care expenditure might be constrained in different budgetary periods (Epstein 
et al. 2007). This becomes important when interventions impose additional costs in 
future periods. One way to reflect whether expenditure is likely to be more or less con-
strained in the future is to take account of expected changes in the threshold over time 
(see Section 4.5.2).

Once uncertainty and variability in costs and outcomes are considered, formulat-
ing simple ‘decision rules’ becomes even more challenging. This is especially so when 
research might be conducted to reduce these uncertainties in the future, but adopting 
the intervention will commit irrecoverable opportunity costs (see Chapter 11). In prin-
ciple, uncertainty, variability and different type of budgetary policies can be reflected 
in stochastic mathematical programming solutions to this complex allocation problem 
(Al et al. 2005; McKenna et al. 2010; Sendi et al. 2003). Implementing a mathematical 
programming solution can account for indivisibilities and a range of different types 
of constraints. As well as ensuring that a decision to adopt a particular technology 
improves health outcomes overall, it can also identify how to reorganize completely 
what is provided within a health care system. That is, it can help identify the collec-
tion of interventions that will provide the greatest improvements in health given the 
resources that are made available. The difficulty is the considerable informational re-
quirement necessary to implement such modelling. It would require information not 
only about the costs and effects of all the types of care currently offered to treat patent 
(sub)-populations with different diseases, but also about the costs and effects of all the 
interventions that could be offered.

Unfortunately, these informational requirements are beyond what are available in 
most circumstances. However, understanding the limitations of what can be said, with 
the type of information that is available (estimates of the costs and effects of the mutually 



PRINCIPLES OF ECONOMIC EVALUATION118

exclusive alternatives available to improve the health of a specific patient (sub)-popu-
lation with a particular condition) is useful in two respects. First, it indicates that an 
assessment of how opportunity costs are likely to differ is critical: for example, whether 
these opportunity costs are due to significant net budget impact, indivisibilities, a range 
of other constraints on expenditure, as well as other types of constraint. Secondly, it sug-
gests that, even if the problem of defining social welfare is set aside (see Sections 4.5.3 
and 2.4.3), economic evaluation is unlikely to provide a prescription for health care de-
cisions because it is unlikely to capture the opportunity costs of all the constrains likely 
to be faced, or to consider all the ways in which the health care system could in prin-
ciple be reorganized. Moreover, this will be the case whether welfarist or extra- welfarist 
principles are being used. Rather, the purpose of economic evaluation might be bet-
ter viewed as informing health care decisions by identifying the best estimates of the 
likely opportunity cost given the resources available and the current arrangement of the 
health care system. By doing so, it can also identify the potential implications of other 
constraints that might be faced and how things might be improved by relaxing them.
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Chapter 5

Measuring and valuing effects: 
health gain

5.1 Some basics
The starting point for the assessment of health gain in economic evaluations is the 
measurement of health effects. These can be improvements in the main health outcome 
of interest (e.g. survival) or other effects, such as the side effects of therapy, which could 
impact on health-related quality of life either positively or negatively. These data come 
from both randomized controlled trials and observational data sets, such as registries, 
administrative databases, clinical series and long-term epidemiological studies.

Randomized controlled trials are the best source for estimates of relative clinical ef-
fect (comparing two or more therapies), although these are sometimes obtained from 
observational studies when no relevant trials are available. Estimates of some other 
effects, particularly rare side effects or effects that only become apparent in the long 
term, are usually obtained from observational studies, since these studies tend to have 
long-term follow-up.

Health effects can be incorporated in economic evaluations in two main ways. First, 
an economic evaluation can be conducted alongside a single clinical study, using indi-
vidual patient data. This is discussed further in Chapter 8. Alternatively, an economic 
evaluation can be conducted using decision-analytic modelling. In this case, models 
usually incorporate a synthesis of data on health effects from a number of clinical stud-
ies. Modelling studies and issues in the synthesis of data are discussed further in Chap-
ters 9 and 10 respectively.

The main focus in this chapter is on the ways in which health effects can be used to 
assess health gain in the context of economic evaluations, but it should be remembered 
that the identification and measurement of health effects can also be important in the 
estimation of costs. For example, a bleeding complication not only has important im-
pacts on the health of the patient, but will also require health care resources to treat 
it. Indeed, economic evaluations conducted using individual patient data and those 
using decision-analytic models view health effects as events potentially resulting in 
both costs and changes in health status.

In this chapter we explore how health effects can be used as measures of health gain in 
economic evaluations and the circumstances under which particular measurement ap-
proaches are most suitable. We begin with consideration of clinical data alone, moving 
on to descriptive (health-related) quality-of-life (QoL) data and finally generic meas-
ures of health gain. The latter measures involve the formal elicitation of preferences for 
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health states. The main methods for doing this are also explained, along with the key 
methodological and practical issues that arise.

5.2 Using health effects in economic evaluation
As discussed in Chapter 2, there are several good reasons for using generic measures 
of outcome in economic evaluations, even when there is a single clinical outcome from 
therapy, such as increasing survival. This is especially true in budget-constrained sys-
tems, where it is important to compare the health gain achieved by the treatment with 
that which will be forgone in the alternative treatments that the new treatment dis-
places. However, the literature on economic evaluations contains studies using several 
types of outcome measures. Therefore, these are discussed before the chapter focuses 
on the issues surrounding the derivation and use of the generic measures, such as the 
quality-adjusted life-year (QALY).

5.2.1 Clinical outcomes
Some economic evaluations use the outcomes, as reported in the relevant clinical study, 
as the measure of health gain. This approach can only be considered appropriate when 
there is one major objective of therapy. For example, therapies having the primary ob-
jective of extending life, such as renal dialysis or treatment for advanced stages of can-
cer, could be assessed in terms of their cost per year of life gained, as compared with 
the relevant alternative(s). Therapies could be compared both within the particular 
medical field of interest and with life-extending therapies in other fields.

Of course, the usefulness of this approach rests on whether there is truly one major 
objective of therapy. In a review of economic evaluations of cancer therapies, Tengs 
et al. (2000) established that life extension accounted for 90% of the total gain in health. 
However, it is likely that patients would also be interested in the quality of life during 
the extra years gained. Indeed, in the case of cancer therapies with high toxicity, the 
patient may face a trade-off between length of life and quality of life. It is also known 
that different modalities of dialysis (e.g. hospital dialysis, home dialysis, continuous 
ambulatory peritoneal dialysis) have differing impacts on quality of life. Therefore, an 
economic evaluation based on the cost per life-year gained is at best incomplete and 
could also be misleading.

Comparisons of life-saving therapies using life-years gained as the measure of 
benefit at least has the advantage that this clinical outcome measure is generic across 
all life-extending therapies. The problem with using most clinical outcome meas-
ures is that they are specific to the clinical field concerned (e.g. seizure reduction 
for epilepsy, symptom-free days for asthma, change in ACR 20 for rheumatoid arth-
ritis). Economic evaluations could still be conducted to examine some constrained 
choices. This may be helpful for a decision-maker choosing among therapies for the 
same condition, but still poses difficulties in interpretation. For example, if one ther-
apy is more expensive than another, but delivers more clinical improvement, how 
do decision-makers assess whether a given improvement is worth the extra cost? 
Perhaps one could compare the incremental cost per unit of improvement with that 
obtained from other interventions in the same clinical field, although this assumes 
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that the measure being used encapsulates all the relevant health changes resulting 
from the various treatments.

This is the approach currently advised by the Institute for Quality and Efficiency 
in Health Care (IQWiG) in Germany. The institute suggests that, in assessing the 
cost-effectiveness of new technologies, analysts should construct an ‘efficiency frontier’ 
expressing the value for money from existing interventions within the same therapeutic 
area in terms of their cost per unit of clinical improvement. Then it can be assessed 
whether a new intervention is on the frontier (i.e. of comparable cost-effectiveness to 
the last new therapy in the therapeutic area concerned) (IQWiG 2011). However, the 
authors acknowledge that this approach may be complicated if there are several rele-
vant clinical outcomes in the therapeutic area concerned. In such cases, a composite 
measure of outcome would need to be constructed.

Nevertheless, Sculpher and Claxton (2010) point out that the proposed efficiency 
frontier requires the apparently broad terms of ‘therapeutic’ or ‘disease area’ to be inter-
preted very narrowly, defining sufficiently similar groups of patients to ensure there is a 
common choice between (mutually exclusive) alternatives. This is much narrower than 
disease areas (e.g. breast cancer, whether early or metastatic disease) or even diagnostic 
results (e.g. HER 2 positive). Indeed, the licensed indications for medicines commonly 
include a number of such therapeutic areas. Furthermore, they argue that only by com-
paring the health gains from the new treatment with the other activities displaced can 
the question of value be addressed. It is unlikely that a new treatment with additional 
costs will only displace activities within a narrowly defined ‘therapeutic area’. Even, if 
as is sometimes argued, there is no formal constraint on health expenditure in a given 
jurisdiction, an increase in health care costs will displace activities outside the health 
care sector—for example, private consumption if taxation or social insurance payments 
are increased.

Another important issue in using clinical outcomes is that the end points measured 
in the clinical studies may not be final end points. Survival, or life-years gained, is a 
final end point in that it relates directly to the patient’s health status. However, because 
of the challenges, such as length of follow-up and sample size, required to assess final 
end points, many clinical trials assess intermediate end points, such as change in blood 
pressure, LDL cholesterol, bone mineral density, or time to progression. Such measures 
are only useful to the extent that they are good predictors of the relevant final end point.

In some medical fields, epidemiological studies have been used to establish the link 
between intermediate and final end points. For example, Ciani et al. (2013) explored the 
validity of complete cytogenetic response and major molecular response at 12 months 
as predictors of overall survival in first-line treatment of chronic myelogenous leu-
kemia by undertaking a systematic review and meta-analysis of the available obser-
vational studies. In this case, policy-makers were willing to accept the observational 
association, but this may not be the case for all therapeutic areas, as there may not be 
convincing evidence on the relationship between the intermediate and final end points.

Therefore, although it would be possible to compare treatment strategies in terms of 
their cost per mmHg blood pressure reduction or cost per unit of LDL cholesterol re-
duction, most economic evaluations take advantage of the epidemiological data, where 
it exists, to model the changes in final outcomes. (Examples of such studies are given in 
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Chapter 9.) It goes without saying that in clinical fields where the links between inter-
mediate and final outcomes have not been established, an economic evaluation using 
an intermediate outcome could be misleading.

Finally, intermediate outcomes may also be used in clinical studies of diagnostic 
and preventive interventions, with measurements being made of ‘patients diagnosed’, 
‘cases detected’, or ‘cases averted’. An economic evaluation based on these intermedi-
ate measures rests on the proposition that achieving the intermediate outcome leads 
to cost-effectiveness in the long run. For example, in the case of a diagnostic test or 
screening strategy, the necessary requirement is that there is a clinical and cost- effective 
therapy to treat the cases diagnosed or detected.

Even if there is such a therapeutic intervention, it is still important to proceed with 
caution. A more expensive diagnostic strategy may detect more patients suffering from 
the condition, but the additional cases detected may be in individuals with less serious 
forms of the disease. Therefore, treating the additional cases may be less valuable than 
treating those more serious cases that are also detected by the existing strategy. Thus, 
as with many of the other clinical outcomes discussed above, an economic evaluation 
using cases detected, or cases averted, as the measure of benefit is at best partial and 
potentially misleading.

5.2.2 Quality-of-life measures
There is increasing interest in including patient-reported outcome measures (PROs) 
in clinical studies. PROs include measures of patient satisfaction and health-related 
quality of life and capture aspects of treatment effect that may not be captured in the 
main clinical outcomes. Since quality-of-life measures focus on treatment effects that, 
in principle, impact on the patient’s well-being, it is worth considering their relevance 
for economic evaluation.

There are two categories of QoL measures.
◆ Disease-specific, or condition-specific measures concentrate on the main quality-

of-life impacts of a particular disease. Examples include the St George’s Asthma 
Quality of Life Scale (Jones et al. 2002) and the EORTC instrument (Fayers and 
Bottomly 2002) in cancer. Although these measures may be useful in assessing 
the efficacy of treatment, their use in economic evaluation is limited to com-
parisons of treatments within the disease in question. In this respect they suffer 
from the same limitations as the clinical outcomes, but may have the additional 
complication that they are normally multidimensional. Therefore, unless the 
measure has an accompanying algorithm for generating a summary measure, it 
will be difficult to compare two treatments that perform differently in the differ-
ent dimensions of quality of life, unless one treatment dominates the other in all 
respects.

◆ Generic measures do not focus on the impacts of a particular disease. Rather, they 
consider a broad range of dimensions of quality of life that, in principle, could 
be impacted by any disease, including physical function, mental well-being, so-
cial function, and pain. The most widely used measure of this type is the Short 
Form (SF)-36 (Ware et al. 1993). In principle, generic QoL measures have broader 



HEALTH GAIN 127

application, but, as is the case of disease-specific measures, comparisons of treat-
ments will usually require an algorithm to generate a summary score. Some meas-
ures have such an algorithm, others do not.

However, when we consider the perspective of a decision-maker wishing to allocate 
health care resources, two other issues need to be considered. First, the impact of treat-
ments on survival needs to be considered alongside their impacts on quality of life. In-
deed, some treatments (e.g. chemotherapy for cancer) may involve a trade-off between 
length and quality of life. Secondly, it is important to consider how such trade-offs are 
made; for example, whose preferences are involved and how are they elicited? Some of 
the algorithms used to generate a summary outcome in quality-of-life measures are 
based on a simple scoring system, not a formal consideration of preferences for differ-
ent health effects or health states.

5.2.3 Generic measures of health gain
It should be clear from the discussion above that the ideal measure of health effect for 
assessing benefit in economic evaluations would be a generic measure of health gain 
that (1) encompasses the major elements of changes in length and quality of life, and 
(2) is based on the formal consideration of preferences for health states. For a decision-
maker facing constraints on the overall growth in health care expenditure, such a meas-
ure would also have the advantage that not only can the health gained from adoption of 
the new intervention be assessed, but also the loss in health resulting from abandoning 
interventions that can no longer be funded as a result. There are a number of generic 
measures of health gain, the most widely used being the QALY. A widely used measure 
in economic evaluations conducted in developing countries is the disability-adjusted 
life-year or DALY (Tan-Torres Edejer et al. 2003).

A taxonomy of the alternative measures of health effect is given in Figure 5.1. Since 
the generic measures of health gain have the widest application in economic evalu-
ation, these are discussed in more detail below.

5.2.3.1 The quality-adjusted life-year (QALY)
The concept of the QALY was first introduced in 1968 by Herbert Klarman and col-
leagues in a study on chronic renal failure (Klarman et al. 1968). They noted that the 
quality of life with a kidney transplant was better than that with dialysis, and estimated 
that it was 25% better. The cost per life-year gained by the different treatment options 
was calculated with and without this quality adjustment. Although they did not use the 
term ‘quality-adjusted life-year’, the concept was identical.

As was mentioned above, the advantage of the QALY as a measure of health outcome 
is that it can simultaneously capture gains from reduced morbidity (quality gains) and 
reduced mortality (quantity gains), and combine these into a single measure. Moreo-
ver, the combination is based on the relative desirability of the different outcomes. A 
simple example is displayed in Figure 5.2. Without the intervention the individual’s 
health-related quality of life would deteriorate according to the lower path and the 
person would die at time Death 1. With the intervention the person would deteriorate 
more slowly, would live longer, and would die at time Death 2. The area between the 
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Fig. 5.1 A taxonomy of measures of health effects.

Perfect
health

1.0

0.0Dead

Intervention Death 1 Death 2

QUALITY-ADJUSTED LIFE-YEARS GAINED

DURATION (Years)

H
EA

LT
H

-R
EL

A
TE

D
Q

U
A

LI
TY

 O
F 

LI
FE

 (W
ei

gh
ts

)

A

B

2. With
programme

1. Without
programme

Fig. 5.2 Quality-adjusted life-years gained from an intervention.

Reproduced from Gold, M.R. et al. (ed.), Cost-effectiveness in health and medicine, Figure 4.2, 
pp. 92, Oxford University Press, New York, USA, Copyright © 1996, with permission of Oxford 
University Press, USA. Source: data from Torrance, G.W., Designing and conducting cost–utility 
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2nd edition, Lippincott-Raven, Philadelphia, USA, Copyright © 1996.
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two curves is the QALYs gained by the intervention. For instructional purposes the 
area can be divided into two parts, A and B, as shown. Part A is the amount of QALY 
gained due to quality improvement (the gain in health-related quality of life during the 
time that the person would have otherwise been alive anyhow) and part B is the amount 
of QALY gained due to quantity improvement (the amount of life extension but fac-
tored by the quality of that life extension).

Much more complicated cases can be handled. The paths may cross each other. 
For example, many cancer treatments cause a QALY loss in the short term in order 
to achieve a QALY gain in the longer term. The paths may be identical for a long time 
after the intervention and only diverge in the distant future. An example of this pattern 
could be a hypertension drug that is well tolerated and has no side effects but eventu-
ally averts serious cardiovascular events. The paths may be uncertain, reflecting the 
variability between apparently similar patients in terms of their prognoses. This uncer-
tainty can be characterized by including a series of alternative paths, with the likelihood 
of a given patient following each being reflected by a probability. With each path having 
a QALY value associated with it, the expected (or mean) QALY is calculated as sum of 
the QALY for each pathway weighted by its respective probability. This is an example 
of a simple decision-analytic model, which is described in more detail in Chapter 9.

To operationalize the QALY concept, as described above, one needs quality weights 
that represent the health-related quality of life (HRQoL) of the health states under con-
sideration. These quality weights are the scale for the vertical axis in Figure 5.2. The 
instruments that are used to obtain the required weights are discussed in Section 5.3.

The QALY weights for health states should be based on preferences for the health 
states. This way the more desirable (more preferred) health states receive greater weight 
and will be favoured in the analysis. The scale of QALY weights may contain many 
points, but two points that must be on the scale are perfect health and death. These 
two are required because they will both occur in programmes being evaluated with the 
QALY model, and weights will be required for them. Because these two must always 
be on the scale, and because they are well specified and understood, they are usually 
selected to be the two anchor points (actually, a better term would be reference points) 
for the interval scale of QALY weights. This is akin to selecting the freezing point and 
the boiling point of water to be the anchor points for the interval scale of temperature.

To define an interval scale of QALY weights, death and perfect health can be given 
any two arbitrary values as long as the value for death is smaller than the value for per-
fect health. The pair of values could be (32, 212), (0, 100), (−5.9, 2.3), (0, 1), or whatever, 
and the resulting scale would be an interval scale of QALY weights. However, one pair 
of scores stands out as particularly convenient (death = 0 and perfect health = 1), and 
this has become the conventional scale for QALY weights. Note that this still allows 
states worse than death, which would have scores less than 0, and indeed states better 
than perfect health, if they exist, which would have scores greater than 1.

Scales of measurement can be nominal (e.g. colours—red, blue, green), ordinal (e.g. 
size—small, medium, large, extra large, extra extra large), or cardinal (e.g. length in 
metres, or temperature in °C). Cardinal scales can be interval (e.g. temperature) or 
ratio (e.g. length). The difference between these two is that the ratio scale has an un-
ambiguous zero point that indicates there is absolutely none of the phenomenon being 
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measured. For example, if something has a length of zero, it has no length. However, if 
something has a temperature of zero, it still has a temperature. A convenient memory 
aid that lists the types of scales in increasing order of their mathematical properties is 
the French word for black, noir, standing for nominal, ordinal, interval, ratio.

Because it has an absolute zero, a ratio scale is unique under a positive multiplicative 
transformation. This means that any ratio scale can be multiplied by any positive con-
stant and the result is still a ratio scale of the same phenomenon, just in different units. 
This property is used, for example, to convert feet to yards, or metres to miles. Because 
it has no natural zero, an interval scale is unique under a positive linear transformation. 
This means that any interval scale x can be transformed to a scale y using a function 
y = a + bx, where a can be any constant and b can be any positive constant. The result 
will still be an interval scale of the same phenomenon, but in different units and with a 
different zero. This property is used to convert °F to °C.

An interval scale has the property that ratios of intervals have meaning, but ratios of 
scale quantities do not. In a ratio scale both types of ratios have meaning. For example, 
with temperature, the interval scale property means that it is correct to state that the 
gain in temperature in going from 40°F to 80°F is twice as much as the gain in going 
from 40°F to 60°F, but it is incorrect to state that 80°F is twice as hot as 40°F. The former 
statement holds true whether the temperature is measured in °F or °C, while the latter 
does not. Conversely, in length, it is both correct to state that the gain in length from 
40 metres to 80 metres is twice as much as the gain from 40 metres to 60 metres, and 
that 80 metres is twice as long as 40 metres. Both statements remain true whether the 
lengths are measured in metres, inches, miles, fathoms, light years, or any other unit 
of length.

At first glance it may seem that a scale of HRQoL does have a natural zero at death. 
After all, death represents no HRQoL. However, the problem is that there could be 
states worse than death (Patrick et al. 1994; Torrance et al. 1982; Torrance 1984), and 
these states require a score for their HRQoL. Thus, death is not the bottom of the scale. 
In fact, there is no well-defined bottom of the scale. Conventionally, as discussed above, 
death is assigned a zero score and states worse than death take on negative scores. This 
is akin to the temperature at which water freezes being assigned 0°C and temperatures 
colder than that being negative.

Finally, it is useful to note that for economic evaluation an interval scale is required 
for the QALY weights, but an interval scale is all that is required. First, an interval scale 
is required because it is important that intervals of equal length on the scale have equal 
interpretation, and this is the fundamental nature of an interval scale. That is, it is im-
portant that a gain from 0.2 to 0.4 on the scale represents the same increase in desir-
ability as a gain from 0.6 to 0.8. This is required because in the QALY calculations those 
two types of gains will appear equal.

Second, an interval scale is all that is required; there is no need to have a ratio scale. 
There are two reasons. First, because an interval scale is a type of cardinal scale, all 
parametric statistical calculations are allowed; for example, mean, standard deviation, 
t-test, analysis of variance, and so on. Second, because all economic evaluations are 
comparative, the analysis is always dealing with differences between the programme 
and the comparator, and all mathematical manipulations on differences (intervals) are 
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valid with an interval scale. That is, it is valid to take ratios of differences (the incre-
mental QALYs gained in programme A compared to its comparator are twice those of 
programme B compared to its comparator), and to use the differences in other ratios 
(the incremental cost per incremental QALY for programme A is one-third of that for 
programme B), as well as to perform the statistical tests (the incremental QALYs gained 
in programme A are not statistically significantly different from those gained in pro-
gramme B at the 5% level).

Conceptually, the QALY calculation is very straightforward. If both groups start 
with exactly the same baseline health state, as is the case in Figure 5.2, the incremen-
tal QALYs gained is simply the area under path 2 less the area under path 1. If, on the 
other hand, there is a difference in baseline health state between the two groups, the 
area between the two curves must be adjusted to account for this difference. The re-
commended adjustment method uses multiple regression to estimate the incremental 
QALY and an associated measure of sampling variability (Manca et al. 2005). The area 
under a path can be thought of as the sum of the areas under each component health 
state on the path, where the area under a health state is the duration of the health state 
in years, or fraction of a year, multiplied by the quality weight for the health state. This 
is the QALYs gained without discounting.

Because individuals, and society, generally prefer gains of all types, including health 
gains, to occur earlier rather than later, future amounts are multiplied by a discount 
factor to account for this time preference. The technique of discounting, as applied to 
costs, is described in detail in Chapter 7. The logic is the same when applied to QALYs 
(see Chapter 4). Essentially the method consists of taking the amounts that will occur 
in future years and moving them year by year back to the present, reducing the amount 
each year by r% of the remaining amount, where r% is the annual discount rate.

5.2.3.2 The disability-adjusted life-year (DALY)
The concept of DALYs was originally developed by the World Health Organization 
(WHO) initially for their Global Burden of Disease and Injury study (Murray and 
Lopez 1996). Subsequently they have been recommended by WHO for use in general-
ized cost-effectiveness analysis (Tan-Torres Edejer et al. 2003). See Box 5.1.

Since its introduction in 1993 the DALY approach has been heavily debated. For ex-
ample, Arnesen and Kapiriri (2004) show that the value choices built into the DALY, 
notably the age weights, the discount rate, and the disability weights, have a major 
influence on the rankings of programmes, and they argue that these value choices are, 
in part, arbitrary and are far from transparent. They also conclude that the disabil-
ity weights are of doubtful validity. Some of the issues in calculating and presenting 
DALYs are discussed by Rushby and Hanson (2001), who suggest a set of minimum 
reporting criteria. Comparisons between QALYs and DALYs and the implications for 
health policy decisions are discussed in the papers by Airoldi and Morton (2009) and 
Robberstad (2005).

In response to these criticisms and the need to make use of more recent data, WHO 
undertook a major re-estimation of DALYs for its Global Burden of Disease (GBD) 
study in 2010. An earlier expert consultation addressed the conceptual, ethical, and 
measurement issues in undertaking a comprehensive revision of the disability weights 
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(Salomon 2008). In addition, the GBD study undertook a comprehensive re-estima-
tion of disability weights through a large-scale empirical investigation with a major 
emphasis on surveying respondents from the general population, in which judge-
ments about health losses associated with many causes of disease and injury were 
elicited through a new standardized approach. The GBD 2010 study estimated dis-
ability weights for 220 health states using a method involving paired comparisons 
of health states described using lay descriptions consisting of a brief summary of the 
health state of an average or modal case in 30 words or less (Salomon et al. 2012).

The original GBD 1990 study and subsequent WHO updates also incorporated 
age-weighting in the standard DALYs used in most publications and analyses. The 
standard age weights gave less weight to years of healthy life lost at young ages and 
older ages. With the clearer conceptualization of DALYs as purely a measure of 
population health loss rather than broader aspects of social welfare, it is difficult 
to justify the inclusion of age weights, and the GBD 2010 study dropped them. The 
result was a simplified DALY, where the calculation of years of healthy life lost to 
disability was merely the prevalence of each sequela multiplied by the relevant di-
ability weight (WHO 2013).

Although the primary focus of DALYs remains the estimation of the GBD, they con-
tinue to be used in economic evaluations of health care programmes and treatments. 

DALYs, as originally developed, were conceptually similar to QALYs but differed in 
the following important ways:
◆	 The life expectancy used in the QALY depends on the situation. The life ex-

pectancy used in the DALY was constant and was set at the greatest reported 
national life expectancy, that of Japanese women.

◆	 The disability weights in the QALY are based on preferences, either those of 
the general public or those of the patients in the study. The disability weights 
in the DALY were not preferences but were person trade-off scores from a 
panel of health care workers who met in Geneva in August 1995.

◆	 Although both sets of disability weights are on the same scale where death has 
a score of 0 and full health has a score of 1, the QALY weights can take on any 
value depending upon the health state while the DALY weights, in contrast, 
can only take on one of seven discrete values. That is, in the original DALY 
system there were only seven health states in addition to dead and healthy.

◆	 The QALY does not use age weights. The initial DALY used age weights that 
give lower weight to years of young and elderly people.

WHO originally suggested that DALY users should use the age weights in their 
base case analysis but that a sensitivity analysis could be undertaken without 
the age weights. This is because the age weights may raise some equity concerns  
(Tan-Torres Edejer et al. 2003).

Box 5.1 Disability-adjusted life-years (DALYs)
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They are most likely to be used when required by the international agency, such as 
WHO, commissioning the study, or when the economic evaluaton is being conducted 
in a country for which no local health state preference values exist. The latest informa-
tion on the development of the DALY estimates can be found at <http://www.who.int/
healthinfo/global_burden_disease/en/>.

5.3 Measuring preferences for health states

5.3.1 A note on terminology
Many people use the terms ‘utility’, ‘value’, and ‘preference’ interchangeably, but in fact 
there are differences. Preference is the umbrella term that describes the overall concept; 
utilities and values are different types of preferences. What you get depends on how you 
do the measurements (see Table 5.1). There are two key aspects of the measurement 
process. One is the way in which the question is framed, specifically whether the out-
comes in the question are certain or uncertain. The other is the way in which the subject 
is asked to respond, specifically whether the subject is asked to perform a scaling task 
based on introspection or to make a choice.

The term ‘utility’ is particularly problematic. It has been around for several centuries, 
has been used by a variety of disciplines, and has a number of related but different 
meanings (Cooper and Rappoport 1984; Miyamoto 1988; Sen 1991). Thus, it creates a 
significant potential for confusion and for people to talk past each other. In econom-
ics the term has tended to be synonymous with preference; the more preferable an 
outcome, the more utility associated with it. The differences in meaning arise when 
approaches are developed to define the concept more precisely and especially when 
attempts are made to measure it.

In the literature on health state preference measurement reviewed here, the term 
‘utility’ has its origins in the theory of decision-making under uncertainty, as developed 

Table 5.1 Methods of measuring preferences

Response method Question framing

Certainty (values) Uncertainty (vNM utilities)

1 2

Scaling Rating scale

Category scaling

Visual analogue scale

Ratio scale

3 4

Choice Time trade-off Standard gamble

Paired comparison

Equivalence

Person trade-off
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by von Neumann and Morgenstern (1944), often referred to as ‘vNM utilities’. Because 
of the potential confusion over the use of the term ‘utility’, we will use the more general 
term ‘preferences’, unless we are directly referring to literature, or measurement instru-
ments, that use the term ‘utility’.

5.3.2 General measurement concepts
Consider a subject being asked preference questions for health outcomes, where each 
outcome is a specific lifetime path for the subject. That is, each outcome describes a path 
from now to death consisting of one or more health states for specified time periods. 
This, in fact, is the most general case of measuring preferences for health outcomes, and 
all health state preference measurement uses, or should use, this format. Even meas-
uring preferences for single temporary states, such as 1 week of hospitalization for an 
acute episode of some disease, cannot be done in isolation from what will follow. What 
will follow should always be described explicitly, else the subject will implicitly assume 
something and it will affect the measurement in unknown ways.

A question framed under certainty would ask the subject to compare two or more 
outcomes and to choose between them or to scale them. In thinking about each out-
come, the subject is asked to assume that the outcome would occur with certainty. 
There are no unknowns and no probabilities in the way the various futures are de-
scribed. A question framed under uncertainty would ask the subject to compare two 
alternatives, where at least one of the alternatives contained uncertainty; that is, it con-
tained probabilities. The conventional standard gamble question, described in Section 
5.4.2, is a common example. The difference between these two forms of questioning is 
that the certainty method does not capture the subject’s risk attitude, while the uncer-
tainty method does.

Risk attitude is a well-known concept in preference measurements and utility the-
ory (Gafni and Torrance 1984; Holloway 1979; Keeney and Raiffa 1976). The intuitive 
notion is that if a person shies away from more risky alternatives in favour of less risky 
alternatives, they are risk averse. If they are indifferent, they are risk neutral, and if they 
prefer risky situations, they are risk seeking. Mathematically, the concept can only be 
operationalized when measuring preferences over outcomes that are themselves de-
fined on an interval scale. Then, the definition is that if the subject prefers the expected 
value of an uncertain alternative to the uncertain alternative itself, the subject is risk 
averse; indifference between the two represents risk neutrality; and a preference for the 
gamble indicates a risk-seeking attitude.

For example, a subject who prefers $100 for sure to a 50/50 gamble of receiving $0 or 
$200 would be said to be risk averse with respect to money. On the other hand, if the 
subject was indifferent between the two, they would be risk neutral; and if the gamble 
was preferred, they would be risk-seeking. Similarly, a subject who rated three health 
outcomes, A, B, and C, on a visual analogue scale (VAS) (see Section 5.4.1) as valued at 
0.4, 0.6, and 0.8, who then preferred outcome B for sure to a 50/50 gamble of receiving 
outcome A or C, would be said to be risk averse with respect to value. As in the case for 
money, if the subject had been indifferent, they would have been classed as risk neutral; 
and if they had preferred the gamble, they would be called risk seeking. Risk attitude 



HEALTH GAIN 135

with respect to values is sometimes called relative risk attitude (Dyer and Sarin 1979, 
1982; Torrance et al. 1995) to differentiate it from risk attitudes with respect to funda-
mental consequences like dollars or years of healthy life.

Note that the risk attitude really only pertains to a specific question. There is no re-
quirement that a person have a consistent risk attitude over multiple questions. How-
ever, the existence of a consistent risk attitude that can be modelled mathematically 
is often assumed for practical convenience. For example, the three generic types of 
relative risk attitude are shown in Figure 5.3. As the figure shows, a person whose rela-
tive risk attitude is consistently risk averse over the length of the scale will have utilities 
(preferences adjusted for risk) that exceed their values (riskless preferences). Empiri-
cally, this is the common finding.

The second dimension of Table 5.1 refers to the response method. A subject can be 
asked to determine a strength of preference by introspection and to indicate the result 
on a numerical scale. Alternatively, a subject can be asked to choose between two al-
ternatives, thus revealing their preference indirectly. The advantage of scaling is that 
it takes the respondent less time. The advantage of the choice-based methods is that 
choosing, unlike scaling, is a natural human task at which we all have considerable 
experience, and furthermore it is observable and verifiable. Thus, many analysts prefer 
the choice-based methods in designing studies.

Table 5.1 is divided into four cells. Cell 1 contains instruments that require the sub-
ject to think introspectively about outcomes presented with certainty and to provide a 
rating or a score. Rating scales (assign a number), category scales (assign a category), 
and VASs (mark a line) are all variations on the same theme. Ratio scaling, as used by 
Rosser and colleagues (Rosser and Kind 1978; Rosser and Watts 1978), also belongs in 
this category. In ratio scaling, subjects were asked to indicate how many times worse 
one outcome was compared to the next best outcome. The outcomes were defined with 

Value

Ris
k a

ve
rse

Ris
k n

eu
tra

l

Ris
k-

se
ek

ingU
til

ity

0.0 1.0
0.0

1.0

Fig. 5.3 The three generic types 
of relative risk attitude.

Reproduced from Springer, 
PharmacoEconomics, Volume 7, 
Issue 6, 1995, pp 503–20, Multi-
attribute preference functions, 
Torrance, G.W. et al., Copyright © 
1995, Adis International Limited. 
All rights reserved. With kind per-
mission from Springer Science and 
Business Media.



HEALTH GAIN136

certainty and the task was one of introspection. There are no instruments that fall in 
cell 2 to our knowledge, although presumably one could ask subjects to rate their pref-
erences for gamble alternatives. Cell 3 contains the time trade-off (TTO) approach (see 
Section 5.4.3), the paired comparison approach (Hadorn et al. 1992; Hadorn and Ue-
bersax 1995; Streiner and Norman 1989), and the old equivalence approach (Patrick 
et al. 1973; Patrick and Erickson 1993), now renamed the person trade-off (PTO) ap-
proach (Green 2001; Nord 1995, 1996, 1999; Nord et al. 1993). Finally, cell 4 contains 
the well-known standard gamble in all its variations (Bennett and Torrance 1996; Fur-
long et al. 1990; O’Brien et al. 1994; Torrance 1986; Torrance and Feeny 1989; Torrance 
et al. 2002).

To summarize, all of the methods in Table 5.1 measure preferences. Those in cells 
1 and 3 measure values; those in cell 4 measure what, in the decision analysis literature, 
are called ‘utilities’. Because the task is different in each cell, one should not be surprised 
that the resulting preference scores will differ. Indeed, the common finding is that, for 
states preferred to death, standard gamble scores are greater than TTO scores, which 
in turn are greater than visual analogue scores (Bass et al. 1994; Bennett and Torrance 
1996; Churchill et al. 1987; O’Leary et al. 1995; Read et al. 1984; Rutten-van Molken 
et al. 1995; Stiggelbout et al. 1994; Torrance 1976; Wolfson et al. 1982). However, one 
study produced the contrary finding of TTO scores exceeding standard gamble scores 
(Dolan et al. 1996a). The reason given for the differences between cells 3 and 4 is risk 
attitude, which is only captured in cell 4. The reason for the difference between cells 
1 and 3 presumably lies in the difference between choosing and scaling.

Which method is best? As indicated earlier, other things being equal, most health 
economists prefer choice-based methods over scaling methods. In practice, other 
things are not equal, notably the time required to use the different approaches. In 
addition, preferences estimated under conditions of uncertainty, incorporating indi-
viduals’ risk attitude, are most relevant to the majority of decision-making situations, 
which typically involve uncertainty. Therefore, many analysts (Gold et al. 1996; Mehrez 
and Gafni 1991) argue that because future health outcomes are clearly uncertain in the 
real world, the preferences measured under uncertainty are the more appropriate. It 
should be noted, however, that these theoretical arguments are technically only valid 
at the individual level. Von Neumann–Morgenstern utility theory only covers individ-
ual decision-making, and once we aggregate the preferences across the respondents 
and use the results to inform societal decision-making, the theory no longer directly 
applies. On the other hand, the theory would apply if we assume that society is a single 
individual with preferences equal to the mean preferences of the community.

As a final caveat, users of economic evaluation studies and preference-scored health 
status classification systems should be aware that all of these methods are in use. Users 
should check carefully to determine what method was used in studies or pre-scored in-
struments of interest to them, and to ensure that the method suits their purpose.

5.4 Methods for measuring preferences
The various methods for measuring preferences are summarized briefly in this section. 
Further descriptions of most of the methods are available in the literature. A detailed 
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technical manual describing how to build and use standard gamble boards, TTO boards, 
and feeling thermometers (VASs) is available (Furlong et al. 1990). A video demonstrat-
ing an interview using these instruments can also be obtained (O’Brien et al. 1994). The 
book by Spilker (1996) contains descriptions of the standard gamble, the TTO, and 
VASs in Chapters 12 and 27. The book by Gold et al. (1996) contains a brief summary of 
a variety of measurement approaches in Chapter 6. Journal articles covering the three 
main techniques are also available (Torrance 1986; Torrance et al. 2002).

The three most widely used techniques to measure directly the preferences of indi-
viduals for health outcomes are the rating scale and its variants, the standard gamble, 
and the TTO. These three are summarized below.

5.4.1 Rating scale, category scaling, and visual analogue  
scale (VAS)
The simplest approach to measuring preferences is to ask subjects first to rank health 
outcomes from most preferred to least preferred, and second, to place the outcomes 
on a scale such that the intervals or spacing between placements correspond to the 
differences in preference as perceived by the subject. That is, outcomes that are almost 
equally desirable would be placed close together while outcomes that are very different 
in desirability would be placed far apart. The subject should be instructed to concen-
trate on these intervals and comparisons of one interval to another, rather than on the 
scores themselves. The purpose is to encourage the subject to produce an interval scale 
of preferences. Note that because ratios of scale values are meaningless in an interval 
scale, it is inappropriate for subjects to make comparisons like ‘outcome A is twice as 
desirable as outcome B and so I will place it twice as high on the scale’. The correct com-
parisons are ones like, ‘the difference in desirability between outcomes A and B is twice 
as great as the difference between C and D, hence I will make the interval between A 
and B twice as large’.

There are a number of variations on the rating scale approach. The scale can have 
numbers (e.g. 0–100), categories (e.g. 0–10), or just consist of a 10 cm line on a page. 
The different variations often have different names. Rating scale usually refers to a scale 
of numbers, often 0–100. Category rating or category scaling is the variation that con-
sists of a small number of categories, often 10 or 11, that the subject is to assume to be 
equally spaced. A VAS consists of a line on a page, often 10 cm in length, with clearly 
defined end points and with or without other marks along the line.

Preferences for chronic states can be measured on a rating scale. The chronic states 
are described to the subject as irreversible; that is, they are to be considered permanent 
from age of onset until death. The subject must be provided with the duration of time 
for which the state will be experienced, and this should be the same for all states that 
are measured together relative to each other in one batch. States with different ages of 
onset and/or ages of death can be handled by using multiple batches. Two additional 
chronic states are added to each batch as reference states for the scale—healthy (from 
age of onset to age of death) and death (at age of onset).

The subject is asked to select the best health state of the batch, which presumably 
would be ‘normal healthy life’ and the worst state, which may or may not be ‘death at 
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age of onset’ and to place these at the ends of the scale. They are then asked to locate the 
other states on the rating scale relative to each other such that the distances between 
the locations are proportional to their preference differences. The rating scale is meas-
ured between 0 at one end and 1 at the other end. If death is judged to be the worst state 
and placed at 0 on the rating scale, the preference value for each of the other states is 
simply the scale value of its placement. If death is not judged to be the worst state but 
is placed at some intermediate point on the scale, say d, the preference values for the 
other states are given by the formula (x − d)/(1 − d), where x is the scale placement of 
the health state.

Note that if the respondent places the best and/or the worst state near, but not at, 
the ends of the scale, the formula above must be modified. A simple way to handle this 
situation is to linearly rescale the interval between the worst and best states on to 0–1, 
and then to proceed with the formulae as shown above. This approach, for example, 
is needed when using the VAS included in the EuroQoL Group’s EQ-5D instrument, 
assuming the researcher wants the scores on the conventional dead–healthy 0–1 scale. 
The approach is needed because the VAS in the EQ-5D has ends labelled ‘best imagin-
able health state’ and ‘worst imaginable health state’, which encourages respondents to 
place actual states not at the ends (one can always imagine something better or worse).

Preferences for temporary health states can also be measured on a rating scale. Tem-
porary states are described to the subject as lasting for a specified duration of time at 
the end of which the person returns to normal health. As with chronic states, tempor-
ary states of the same duration and same age of onset should be batched together for 
measurement. Each batch should have one additional state, ‘healthy’, added to it. The 
subject is then asked to place the best state (healthy) at one end of the scale and the 
worst temporary state at the other end. The remaining temporary states are located on 
the scale such that the distances between the locations are proportional to the subject’s 
preference differences.

If the programmes being evaluated involve only morbidity and not mortality and if 
there is no need to compare the findings to programmes that do involve mortality, the 
procedure described above for temporary health states is sufficient. However, if this 
is not the case, the interval preference values for the temporary states must be trans-
formed on to the standard 0–1 health preference scale. This can be done by redefining 
the worst temporary health state as a chronic state of the same duration, and measuring 
its preference value by the technique described for chronic states. The values for the 
other temporary health states can then be transformed on to the standard 0–1 dead–
healthy scale by a positive linear transformation (just like converting °F to °C).

Scores from a rating scale give the investigator a firm indication of the ordinal rank-
ings of the health outcomes, and some information on the intensity of those preferences. 
However, rating scales are subject to measurement biases, and the empirical findings 
are that when compared to preferences measured by the standard gamble or the TTO, 
the rating scale scores are not an interval scale of preferences (Bleichrodt and Johannes-
son 1997; Robinson et al. 2001; Torrance 1976; Torrance et al. 1982, 1996, 2001). Not-
able biases that seem to be at work are the end-of-scale bias, in which subjects tend to 
shy away from using the ends of the scale, and the context bias, in which subjects tend 
to space out the outcomes over the scale regardless of how good or bad the states are 
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(Bleichrodt and Johannesson 1997; Torrance et al. 2001). However, Parkin and Devlin 
(2006) have shown that in some circumstances the VAS performs quite well.

Empirical findings indicate that rating scale scores can be converted to standard 
gamble or TTO scores by using a power curve conversion (Torrance 1976; Torrance 
et al. 1982, 1996, 2001). Thus, one approach is to use the rating scale method, which is 
quick and efficient, and to convert the resulting scores to utilities by a suitable power 
curve conversion. However, in a review of seven studies exploring the relationship be-
tween VAS and one of the choice-based approaches, Brazier et al. (2003) found that 
there was not a stable relationship and no evidence of a power function performing 
better, in statistical terms, than the linear form. Therefore, they conclude that obtaining 
values for health states and then mapping then onto one of the choice-based methods 
for eliciting preferences can only ever be second best compared with the direct use of a 
choice-based technique.

A second approach, which is not mutually exclusive, is to use the rating scale task 
primarily as a warm-up for subjects, to familiarize them with the descriptions of the 
outcomes, and to have them begin to think hard about their preferences before meas-
uring the important preferences by some other technique.

5.4.2 Standard gamble
The standard gamble is the classical method of measuring cardinal preferences. It is 
based directly on the fundamental axioms of utility theory, first presented by von Neu-
mann and Morgenstern (1944) (see Box 5.2). In fact, the standard gamble method is a 
direct application of the third axiom in Box 5.2. The method has been used extensively 
in the field of decision analysis, and good descriptions of the methods are available in 
books in this field (see e.g. Holloway 1979).

The method can be used to measure preferences for chronic states but the approach 
varies somewhat depending upon whether or not the chronic state is preferred to death 
or considered worse than death. For chronic states preferred to death the method is dis-
played in Figure 5.4. The subject is offered two alternatives. Alternative 1 is a treatment 
with two possible outcomes: either the patient is returned to perfect health and lives for 
an additional t years (probability P), or the patient dies immediately (probability 1 − P). 
Alternative 2 has the certain outcome of chronic state i for life (t years). Probability P is 
varied until the respondent is indifferent between the two alternatives, at which point 
the required preference score for state i for time t is simply P; that is, hi = P. Here, hi is 
measured on a scale where perfect health for t years is 1.0 and immediate death is 0.0.

Because most subjects cannot readily relate to probabilities, the standard gamble is 
often supplemented with the use of visual aids, particularly a probability wheel (Fur-
long et al. 1990; Torrance 1976). This is an adjustable disc with two sectors, each of dif-
ferent colour, and constructed so that the relative size of the two sectors can be readily 
changed. The alternatives are displayed to the subject on cards, and the two outcomes 
of the gamble alternative are colour-keyed to the two sectors of the probability wheel. 
The subject is told that the chance of each outcome is proportional to the similarly col-
oured area of the disc.

Preferences for temporary health states can be measured relative to each other using 
the standard gamble method as shown in Figure 5.5. Here intermediate states i are 
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measured relative to the best state (healthy) and the worst state (temporary state j). 
Note that all states must last for the same duration, say t, followed by a common state, 
usually healthy. In this format the formula for the preference value of state i for time 
t is hi = P + (1 − P)hj, where i is the state being measured and j is the worst state. Here 
hi is measured on a scale where perfect health for duration t is 1.0. If death is not a 

Alternative
 1

Alternative 2 STATE i

DEAD

HEALTHY

Probability
 P

Probability 1 – P

Fig. 5.4 Standard gamble for a 
chronic health state preferred to 
death.

The original axioms of von Neumann and Morgenstern have been refined and re-
stated over the years by various authors. Bell and Farquhar (1986) present the ax-
ioms as follows.
 1 Preference exist and are transitive. For any pair of risky prospects y and y′ ei-

ther y is preferred to y′, y′ is preferred to y, or the individual is indifferent 
between y and y′. In addition, for any three risky prospects, y, y′, and y″, if y is 
preferred to y′, and y′ is preferred to y″, then y is preferred to y″; similarly, if y 
is indifferent to y′, and y′ is indifferent to y″, then y is indifferent to y″.

 2 Independence. An individual should be indifferent between a two-stage risky 
prospect and its probabilistically equivalent one-stage counterpart derived 
using the ordinary laws of probability. For example, consider two risky pros-
pects y and y′ where y is made up of outcome x1 with probability p1 and out-
come x2 with probability (1 − p1), indicated symbolically as y = {p1, x1, x2}, 
and y′ = {p2, x1, x2}. This axiom implies that an individual would be indifferent 
between the two-stage risky prospect (p, y, y′), and its probabilistically equiva-
lent one-stage counterpart {pp1 + (1 − p)p2, x1, x2}.

 3 Continuity of preferences. If there are three outcomes such that x1 is preferred 
to x2, which is preferred to x3, there is some probability p at which the indi-
vidual is indifferent between outcome x2 with certainty or receiving the risky 
prospect made up of outcome x1 with probability p and outcome x3 with prob-
ability 1 − p.

Box 5.2 Axioms of von Neumann–Morgenstern utility 
theory
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consideration in the use of the preference values, hj can be set equal to zero and the 
hi values determined from the formula, which then reduces to hi = P. However, if it is 
desired to relate these values to the 0–1 dead–healthy scale, the worst of the temporary 
states (state j) must be redefined as a short-duration chronic state for time t followed 
by death and measured on the 0–1 scale by the technique described above for chronic 
states. This gives the value for hj for time t which can then, in turn, be used in the above 
formula to find the value for hi for time t.

Variations on this method are also possible. For example, in Figure 5.5 state j can be 
the state considered next best compared to state i, rather than being the worst state. This 
does not change the formula hi = P + (1 − P)hj but it does mean that the h values for the 
states have to be solved in sequence, starting with the worst state.

The traditional method of obtaining standard gamble measurements is through indi-
vidual face-to-face interviews with the subjects, complete with carefully scripted inter-
views and helpful visual aids (Furlong et al. 1990). Other, more efficient techniques 
are, however, being developed. These include interactive computer approaches (Lenert 
2001), paper-based approaches (Ross et al. 2003), and group interviews with paper-
based response (Gorber 2003).

5.4.3 Time trade-off
The TTO method was developed specifically for use in health care by Torrance et al. 
(1972). It was originally developed as a simple, easy-to-administer instrument that 
gave comparable scores to the standard gamble (Torrance 1976). Subsequently, its the-
oretical properties have been explored (Bleichrodt 2002; Mehrez and Gafni 1990), and 
further empirical work indicates that TTO scores require adjustment before they can 
be used as vNM utilities (Martin et al. 2000).

The application of the TTO technique to a chronic state considered better than death 
is shown in Figure 5.6. The subject is offered two alternatives:
◆ state i for time t (life expectancy of an individual with the chronic condition) fol-

lowed by death
◆ healthy for time x < t followed by death.

Time x is varied until the respondent is indifferent between the two alternatives, at 
which point the required preference score for state i is given, hi = x/t.

Alternative
 1

Alternative 2 STATE i

STATE j

HEALTHY

Probability
 P

Probability 1 – P

Fig. 5.5 Standard gamble for a 
temporary health state.
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Preferences for temporary health states can be measured relative to each other using 
the TTO method as shown in Figure 5.7. As with the rating scale and the standard gam-
ble, intermediate states i are measured relative to the best state (healthy) and the worst 
state (temporary state j). The subject is offered two alternatives:
◆ temporary state i for time t (the time duration specified for the temporary states), 

followed by healthy state
◆ temporary state j for x < t, followed by healthy state.

Time x is varied until the respondent is indifferent between the two alternatives, at 
which point the required preference score for state i is hi = 1 − (1 − hj)x/t. If we set 
hj = 0, this reduces to hi = 1 − x/t. Figure 5.6 shows the basic format, but other variations 
are possible. State j need not be the worst state as long as it is any state worse than i. In 
using variations, however, care must be taken to ensure that all preference values can be 
calculated. In one systematic variation that has been used (Sackett and Torrance 1978; 
Torrance 1976; Torrance et al. 1972), state j is always the next worse state to state i. Al-
though the formula is still the same, hi = 1 − (1 − hj)x/t, the states must now be solved 
in sequence from worst to best.

Finally, as with the rating scale and the standard gamble, if the preference scores for 
the temporary states are to be transformed to the 0–1 dead–healthy scale, the worst of 
the temporary states must be redefined as a short-duration chronic state and measured 
by the method for chronic states described above.
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Fig. 5.6 Time trade-off for a chronic health state preferred to death.

Alternative 2

Alternative 1

TIME

HEALTHY

STATE i

STATE j

DEAD

VA
LU

E

0

1.0

x

hi

hj

t

Fig. 5.7 Time trade-off for a temporary health state.
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The methods described above represent the conventional approach to TTO as 
developed by Torrance and colleagues. Variations have been suggested by others. 
Buckingham et al. (1996) experimented with three approaches to trading off time: 
conventional TTO where the respondent trades against unwanted premature death, 
annual TTO where the trade is against unwanted convalescence, and daily TTO with 
a trade against unwanted sleep. Based on ease of use and relationship to independ-
ent variables, they recommended daily TTO. However, one potential problem with 
this recommendation is that if the TTO scores are used for calculating QALYs, they 
are in fact being used to represent trade-offs between living states and death, and it 
would seem that scores based on trades against death would be more appropriate 
for the task.

Cook et al. (1994) investigated the second stage of using TTO for temporary states. 
This is the stage where the worst temporary state is redefined as a short-term chronic 
state followed by death and measured using the method for chronic states. They were 
concerned that the imminence of death in such a scenario would inappropriately dis-
tort the result. Accordingly, in an application where the short duration was 12 weeks, 
they chose to present the state at two longer durations, 12 months and 12 years, in part 
to determine if the duration would affect the results. To their surprise there was no ef-
fect of duration on the TTO score. However, other evidence, reviewed in Brazier et al. 
(2003), suggests that the prospect for poor health states, particularly severe ones, the 
longer they are specified to last in the valuation task, the worse they seem to become. 
This would result in TTO values declining with time. Conversely, people may believe 
that with time they will adjust to the state and hence the duration effect may raise the 
TTO health state values. This is an empirical issue, but we can observe that the fact that 
the duration in a state might affect its valuation is problematic for the construction 
of QALY profiles, since this is done by multiplying the given health state value by the 
time spent in the states. (We return to this issue in Section 5.8.1.)

There have been several developments to the standard approach for conducting the 
TTO discussed above (Rowen and Brazier 2011). One of the most important is the lead 
time TTO, developed by Devlin et al. (2011). This counters a problem experienced with 
the standard TTO protocol, whereby states worse than death are valued by a different 
measurement task and this may be apparent to the respondent, especially as a different 
prop is used. The standard TTO task for states worse than death provides respondents 
with a choice between (1) health state h for x years, followed by full health for y years 
after which they will die, or (2) immediate death. Another problem with this approach 
is that respondents may not believe that they could return to full health after experien-
cing a very severe state.

In the lead time TTO, a period of full health (i.e. ‘lead time’) is added to the start 
of the normal TTO, meaning that states worse than death can be valued by cutting 
into the lead time. This approach means that the same method, props, and formula 
to calculate the TTO value are used for all states. This new procedure has been the 
subject of further methodological work undertaken by the EuroQoL Group con-
cerning the EQ-5D measure (Devlin and Krabbe 2013). (The EQ-5D is discussed in 
Section 5.5.2.)
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5.5 Multi-attribute health status classification systems 
with preference scores
Measuring preferences for health outcomes, as described in the previous section, is a 
very time consuming and complex task. An alternative that is very attractive and widely 
used is to bypass the measurement task by using one of the pre-scored multi-attribute 
health status classification systems that exist. The three most widely used systems, de-
scribed here in some detail, are the Health Utilities Index (HUI), EQ-5D from the Eu-
roQoL Group, and Short Form 6D (SF-6D). Other systems include the 15D (Sintonen 
2001) and the Assessment of Quality of Life (AQoL) (Hawthorne et al. 2001).

In this section we first describe the applicable theory, multi-attribute utility theory, 
and then the three main systems.

5.5.1 Multi-attribute utility theory
Traditional vNM utility theory was extended to cover multi-attribute outcomes by 
Keeney and Raiffa (1976). To accommodate the extension they had to add one add-
itional assumption to the three axioms of utility theory. This assumption is that the 
utility independence among the attributes can be represented by at least first-order 
utility independence, and perhaps by stronger utility independence (mutual utility in-
dependence, additive independence). This is best explained by example. Consider the 
Health Utilities Index Mark 2 (HUI2) which is a multi-attribute health status classifica-
tion system consisting of the following six core attributes: sensation, mobility, emotion, 
cognition, self-care, pain. Each attribute in turn consists of four or five levels of speci-
fied impairment from no impairment to full impairment. (See Section 5.5.4 for a full 
description of the system.)

First-order utility independence implies that there is no interaction (synergism 
or antagonism) between preferences among levels on any one attribute and the 
fixed levels for the other attributes. An example would be the case where level 3 
mobility has a utility of 0.6 on the mobility subscale, regardless of the health status 
levels on the other attributes. The mobility subscale is the single-attribute util-
ity function for mobility, scaled such that the best level of mobility is 1.0 and the 
worst level of mobility is 0. Note that the overall weight for mobility could change 
on the basis of health status on the other attributes, and thus the overall effect of 
changes in mobility could change without violating first-order utility independ-
ence. For example, a change from level 1 mobility to level 3 mobility could reduce 
overall utility by 0.2 if that were the only health status deficit, but by less than 0.2 
if the individual already had other major health status deficits. All that is required 
for first-order utility independence is that the relative scaling within the mobility 
subscale stays constant.

Mutual utility independence is a stronger assumption. It requires that there be no 
interaction between preferences for levels on some attributes and the fixed levels for 
other attributes. This characteristic must hold for all possible subsets of attributes. An 
example of mutual utility independence would be the case where level 2 on sensation 
coupled with level 3 on mobility has a utility of 0.7 on the sensation–mobility subscale, 
regardless of the health status levels on the other attributes. The sensation–mobility 
subscale is the subscale for these two attributes combined, such that the worst level on 
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sensation coupled with the worst level of mobility is 0 and the best level on sensation 
coupled with the best level on mobility is 1. Note that the weight of this subscale for 
sensation and mobility could change given different health status on other attributes, 
so that the overall impact of changes within sensation and mobility could differ without 
violating mutual utility independence. For example, a change from level 1 on sensation 
and level 1 on mobility to level 2 on sensation and level 3 on mobility could reduce 
overall utility by 0.25 if those were the only deficits, but by less than 0.25 if the individ-
ual already had other major deficits. What is required for mutual utility independence 
is that the relative scaling within the sensation–mobility subscale stays constant.

Additive utility independence implies that there is no interaction for preferences 
among attributes at all. That is, the overall preference depends only on the individual 
levels of the attributes and not on the manner in which the levels of the different attrib-
utes are combined. An example of additive independence would be the case where a 
change from level 1 mobility to level 3 mobility would reduce the overall utility by 0.2 
regardless of the levels on the other attributes.

The three independence assumptions lead to three different multi-attribute functions. 
The simplest assumption, first-order utility independence, leads to the most complex 
mathematical function, the multilinear function. The second possible assumption, mu-
tual utility independence, leads to the multiplicative function. The strongest assump-
tion (most difficult to fulfil), additive independence, leads to the simplest function, the 
additive function. See Box 5.3 for the three multi-attribute utility functions.

5.5.2 EQ-5D
The EuroQoL Group, a consortium of investigators in western Europe, initially developed 
a system with six attributes: mobility, self-care, main activity, social relationships, pain, and 
mood (EuroQoL Group 1990). Subsequently it was revised to include five attributes: mobil-
ity, self-care, usual activity, pain/discomfort, and anxiety/depression (Brooks 1996; Essink-
Bot et al. 1993; Kind 1996). Each attribute has three levels: no problem, some problems, and 
major problems, thus defining 243 possible health states, to which have been added ‘uncon-
scious’ and ‘dead’ for a total of 245 in all. Preferences for the scoring function were measured 
with the TTO technique on a random sample of approximately 3000 members of the adult 
population of the United Kingdom (Dolan et al. 1995, 1996b). The scoring function was 
developed using econometric modelling as opposed to multi-attribute utility theory. The 
scores fall on the 0.0 (dead) to 1.0 (perfect health) value scale.

The full system and the original scoring function are shown in Box 5.4 and Table 5.2 
(Dolan et al. 1995). There have been several developments in the EQ-5D since it was origin-
ally developed and surveys have been conducted in several countries, including the United 
States of America (Shaw et al. 2005). Comprehensive details on the EQ-5D can be obtained 
from the web site of the EuroQoL Group (<http://www.euroqol.org>).

In 2011, the EuroQoL Group developed and tested a new five-level version of the EQ-
5D, the EQ-5D-5L (Herdman et al. 2011). (At the same time, the original EQ-5D instru-
ment was renamed the EQ-5D-3L.) The motivation for developing the new instrument 
was the growing evidence from use of the three-level EQ-5D that it can suffer from ceil-
ing effects, particularly when used in general population surveys but also in some patient 
populations. As a result there might be issues in its ability to detect small changes in health, 
especially in patients with milder conditions (Herdman et al. 2011).



HEALTH GAIN146

In the first phase of the development, a pool of potential labels for the new levels was 
identified and provisional labels chosen after a response scaling task carried out in face-
to-face interviews with members of the general public. In the second phase, face and 
content validity of two alternative five-level systems were tested in focus group sessions 
with healthy individuals and those with chronic illness. The development work was con-
ducted simultaneously in English and Spanish, since they are two if the most widely 
spoken languages. The language to describe the dimensions of health states the new 5L 
version is similar to that in the original EQ-5D, except that the labels used for the five 
levels (e.g. for mobility, self-care, and usual activities) are ‘no problems’, ‘slight prob-
lems’, ‘moderate problems’, ‘severe problems’, and ‘unable’. In the case of pain/discomfort 
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where the sum of all ks equals 1.
Hybrid: Various hybrid models are possible, based on hierarchically nested sub-

sets of attributes.
Notation: uj(xj) is the single-attribute utility function for attribute j. u(x) is the 

utility for health state x, represented by an n-element vector. k and kj are model 
parameters. ∑ is the summation sign. ∏ is the multiplication sign.

Box 5.3 Types of multi-attribute utility functions
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Mobility
 1 No problems walking
 2 Some problems walking about
 3 Confined to bed

Self-care
 1 No problems with self-care
 2 Some problems washing or dressing self
 3 Unable to wash or dress self

Usual activities
 1 No problems with performing usual activities (e.g. work, study, housework, 

family or leisure activities)
 2 Some problems with performing usual activities
 3 Unable to perform usual activities

Pain/discomfort
 1 No pain or discomfort
 2 Moderate pain or discomfort
 3 Extreme pain or discomfort

Anxiety/depression
 1 Not anxious or depressed
 2 Moderately anxious or depressed
 3 Extremely anxious or depressed
Note: For convenience each composite health state has a five-digit code number re-
lating to the relevant level of each dimension, with the dimensions always listed in 
the order given above. Thus 11223 means
 1 No problems walking about
 1 No problems with self-care
 2 Some problems with performing usual activities
 2 Moderate pain or discomfort
 3 Extremely anxious or depressed
Reproduced from Dolan, P. et al, A social tariff for EuroQoL: Results from a UK general population 
survey, Discussion Paper Number 138, Centre for Health Economics, University of York, UK, 
Copyright © 1995.

Box 5.4 EQ-5D classification system
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Table 5.2 EQ-5D scoring formula

Coefficients for TTO tariffs

Dimension Coefficient

Constant 0.081

Mobility

 level 2 0.069

 level 3 0.314

Self-care

 level 2 0.104

 level 3 0.214

Usual activity

 level 2 0.036

 level 3 0.094

Pain/discomfort

 level 2 0.123

 level 3 0.386

Anxiety/depression

 level 2 0.071

 level 3 0.236

Full health = 1.000
Constant term (for any dysfunctional state) −0.081
Mobility (level 1) −0
Self-care (level 1) −0
Usual activities (level 2) −0.036
Pain or discomfort (level 2) −0.123
Anxiety or depression (level 3) −0.236
N3 (level 3 occurs within at least one dimension) −0.269
Therefore, the estimated value for 11223 = 0.255

Reproduced from Dolan, P. et al, A social tariff for EuroQoL: Results from a UK general 
population survey, Discussion Paper Number 138, Centre for Health Economics, Uni-
versity of York, UK, Copyright © 1995.

EuroQol time trade-off scores are calculated by subtracting the relevant coefficients 
from 1.000. The constant term is used if there is any dysfunction at all. The N3 term is 
used if any dimension is at level 3. The term for each dimension is selected based on 
the level of that dimension. The algorithm for computing the tariff is quite straightfor-
ward. For example, consider the state 11223:

and anxiety/depression, the label ‘extreme’ or ‘extremely’ is used instead of ‘unable’. (See 
Herdman et al. (2011) for a full description.)

Once the new instrument had been agreed upon, the immediate task was to develop 
a new value set for the 3125 states in the new classification system. Therefore, an in-
terim value set was developed by mapping from the EQ-5D-3L (van Hout et al. 2012). 
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Both instruments were coadministered to 3691 respondents in 6 countries with condi-
tions of varying severity, covering a broad range of levels of health. Then four models 
were used to generate value sets for the EQ-5D-5L. A non-parametric model was cho-
sen because if its simplicity while performing similarly to the other models. The results 
of the mapping exercise are shown in van Hout et al. (2012).

Although the interim value set allows values for EQ-5D-5L states to be assigned 
from existing EQ-3D value sets, the approach has its limitations. Therefore, the Eu-
roQoL Group has embarked on an international research programme to generate a 
series of value sets for a range of countries. This research also has the objectives of 
overcoming some of the problems of the TTO approach in valuing health states con-
sidered to be worse than dead and of exploring the use of discrete choice methods. 
(Discrete choice methods are discussed in Chapter 6.) The results of this research 
are reported in a supplement of the European Journal of Health Economics, along 
with an accompanying editorial (Devlin and Krabbe 2013). An international proto-
col for studies to produce value sets for the EQ-5D-5L has been developed and it is 
anticipated that value sets for a large range of countries will eventually be available. 
Up-to-date information can be obtained from the EuroQoL Group website (<www.
euroqol.org>).

5.5.3 Short Form 6D
The SF-6D is a preference-based instrument based on the popular HRQoL question-
naire, the Short Form 36 (SF-36) (Brazier et al. 2002). The instrument was developed, 
in part, because the SF-36 has been widely used in a large number of studies, and 
it would be useful to be able to convert the study results to health state preference 
values and hence to QALYs. The SF-6D consists of a multi-attribute health status 
classification system with six attributes (Box 5.5) and a scoring table (Table 5.3). The 
classification system was developed from the information collected on the SF-36 
questionnaire. It uses 11 items from the SF-36 (8 from the SF-12, which is an ab-
breviated version of the SF-36, and 3 others from the SF-36 itself). The classification 
system consists of 4–6 levels on each of the 6 attributes for a total of 18 000 unique 
health states.

The scoring model for the SF-6D was developed based on standard gamble measure-
ments on a random sample (n = 836) of the general population of the United Kingdom. 
Each subject provided estimates for 6 states. A total of 249 different health states were 
valued. Using econometric modelling on these data the developers investigated a num-
ber of different scoring models and recommended a particular one, which is shown in 
Table 5.5.

To use the SF-6D system, you first must use the SF-36 questionnaire or the SF-12 
questionnaire plus the three additional questions to collect the data to classify the pa-
tients into the SF-6D classification system. Then you use the scoring table to compute 
the health state preference values. These fall on the conventional scale for health state 
preference values, where dead is 0.0 and healthy is 1.0. The worst state in the SF-6D 
system has a value of 0.30.

There is currently a study to develop a version 2 of the SF-6D to overcome some of 
the problems identified with version 1, namely: ‘floor effects’ from the scores only going 
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Physical functioning
 1 Your health does not limit you in vigorous activities.
 2 Your health limits you a little in vigorous activities.
 3 Your health limits you a little in moderate activities.
 4 Your health limits you a lot in moderate activities.
 5 Your health limits you a little in bathing and dressing.
 6 Your health limits you a lot in bathing and dressing.

Role limitations
 1 You have no problems with your work or other regular daily activities as a re-

sult of your physical health or any emotional problems.
 2 You are limited in the kind of work or other activities as a result of your phys-

ical health.
 3 You accomplish less than you would like as a result of emotional problems.
 4 You are limited in the kind of work or other activities as a result of your phys-

ical health and accomplish less than you would like as a result of emotional 
problems.

Social functioning
 1 Your health limits your social activities none of the time.
 2 Your health limits your social activities a little of the time.
 3 Your health limits your social activities some of the time.
 4 Your health limits your social activities most of the time.
 5 Your health limits your social activities all of the time.

Pain
 1 You have no pain.
 2 You have pain but it does not interfere with your normal work (both outside 

the home and housework).
 3 You have pain that interferes with your normal work (both outside the home 

and housework) a little bit.
 4 You have pain that interferes with your normal work (both outside the home 

and housework) moderately.
 5 You have pain that interferes with your normal work (both outside the home 

and housework) quite a little bit.
 6 You have pain that interferes with your normal work (both outside the home 

and housework) extremely.

Box 5.5 SF-6D classification system
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Mental health
 1 You feel tense or downhearted and low none of the time.
 2 You feel tense or downhearted and low a little bit of the time.
 3 You feel tense or downhearted and low some of the time.
 4 You feel tense or downhearted and low most of the time.
 5 You feel tense or downhearted and low all of the time.

Vitality
 1 You have a lot of energy all of the time.
 2 You have a lot of energy most of the time.
 3 You have a lot of energy some of the time.
 4 You have a lot of energy none of the time.
Reprinted from Journal of Health Economics, Volume 21, Issue 2, Brazier J. et al., The estimation of 
a preference-based measure of health from the SF-36, pp. 271–292, Copyright © 2002 Elsevier Sci-
ence B.V. All rights reserved., with permission from Elsevier, <http://www.sciencedirect.com/ 
science/journal/01676296>.

Box 5.5 SF-6D classification system (continued)

down to 0.3, inconsistencies in some levels, and confusion from mixing positively and 
negatively worded items. The new SF-6D will be valued by a variant of TTO using 
DCE with duration. (For further information see <https://www.sheffield.ac.uk/scharr/
sections/heds/mvh/sf-6d>.)

5.5.4 Health Utilities Index (HUI)
The HUI currently consists of two systems, HUI2 and HUI3 (Furlong et al. 2001; Hors-
man et al. 2003). Each includes a health status classification system and a scoring for-
mula. In both cases the scoring formula is based on standard gamble utilities measured 
on the general public, and the scores are on the conventional dead–healthy 0–1 scale.

For most applications, HUI3 should be used as the primary analysis. It has the more 
detailed descriptive system, it has full structural independence, and population norms 
are available. HUI2 can be used in a secondary role to provide additional insight. HUI2 
has some additional attributes not in the HUI3 that may be useful in specific studies: 
self-care, emotion with a focus on worry/anxiety, and fertility. HUI2 can also be used 
as a sensitivity analysis.

Preferences for the HUI2 scoring function were measured on a random sample of 
parents of schoolchildren in the City of Hamilton, Canada and surrounding district 
using both a visual analogue technique and a standard gamble instrument. Thus, both 
value and utility functions are available, although the utility function is the one recom-
mended for most applications. States worse than death were identified, but were scored 
as equal to death. The scoring formula is a multiplicative multi-attribute utility func-
tion, with scores that fall on the 0.0 (dead) to 1.0 (perfect health) scale.
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Table 5.3 SF-6D scoring model

General terms Physical functioning Role limitations Social functioning Pain Mental health Vitality

Term Score Level Score Level Score Level Score Level Score Level Score Level Score

C 1.000 PF1 −0.000 RL1 −0.000 SF1 −0.000 PAIN1 −0.000 MH1 −0.000 VIT1 −0.000

MOST −0.070 PF2 −0.053 RL2 −0.053 SF2 −0.055 PAIN2 −0.047 MH2 −0.049 VIT2 −0.086

PF3 −0.011 RL3 −0.055 SF3 −0.067 PAIN3 −0.025 MH3 −0.042 VIT3 −0.061

PF4 −0.040 RL4 −0.050 SF4 −0.070 PAIN4 −0.056 MH4 0.109 VIT4 −0.054

PF5 −0.054 SF5 −0.087 PAIN5 −0.091 MH5 −0.128 VIT5 −0.091

PF6 −0.111 PAIN6 −0.167

Preference value = C + PF + RL + SF + PAIN + MH + VIT + MOST

Where C is a constant term, PFx denotes level x on the physical functioning dimension (same for other dimensions), and MOST is a term to be used if any dimension is at its most 
severe level.

Reprinted from Journal of Health Economics, Volume 21, Issue 2, Brazier J. et al., The estimation of a preference-based measure of health from the SF-36, pp. 271–292,  
Copyright © 2002 Elsevier Science B.V. All rights reserved., with permission from Elsevier, <http://www.sciencedirect.com/science/journal/01676296>.
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The HUI3 classification system was based closely on that of the HUI2. The 
application- specific attribute, fertility, was dropped. The sensory attribute of HUI2 was 
expanded in HUI3 into the three attributes: vision, hearing, and speech. The remaining 
changes were made to increase the structural independence (orthogonality) of the at-
tributes. An attribute is structurally independent of other attributes if it is conceivable 
for an individual to function at any level on that attribute, regardless of the levels on 
the other attributes. If all attributes are structurally independent of each other, all com-
binations of levels in the system are possible. This goal has been achieved in the HUI3. 
Structural independence is not only useful for the descriptive classification system, but 
also greatly simplifies the estimation of the scoring function.

Preferences for the HUI3 were measured on a random sample of general population 
adults living in the City of Hamilton, Canada using both a visual analogue technique 
and a standard gamble instrument. States worse than death were measured as negative 
scores on the 0.0 (dead) to 1.0 (perfect health) scale. Both a multiplicative model and 
a multilinear model have been estimated. The multiplicative model is the one recom-
mended and is the one described below (Feeny et al. 2002).

Shown in Tables 5.4–5.7 are the HUI2 classification system (Table 5.4), the HUI2 scor-
ing formula (Table 5.5), the HUI3 classification system (Table 5.6), and the HUI3 scor-
ing formula (Table 5.7). An exercise on calculating HUI scores is provided in Box 5.6.

Table 5.4 Health Utilities Index mark 2 classification system

Attribute Level Level description

Sensation 1 Ability to see, hear, and speak normally for age

2 Requires equipment to see or hear or speak

3 Sees, hears, or speaks with limitations even with equipment

4 Blind, deaf, or mute

Mobility 1 Able to walk, bend, lift, jump, and run normally for age

2 Walks, bends, lifts, jumps, or runs with some limitations but does not 
require help

3 Requires mechanical equipment (such as cane, crutches, braces, or 
wheelchair) to walk or get around independently

4 Requires the help of another person to walk or get around and requires 
mechanical equipment as well

5 Unable to control or use arms and legs

Emotion 1 Generally happy and free from worry

2 Occasionally fretful, angry, irritable, anxious, depressed, or suffering 
‘night terrors’

3 Often fretful, angry, irritable, anxious, depressed, or suffering ‘night 
terrors’

4 Almost always fretful, angry, irritable, anxious, depressed

5 Extremely fretful, angry, irritable, anxious, or depressed; usually 
requiring hospitalization or psychiatric institutional care

(continued)
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To use the system, researchers must describe the health states of subjects according to an 
HUI classification system, and then use the corresponding scoring formula. For clinical 
studies or population studies, questionnaires have been developed for self- administration 
or interviewer administration to collect sufficient data to classify the patient or subject 
into both the HUI2 and the HUI3 systems. The questionnaire takes less than 10 minutes 
for self-administration and only 2–3 minutes for interviewer administration.

The HUI system has been widely used throughout the world and, accordingly, has been 
translated and culturally adapted using established guidelines (Guillemin et al. 1993)  
into a large and growing number of languages, currently 36. In addition to clinical 

Attribute Level Level description

Cognition 1 Learns and remembers schoolwork normally for age

2 Learns and remembers schoolwork more slowly than classmates as 
judged by parents and/or teachers

3 Learns and remembers very slowly and usually requires special 
educational assistance

4 Unable to learn and remember

Self-care 1 Eats, bathes, dresses, and uses the toilet normally for age

2 Eats, bathes, dresses, or uses the toilet independently with difficulty

3 Requires mechanical equipment to eat, bathe, dress, or use the toilet 
independently

4 Requires the help of another person to eat, bathe, dress, or use the 
toilet

Pain 1 Free of pain and discomfort

2 Occasional pain. Discomfort relieved by non-prescription drugs or self-
control activity without disruption of normal activities

3 Frequent pain. Discomfort relieved by oral medicines with occasional 
disruption of normal activities

4 Frequent pain, frequent disruption of normal activities. Discomfort 
requires prescription narcotics for relief

5 Severe pain. Pain not relieved by drugs and constantly disrupts normal 
activities

Fertilitya 1 Able to have children with a fertile spouse

2 Difficulty in having children with a fertile spouse

3 Unable to have children with a fertile spouse

aFertility attribute can be deleted if not required. Contact developers for details (<http://www.healthutilities.
com>).

Reproduced with permission from Lippincott Williams and Wilkins/Wolters Kluwer Health: Torrance, G.W. 
et al., Multi-attribute utility function for a comprehensive health status classification system: Health Utilities 
Index mark 2, Medical Care, Volume 34, Issue 7, Table 1, pp. 702–22, Copyright © 1996, Lippincott-Raven 
Publishers.

Table 5.4 (continued) Health Utilities Index mark 2 classification system
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Table 5.5 Health Utilities Index mark 2 scoring formula

Sensation Mobility Emotion Cognition Self-care Pain Fertility

x1 b1 x2 b2 x3 b3 x4 b4 x5 b5 x6 b6 x7 b7

1 1.00 1 1.00 1 1.00 1 1.00 1 1.00 1 1.00 1 1.00

2 0.95 2 0.97 2 0.93 2 0.95 2 0.97 2 0.97 2 0.97

3 0.86 3 0.84 3 0.81 3 0.88 3 0.91 3 0.85 3 0.88

4 0.61 4 0.73 4 0.70 4 0.65 4 0.80 4 0.64 4 n/a

5 n/a 5 0.58 5 0.53 5 n/a 5 n/a 5 0.38 5 n/a

Formula: u* = 1.06(b1 × b2 × b3 × b4 × b5 × b6 × b7) − 0.06, where u* is on a health state preference scale 
where dead has a value of 0.00 and healthy has a value of 1.00. Because the worst possible health state was 
judged by respondents as worse than death, it has a negative value of −0.03. The standard error of u* for 
estimating validation states within the sample is 0.015 for measurement error and sampling error, and 0.06 if 
model error is also included. xi is attribute level code for attribute i; bi is level score for attribute i.

Reproduced with permission from Lippincott Williams and Wilkins/Wolters Kluwer Health: Torrance, G. W 
et al., Multi-attribute utility function for a comprehensive health status classification system: Health Utilities 
Index mark 2, Medical Care, Volume 34, Issue 7, pp. 702–22, Copyright © 1996, Lippincott-Raven Publishers.

Table 5.6 Health Utilities Index mark 3 classification system

Attribute Level Level description

Vision 1 Able to see well enough to read ordinary newsprint and recognize 
a friend on the other side of the street, without glasses or contact 
lenses

2 Able to see well enough to read ordinary newsprint and recognize a 
friend on the other side of the street, but with glasses

3 Able to read ordinary newsprint with or without glasses but unable 
to recognize a friend on the other side of the street, even with 
glasses

4 Able to recognize a friend on the other side of the street with or 
without glasses but unable to read ordinary newsprint, even with 
glasses

5 Unable to read ordinary newsprint and unable to recognize a friend 
on the other side of the street, even with glasses

6 Unable to see at all

Hearing 1 Able to hear what is said in a group conversation with at least three 
other people, without a hearing aid

2 Able to hear what is said in a conversation with one other person in 
a quiet room without a hearing aid, but require a hearing aid to hear 
what is said in a group conversation with at least three other people

3 Able to hear what is said in a conversation with one other person  
in a quiet room with a hearing aid, and able to hear what is said  
in a group conversation with at least three other people with a 
hearing aid
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Attribute Level Level description

4 Able to hear what is said in a conversation with one other person in 
a quiet room without a hearing aid, but unable to hear what is said 
in a group conversation with at least three other people even with a 
hearing aid

5 Able to hear what is said in a conversation with one other person in 
a quiet room with a hearing aid, but unable to hear what is said in 
a group conversation with at least three other people even with a 
hearing aid

6 Unable to hear at all

Speech 1 Able to be understood completely when speaking with strangers or 
friends

2 Able to be understood partially when speaking with strangers but 
able to be understood completely when speaking with people who 
know me well

3 Able to be understood partially when speaking with strangers or 
people who know me well

4 Unable to be understood when speaking with strangers but able to 
be understood partially by people who know me well

5 Unable to be understood when speaking to other people (or unable 
to speak at all)

Ambulation 1 Able to walk around the neighborhood without difficulty, and 
without walking equipment

2 Able to walk around the neighborhood with difficulty; but does not 
require walking equipment or the help of another person

3 Able to walk around the neighborhood with walking equipment, 
but without the help of another person

4 Able to walk only short distances with walking equipment, and 
requires a wheelchair to get around the neighborhood

5 Unable to walk alone, even with walking equipment. Able to walk 
short distances with the help of another person, and requires a 
wheelchair to get around the neighborhood

6 Cannot walk at all

Dexterity 1 Full use of two hands and ten fingers

2 Limitations in the use of hands or fingers, but does not require 
special tools or help of another person

3 Limitations in the use of hands or fingers, is independent with use of 
special tools (does not require the help of another person)

4 Limitations in the use of hands or fingers, requires the help of 
another person for some tasks (not independent even with use of 
special tools)

Table 5.6 (continued) Health Utilities Index mark 3 classification system
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Attribute Level Level description

5 Limitations in use of hands or fingers, requires the help of another 
person for most tasks (not independent even with use of special 
tools)

6 Limitations in use of hands or fingers, requires the help of another 
person for all tasks (not independent even with use of special tools)

Emotion 1 Happy and interested in life

2 Somewhat happy

3 Somewhat unhappy

4 Very unhappy

5 So unhappy that life is not worthwhile

Cognition 1 Able to remember most things, think clearly, and solve day-to-day 
problems

2 Able to remember most things, but has a little difficulty when trying 
to think and solve day-to-day problems

3 Somewhat forgetful, but able to think clearly and solve day-to-day 
problems

4 Somewhat forgetful, and has a little difficulty when trying to think 
or solve day-to-day problems

5 Very forgetful, and has great difficulty when trying to think or solve 
day-to-day problems

6 Unable to remember anything at all, and unable to think or solve 
day-to-day problems

Pain 1 Free of pain and discomfort

2 Mild to moderate pain that prevents no activities

3 Moderate pain that prevents a few activities

4 Moderate to severe pain that prevents some activities

5 Severe pain that prevents most activities

Table 5.6 (continued) Health Utilities Index mark 3 classification system

studies, the HUI has been used in a number of population health surveys. Thus, popu-
lation norm data are available for comparative purposes. (For further information on 
the HUI and the availability of questionnaires and support services, contact Health 
Utilities Incorporated, Dundas, Canada <www.healthutilities.com>. The website also 
has a useful list of references to all HUI methodological studies, clinical and evaluative 
studies, and population health applications.)

5.5.5 Other generic preference-based instruments
In this chapter we have focused on the three most widely used instruments or classifica-
tion systems, the EQ-5D, HUI, and SF-6D. However, other instruments exist. The most 
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notable are the 15D, developed in Finland (Sintonen 2001; Sintonen and Pekurinen 
1993) and the AQoL, developed in Australia (Hawthorne et al. 1999). Both these have 
had extensive use, mainly within their own geographical region, although the AQoL 
has also been compared with the other instruments discussed here (Hawthorne et al. 
2001; Richardson et al. 2014). Further details on these measures can be found in Brazier 
et al. (2007).

5.5.6 Which system to use?
Having decided to use a preference-based multi-attribute health status system in a 
study, a researcher must then decide which one to use. While we cannot answer that 
question for the researcher, we can give some guidance on the considerations.

First, the decision does matter. These systems are far from identical. They dif-
fer in the dimensions of health they cover, in the number of levels defined on  
each dimension, in the description of these levels, and in the severity of the most 
severe level. In addition, they differ in the population surveyed and in the instru-
ments used to determine the preference-based scoring. Finally, they differ in the 
theoretical approach taken to modelling the preference data into a scoring for-
mula. For example, although all are multi-attribute systems, only the HUI uses 
multi-attribute utility theory for the estimation of the scoring formula. EQ-5D and 
SF-6D use econometric modelling. (See Stevens et al. (2007) for a discussion of 
the pros and cons of each approach.) Because of these various differences, it is not 
surprising that comparative studies show that the same patient groups can score 

Table 5.7 Health Utilities Index mark 3 scoring formula

Vision Hearing Speech Ambulation Dexterity Emotion Cognition Pain

x1 b1 x2 b2 x3 b3 x4 b4 x5 b5 x6 b6 x7 b7 x8 b8

1 1.00 1 1.00 1 1.00 1 1.00 1 1.00 1 1.00 1 1.00 1 1.00

2 0.98 2 0.95 2 0.94 2 0.93 2 0.95 2 0.95 2 0.92 2 0.96

3 0.89 3 0.89 3 0.89 3 0.86 3 0.88 3 0.85 3 0.95 3 0.90

4 0.84 4 0.80 4 0.81 4 0.73 4 0.76 4 0.64 4 0.83 4 0.77

5 0.75 5 0.74 5 0.68 5 0.65 5 0.65 5 0.46 5 0.60 5 0.55

6 0.61 6 0.61 6 n/a 6 0.58 6 0.56 6 n/a 6 0.42 6 n/a

Formula (dead–perfect health scale): u* = 1.371(b1 × b2 × b3 × b4 × b5 × b6 × b7 × b8) − 0.371, where u* is 
the health state preference value on a scale where dead has a vlaue of 0.00 and healthy has a value of 1.00. 
States worse than dead have negative values. xi is attribute level code for attribute i; bi is level score for attrib-
ute i. For the attribute ‘Cognition’, the score for level 3 is greater than the score for level 2. This is not a typo, 
but reflects that level 3 was seen as preferable to level 2.

The standard error of u*, including model error, is 0.08 for estimating validation states within the sample. For 
estimating validation states (based on n = 73) from an independent sample, the standard error is 0.10 if the 
states are unweighted, 0.006 if the states are weighted by prevalence excluding the state of perfect health, 
and 0.004 if the states are weighted by prevalence including the state of perfect health.Reproduced with 
permission from Lippincott Williams and Wilkins/Wolters Kluwer Health: Feeny, D. et al., Multiattribute and 
single-attribute utility functions for the Health Utilities Index Mark 3 system, Medical Care, Volume 40,  
Issue 2, Table 3, pp. 113–28, Copyright © 2002, Lippincott-Raven Publishers.
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quite differently depending upon the instrument used (Conner-Spady and Suarez-
Almazor 2003; Kopec and Willison 2003; Lubetkin and Gold 2003; O’Brien et al. 
2003).

Fryback et al. (2010) compared five of the generic HRQoL indexes, including EQ-5D-
3L, HUI2, HUI3, and SF-6D, by using them to assign health state preference values to 
a range of health states. Data were from the National Health Measurement Study (a 
telephone survey of 3844 US adults) and item response theory was used to estimate 
latent summary health score for each NHMS respondent based on the five index scores 
for that respondent. They found that simple linear functions may serve as ‘cross-walks’ 
between the indexes only for lower health states, albeit with low precision. However, 
ceiling effects make cross-walks among most of the indexes ill specified above a certain 
level of health.

1. In the HU12 system (Table 5.4), the health state of an individual is described as a 
six- or seven-element vector with each element denoting the level on an attribute. 
For example, 1321221 would be an individual who was at level 1 sensation, level 3 
mobility, level 2 emotion, level 1 cognition, level 2 self-care, level 2 pain, and level 1 
fertility. Because the fertility attribute is optional in the system, if only six elements 
are specified they refer to the first six attributes.

The score for a health state is determined using the formula from Table 5.5. If only 
six elements are specified, b7 is omitted from the formula (or equivalently, b7 is set 
equal to 1).

Determine the HU12 scores for the following health states:
 (a) 1321221
 (b) 2132113
 (c) 111111
 (d) 112114
 (e) 332325
Answers: 0.72, 0.62, 1.00, 0.57, 0.17.

2. In the HU13 system (Tables 5.6 and 5.7) there are more attributes, more levels, 
and a different scoring formula, but otherwise the notation and the method of cal-
culation is the same.

Determine the HU13 scores for the following health states:
 (a) 23112211
 (b) 11121131
 (c) 41131112
 (d) 11111451
 (e) 66566565
Answers: 0.68, 0.84, 0.58, 0.16, −0.36.

Box 5.6 Exercise: Health Utilities Index
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Several other studies have compared the scores obtained for patients with different 
health conditions. In a study in schizophrenia, McCrone et al. (2009) found very simi-
lar mean scores at baseline and follow-up for the EQ-5D and SF-6D. In contrast, Heintz 
et al. (2012) found that different measures, including the EQ-5D-3L and HUI3, dis-
criminated between different levels of eye health (in diabetic retinopathy) to a greater 
or lesser extent. Finally, in another study, Joore et al. (2010) investigated whether dif-
ferences in utility scores based on the EQ-5D and SF-6D had an impact on incremental 
cost-effectiveness of treatments in five distinct patient groups. They found that there 
were small differences in incremental QALYs, but that these translated to large differ-
ences in incremental cost-effectiveness ratios, such that there was an important diffe-
rence in whether a treatment intervention was cost-effective at a given threshold ratio. 
This study demonstrated that incremental cost-effectiveness ratios for different studies 
may not be comparable if the QALYs were estimated using different instruments. See 
Brazier et al. (2007) for a fuller discussion of the differences between the well-known 
instruments.

When selecting an instrument the researcher should consider a number of factors. 
In general, is the instrument seen as credible? That is, is it an established instrument, 
like those described above, which has demonstrated feasibility, reliability, validity, and 
responsiveness in a number of studies? There is a rapidly expanding literature describ-
ing applications and measurement characteristics of each of these instruments. For 
example, the web sites for EQ-5D and HUI each list hundreds of publications on the 
instrument. Does the health status classification system cover the attributes and the 
levels of these attributes that are likely to be important to the patient population under 
study? Has the instrument been used in similar patients and was it responsive? Is the 
instrument likely to be responsive to the changes expected in the study patients? Does 
the instrument have ceiling effects or floor effects that will reduce its sensitivity for the 
patients under study? Only some of the instruments measure states worse than death. 
Is this likely to be an important aspect of the study? Brazier and Deverill (1999) have 
produced a checklist for judging preference-based measures of HRQoL and this work 
is further reviewed in Brazier et al. (2007).

A major factor to consider is whether the intended audience for the study has any 
guidance or preference for a particular instrument? For example, the National Institute 
for Health and Care Excellence (NICE) in the United Kingdom specifies that:

For the reference case, the measurement of changes in health-related quality of life should 
be reported directly from patients and the utility of these changes should be based on 
public preferences using a choice-based method. The EQ-5D is the preferred measure of 
health-related quality of life in adults. (NICE 2013)

However, NICE also recognizes that other approaches may need to be considered 
when directly measured EQ-5D data are not available, or in situations where EQ-5D 
has been shown to be an inappropriate measure for the health condition being studied. 
One approach would be to map from a descriptive quality instrument to the preferred 
preference-based instrument. (This is discussed in Section 5.6.) One advantage of the 
SF-6D is that algorithms exist to generate it from SF-36 or SF-12 data, if these have been 
collected as part of the clinical studies of the treatment of interest.
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If clinicians are an intended audience, do the clinical opinion leaders have a preferred 
instrument for their field, although it is likely that clinicians would nearly always pre-
fer a condition-specific measure, as opposed to one of the generic instruments? Is the 
instrument based on sound theory? How much time is required to complete the ques-
tionnaire and is the questionnaire clear and easy to follow—that is, is the patient bur-
den acceptable? And finally, what is the overall cost of using the instrument, including 
licensing fees, data collection costs, scoring costs, and analysis costs?

If there is not a single obvious instrument for a study, the researcher may wish to con-
sider a pilot study to test several contenders and determine which performs best in the 
type of patients being studied. The researcher may even wish to use several instruments 
in the study, designating one as the primary measure and the other(s) as secondary. 
This can not only provide additional insight into the study findings, but can also be 
of considerable interest in its own right as a head-to-head comparison of alternative 
instruments.

One issue that is sometimes raised in instrument selection is the fact that each 
instrument is scored based on preferences from a particular population, and those 
preferences may not apply to other populations. For example, the original HUI was 
scored based on preferences of residents of Hamilton, Canada, and the original 
EQ-5D and SF-6D were scored based on preferences of residents of the United King-
dom. The concern is that the scoring may not be appropriate when the instrument is 
used in other geographic locations. Therefore, the developers of the various instru-
ments, especially the EQ-5D, have developed scores, or value sets, based on other 
populations.

There are now several studies that demonstrate differences in health state values 
by age, gender, marital, status, and own health (Dolan and Roberts 2002; Kharroubi  
et al. 2007). In another study comparing the different national value sets for the EQ-5D 
when applied to two hypothetical health states, Knies et al. (2009) found substantial 
differences, but attributed most of the variation to methodological differences in the 
various valuation studies. On the other hand, HUI scores seem to travel well when 
the measurements are done using the same methods. Wang et al. (2002) replicated the 
HUI2 scoring procedure on a separate sample of parents of childhood cancer patients 
and obtained similar results to the original scoring based on a sample of parents from 
the general population. Le Gales et al. (2002) replicated the HUI3 scoring procedure on 
a representative random sample of the French population and obtained results similar 
to the original scoring based on the Canadian data.

Although differences might exist due to geographic and other factors, these might 
be small compared with the differences that exist among instruments and methods for 
generating the value sets. Users of studies should probably be more concerned about 
the comparability of studies that use different indexes (EQ-5D, SF-6D, HUI) than about 
the appropriateness of using an EQ-5D instrument in the United States or a HUI in-
strument in Europe. Nevertheless, in a given jurisdiction using economic evaluation 
in reimbursement decisions, some standardization of the methods to generate health 
state preference values is advisable and it would obviously be preferable if health state 
preference values were available for the chosen instrument from the relevant local 
population.
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5.6 Mapping between non-preference-based measures 
of health and generic preference-based measures

5.6.1 The purpose of mapping
In jurisdictions where economic evaluation is used in making decisions about the 
pricing and/or reimbursement of health technologies, decision-makers often want the 
health effects expressed as a generic measure of health gain, such as a QALY, since this 
allows them to make comparisons over a wide range of therapeutic areas. However, 
generic preference-based measures, such as the EQ-5D or HUI, are not often included 
in clinical trials of new therapies: it is much more common to include a non- preference-
based measure such as the SF-36 or a disease-specific instrument for the health condi-
tion of interest. This can present economic analysis with a problem, as QALY estimates 
for the relevant health states within the disease of interest may not be available.

Mapping, sometimes called ‘cross-walking’, is one solution to this problem, since it 
enables health state preference values to be predicted when no preference-based meas-
ures have been included in the clinical study, or are not available in the literature. The 
approach involves estimating the relationship between a non-preference-based meas-
ure and a generic preference-based measure using statistical association, or estimating 
exchange rates between instruments (Brazier et al. 2010). It requires a degree of overlap 
between the descriptive systems of the two measures and that the two measures are ad-
ministered on the same population. Two datasets are required, an ‘estimation’ dataset, 
where the non-preference-based and preference-based measures have been used, and a 
‘study’ dataset containing only the non-preference measure. Regression techniques are 
used on the estimation dataset to determine the statistical association between the two 
measures and the results applied to the study dataset to obtain predicted health state 
preference values.

There are now numerous examples of mapping, in clinical areas as diverse as urinary 
incontinence (Brazier et al. 2008), obesity (Brazier et al. 2004), and cancer (Wu et al. 
2007; McKenzie and van der Pol 2009). There has also been a cross-walk analysis of five 
of the main generic preference-based instruments (Fryback et al. 2010). Many studies 
have mapped non-preference-based measures to the EQ-5D, since this is the generic 
instrument preferred by NICE in the United Kingdom (NICE 2014). A review of stud-
ies mapping from quality-of-life or clinical measures to the EQ-5D has been conducted 
by Dakin (2013), who found 90 studies reporting 121 mapping algorithms. An online 
database has now been established and is available at <http://herc.ox.ac.uk/downloads/
mappingdatabase>.

5.6.2 Methods of mapping
Given the growth in mapping studies, attention has been paid to the methods of map-
ping. Longworth and Rowen (2013), in reviewing the studies mapping to EQ-5D in 
NICE health technology appraisals, consider five elements of mapping: (1) defining the 
estimation data set; (2) model specification; (3) model type (e.g. ordinary least squares); 
(4) assessing performance (e.g. goodness of fit, predictive ability); (5) application (e.g. 
application to a validation sample, characterizing uncertainty in the estimates). Other 
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researchers have reviewed or compared different mapping methods (Brazier et al. 2010; 
Chuang and Kind 2009; Lu et al. 2013; Mortimer and Segal 2008).

Despite the growth in popularity of mapping, there are doubts about whether it 
should ever be the method of first choice. McCabe et al. (2013) argue that there has 
been very little discussion of the appropriate theoretical framework to guide the design 
and evaluation of mapping models, and that currently proposed quality standards are 
inadequate for producing robust or appropriate estimates of health state preference 
values. Using data from several clinical trials, Ades et al. (2013) considered the rela-
tive efficiency (estimate divided by its standard error) of treatment effects from the 
disease-specific QoL measure, the generic preference-based QoL measure, the generic 
measure indirectly estimated from the mapped disease-specific measure, and a pooled 
estimate combining the direct and indirect information on the generic QoL measure. 
They conclude that trials powered on disease-specific measures are likely to have suf-
ficient (statistical) power to detect treatment effect on the generic QoL if a pooled es-
timate is used. Therefore, generic QoL instruments should be routinely included in 
randomized controlled trials. Also, in their review of the use of mapped health state 
preference values in NICE technology appraisals, Longworth and Rowen (2013) con-
clude that, in most cases, it is still advantageous to collect data directly by using the 
favoured preference-based instrument and that mapping should usually be viewed as 
a second-best solution.

5.6.3 Generic versus condition-specific measures
Longworth et al. (2014) have recently completed a review of the use of generic and 
condition- specific health-related QoL measures in the context of decisions made by 
NICE in the United Kingdom in four clinical areas: cancer, skin conditions, hearing, 
and vision disorders. They found that EQ-5D was valid and responsive for skin condi-
tions and most cancers; in vision, its performance varied according to aetiology; and for 
hearing impairments its performance was poor. The HUI3 performed well for hearing 
and vision disorders. It also performed well in cancers, although evidence was limited, 
and there was no evidence in skin conditions. There were limited data for SF-6D in all 
four conditions and limited evidence on reliability of all instruments.

Brazier and colleagues (2014) undertook similar reviews in mental health. They 
found evidence to support validity in depression, and to some extent in anxiety and 
personality disorder. Results were more mixed in schizophrenia and bipolar disorder, 
with a suggestion that EQ-5D and SF-36 may be reflecting depression rather than other 
consequences of these conditions. Qualitative research undertaken by the same group 
suggests this is because these measures do not cover most of the concerns for patients 
with mental health problems (Connell et al. 2012).

The mapping algorithms studied by Longworth et al. (2014) were estimated to predict 
EQ-5D values from alternative cancer-specific measures of health. Response mapping 
using all the domain scores was the best-performing model for the EORTC QLQ-C30. 
An exploratory valuation study found that bolt-on items to EQ-5D for vision, hearing, 
and tiredness had a significant impact on values of the health states, but the direction 
and magnitude of differences depended on the severity of the health state. The vision 
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bolt-on item had a statistically significant impact on EQ-5D health state values and a 
full valuation model was estimated.

Therefore, they concluded that EQ-5D performs well in studies of cancer and skin 
conditions. Mapping techniques provide a solution to predict EQ-5D values where 
EQ-5D has not been administered. For conditions where EQ-5D was found to be in-
appropriate, including some vision disorders and hearing, bolt-ons provide a promis-
ing solution. More primary research into the psychometric properties of the generic 
preference-based measures is required, particularly in cancer and for the assessment 
of reliability. Further research is needed for the development and valuation of bolt-ons 
to EQ-5D.

Another approach to dealing with situations where generic measures are not 
considered sufficiently relevant or sensitive is to use one of the growing number of 
condition- specific preference-based measures. These can be developed de novo or 
based on existing measures, which may be more acceptable to clinicians. The process 
for constructing condition-specific measures is well developed (Brazier et al. 2012) and 
there are examples in areas as diverse as vision (Rentz et al. 2014), cancer, (Rowen  
et al. 2011), asthma (Revicki et al. 1998) and diabetes (Sundaram et al. 2010). However, 
there are concerns that QALYs calculated using condition-specific measures may not 
be comparable, even where they have been valued using the same methods, due to the 
impact of side effects and comorbidities (on health effects and valuation), condition 
labels, and focusing effects (from having narrower descriptive systems) (Brazier and 
Tsuchyia 2010). While a decision-specific measure may be more relevant and sensitive, 
this advantage must be weighed up against any potential loss of comparability for in-
forming cross-condition resource allocation decisions.

5.7 Whose values should be used to value health states?
One important issue in valuing health states is that of whose values should be used. The 
early studies primarily used convenience samples, consisting mainly of patients, health 
professionals, or mixes of the two. Nowadays, most of the generic preference-based in-
struments for estimating QALYs use samples of the general public.

The source of values can matter. For example, Suarez-Alomar and Conner-Spady 
(2001) elicited preferences for two arthritis health states (mild and severe) using VASs, 
TTO, and standard gamble methods by interviewing 104 individuals from the general 
public, 51 patients with rheumatoid arthritis, and 43 health professionals. The health 
scenarios were based on attributes described in the EQ-5D. They then compared the 
ratings in their survey with those obtained for the same scenarios by the UK scoring 
algorithm used for the EQ-5D. Statistically significant differences were observed in the 
ratings of the health scenarios, mostly for the severe vignette. The cost-effectiveness 
ratio for a hypothetical intervention varied according to the method employed to de-
termine the utility of the health states, from US$15 000 to US$111 000 per QALY.

Brazier et al. (2009) speculate that differences between patient preferences and those 
of the general population for life-saving interventions may be greater than those for 
interventions that predominantly affect quality of life. Indeed, due to adjustment to 
the condition, patient preferences for health states often tend to be higher than those 
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of the general public (Nord et al. 2009; Shaw 2011). Because of this, the use of patient 
preferences can result in a lower estimate of the QALYs gained from interventions that 
impact mainly on the quality, rather than the length, of life. Therefore, in the context of 
using economic evaluation to decide on which therapies should be provided, the use of 
patient preferences may not always be in the interests of patients!

The main debate centres on the choice between patients and the general public as 
the source of values for valuing health states. One way of making the choice would 
be purely on normative grounds. For example, one could argue that the values should 
come from patients because they are the potential recipients of the treatments that are 
being evaluated. Alternatively, one could argue that the values should come from the 
general public, since through the taxes they pay, they provide most of the funds for 
health care in many countries, particularly those with a publicly funded national health 
service or health insurance scheme. One might also argue that the choice of values may 
depend on the decision-making context. For example, in deciding whether or not to 
allocate public funds to a new intervention, it might be more appropriate to use the 
values of the general public, whereas in making more circumscribed treatment choices 
among therapies that are already funded, patient preferences may be more appropriate.

There may also be practical difficulties in eliciting the values. For example, asking pa-
tients suffering from a particular condition may raise ethical issues, particularly if the 
estimation method involves trading the length and quality of life, or the certainty of a 
given health state versus a gamble involving probabilities of full health or death. Alter-
natively, members of the general public may not be motivated to participate in studies, 
or may not take them seriously.

However, the most interesting aspect of the choice of source of values is that in the 
case of patients these represent experienced health states, whereas in the case of the 
general public the values will, in the most part, reflect ex ante preferences for states they 
have not experienced. Therefore, the key issue in eliciting health state preferences from 
the general public would be to explain how a state an individual has never experienced 
might impact on their quality of life. Even eliciting values from individuals who have 
experienced health states is not without its difficulties. Kahneman (2009) points out 
that measuring an experience is different from measuring a preference from an ‘ex-
perienced’ person. He cites a study where patients with colostomy are happy with their 
colostomy and expect to be happy without it. However, once the colostomy is removed, 
they remember their previous state as absolutely horrible and, in terms of preferences, 
would be willing to pay a great deal to get rid of it (Smith et al. 2006). He argues that a 
problem arising from this reversal in perception is that it is difficult to generate a num-
ber that decision-makers would take seriously.

Given that either patient preferences and general population preferences could be 
appropriate depending on the situation, some researchers have suggested a hybrid ap-
proach. Brazier et al. (2009) argue that, for economic evaluation to reflect practice, it 
must take account of the impact of patient preferences (e.g. on compliance with ther-
apy), even if general population preferences are used to value the benefits of interven-
tions. In trying to reach a consensus on this issue, Drummond et al. (2009) acknowledge 
that, depending on the situation, both ex ante preferences about a health state, and the 
preferences of those experiencing it, could be relevant. In some situations both sets of 
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preferences could be combined, in that members of the public could be informed about 
the views of individuals who have experienced the health states that are the subject of 
valuation.

On a practical level, it is important that those undertaking economic evaluations are 
aware of this debate, particularly if they are eliciting values for health states de novo. 
However, in practice, the source of values is often determined as a result of the choice of 
preference-based instrument. Many analysts chose to use a generic instrument, which 
usually implies the use of general population values.

5.8 Criticisms of QALYs
Despite the fact that QALYs are now widely used in economic evaluations, they have 
attracted several criticisms. (See Reed Johnson (2009) for a fairly broad critique.) The 
main criticisms are discussed below. In addition, some of the alternatives to QALYs are 
discussed here, while others are discussed in Chapter 6.

5.8.1 QALYs are not really ‘utilities’
It was mentioned in Section 5.3.1 that QALYs are not ‘utilities’ as consistent with the 
conventional meaning of the term in economics. That is, in the health economic evalu-
ation literature, the term ‘utility’ is used in the context of a vNM utility. So all QALYs 
that are formed from preferences measured in any way other than with a standard gam-
ble, by definition, cannot be utilities. But what about QALYs formed from preferences 
for health states measured with a standard gamble? Can they not be utilities? It turns 
out they can be, but only under quite restrictive assumptions (Torrance and Feeny 
1989; Weinstein and Fineberg 1980). The two attributes of quality and quantity (of life) 
must be mutually utility independent (preferences for gambles on the one attribute are 
independent of the amount of the other attribute); the trade-off of quantity for quality 
must exhibit the constant proportional trade-off property (the proportion of remain-
ing life that one would trade off for a specified quality improvement is independent of 
the amount of remaining life); and the single-attribute utility function for additional 
healthy life-years must be linear with time (for a fixed quality level one’s utilities are dir-
ectly proportional to longevity, a property also referred to as risk neutrality with respect 
to time). These conditions, particularly the last one, may not hold in practice, and thus 
even a QALY weighted with preferences obtained via the standard gamble is generally 
not a utility, consistent with the strict use of term in economics.

By reference to practical clinical examples from coronary heart disease, Pliskin 
et al. (1980) demonstrated that certain plausible independence properties lead to a 
quasi- additive utility function for life-years and health status. In particular, remain-
ing longevity can be shown to be utility independent of health status and the constant 
proportional trade-off may hold, as the amount individuals are willing to give up for an 
improvement in health status from any given level to another level does not depend on 
the absolute number of life-years remaining.

So could a QALY turn out to be a good approximation of a utility? Garber and Phelps 
(1995) argue that it could, and describe a set of assumptions under which decisions 
based on cost/QALY would be entirely consistent with welfare economic theory (see 
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also Garber et al. 1996). Empirically, it may turn out that QALYs are an adequate ap-
proximation of utilities, at least under most situations. So far, there are few data. One 
study has found that the approximation is not adequate at the individual level, but at the 
group level it looks promising to use a regression approach to predict path utilities from 
the utilities of the component states (Kuppermann et al. 1997). More research is clearly 
needed to determine the situations where a QALY is a good approximation of a utility 
and where it is not. (See Brazier et al. (2007) for a fuller discussion.)

However, does it really matter whether or not a QALY is a utility? Those following 
the ‘extra-welfarist’ approach (outlined in Chapter 2) take the view is that the QALY is 
a good basic definition of what we are trying to achieve in health care, and maximizing 
QALYs is quite an appropriate goal (Culyer 1989).

Two of the restrictive assumptions of QALYs that have most often been discussed 
are those of constant proportionality and additive independence. Namely, the value 
one places in a health state should not be dependent on the time spent in the state and 
the value placed on states should be independent of the order in which they are ex-
perienced. These are important because of the way (in the standard QALY approach) 
values for health states are multiplied by the time in each state to calculate the number 
of QALYs gained from treatment. However, there is some empirical evidence that the 
value individuals place on a sequence (or profile) of health states is different from that 
which would be inferred from the individual state values, calculating the value of the 
profile using the standard QALY approach (Richardson et al. 1996).

Healthy-year equivalents (HYEs) have been proposed as a theoretically superior al-
ternative to QALYs, but one that is more challenging to execute (Mehrez and Gafni 
1989, 1991, 1992). Essentially, the HYE approach, as proposed by Mehrez and Gafni, 
differs from the conventional approach to QALYs in two respects. First, it measures the 
preferences over the entire path (or profile) of health states through which the individ-
ual would pass, rather than for each state alone. Second, it measures the preferences 
using a two-stage standard gamble measurement procedure that first measures the con-
ventional utility for the path and then measures the number of healthy years that would 
give the same utility.

There has been extensive discussion and debate on all aspects of HYEs. In addition to 
the references listed throughout this section, other articles on the HYE debate include 
Bleichrodt (1995), Culyer and Wagstaff (1993, 1995), Fryback (1993), Gafni and Birch 
(1993), and Mehrez and Gafni (1993). In this book we are not able to go into all the in-
tricacies of the entire debate; interested readers can go to the original sources for that. 
However, a few of the key points are summarized below.
◆ Measuring preferences over a path of health states is theoretically attractive but 

more difficult in practice. It is theoretically attractive because it is a more general 
approach to preference measurement, and imposes fewer restrictive assump-
tions. Thus, it is more likely to capture more accurately the true preferences of 
the individuals. It is more difficult in practice for two reasons. First, each meas-
urement task is more difficult for the respondent; the certain alternative in the 
standard gamble is a path of health states rather than a single health state. Because 
each health state often requires considerable detail to describe appropriately (ex-
amples include up to a half page of text, a description of the health status on eight 
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attributes, or even videos to describe a single health state), one may quickly run 
into cognitive overload with many subjects. Second, in many practical problems 
there may be a large number of health paths to be assessed. Indeed, a modest-
sized Markov model could easily have 8 states and 20 cycles, which would give 
over 1018 unique health paths to be assessed—a daunting task.

◆ The concept of measuring preferences over a path of health states is not restricted 
to HYEs, but could also be used with QALYs, if desired. In such a case, the QALY 
for a path would be the utility of the path, as measured for example in a single 
standard gamble, multiplied by the duration of the path.

◆ All researchers who have independently evaluated the HYE have concluded that 
the two-stage standard gamble measurement procedure originally proposed for 
the HYE is theoretically equivalent to a one-stage TTO procedure (Buckingham 
1993; Johannesson et al. 1993; Loomes 1995; Wakker 1996; Weinstein and Pliskin 
1996; Williams 1995). This conclusion does not imply that the two measurement 
procedures will give identical results, but it does imply that if the two proced-
ures differ empirically, there are no theoretical grounds for choosing one over 
the other. Presumably one would choose the procedure with the least potential 
for measurement error, which would seem to be the TTO method (Wakker 1996; 
Weinstein and Pliskin 1996). Note, also, that neither the HYE nor the TTO cap-
tures the individual’s risk attitude, so neither captures fully the individual’s prefer-
ences under risk.

◆ The HYE is not a utility and is not intended as an alternative to utility theory 
(Gafni 1996; Wakker 1996). Under vNM utility theory, the appropriate approach 
for an individual is to solve their decision problem using conventional utility the-
ory. This would involve measuring utilities for each health path (the first standard 
gamble in the HYE approach), taking expected utilities, and selecting the alterna-
tive with the largest expected utility.

5.8.2 QALYs do not encapsulate all the relevant attributes 
of health care
By definition, QALYS focus on health gain in terms of improvements in length and 
quality of life. However, it is sometimes argued that individuals value other attributes 
associated with the provision of health care, such as increased convenience in access-
ing and using health care treatments and services (Higgins et al. 2014). This raises two 
issues: what value, if any, do individuals place on these attributes and is it legitimate to 
include them in the measure of benefit we use in evaluating health care treatments and 
programmes?

The first issue can be addressed by using methods of valuation that include attributes 
other than the two typically considered in estimating the QALYs gained. For example, 
one could revert to contingent valuation, where the gains from the consumption of 
health care are estimated in monetary terms. Alternatively, one can use an approach 
called ‘discrete choice experiments’, where several attributes of health care programmes 
and services can be specified and the trade-offs between them explored. These ap-
proaches are discussed in Chapter 6.
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The second issue relates to the alternative approaches to the economic evaluation of 
health care discussed in Chapters 2 and 4. For example, if one adopted a welfarist ap-
proach, any value that individuals place on the various attributes of health care would 
be relevant to the analysis. Alternatively, if one adopted an extra-welfarist approach, 
one might question the relevance of considering attributes that do not directly contrib-
ute to increased health gain and might prefer to limit the consideration to improved 
length and quality of life. Of course, the question of relevance may not straightforward. 
For example, increased convenience might increase compliance with therapy, and this 
may translate into improvements in length and quality of life, although this would have 
to be demonstrated. Alternatively, some elements of the value from increases in the 
process utility of receiving care may be captured in the psychological dimension of the 
instrument used to estimate health state preference values.

5.8.3 QALYs may not reflect social values
In the standard approach for estimating the QALYs gained from health care inter-
ventions we elicit health state preference values from individuals and then aggregate 
the QALYs gained in order to estimate the total QALYs gained from a given treat-
ment or programme. This approach treats all QALYs as if they are of equal value; 
however, it is sometimes argued that on a societal level we may value QALYs dif-
ferently depending on the situation. For example, we may place a higher value on a 
QALY gained by someone suffering from a serious disease, as opposed to a mild one, 
or we may place a higher value on a QALY gained by a young person, as opposed 
to an elderly person. If this were true, a simple aggregation of the QALYs gained 
would not reflect the social value of health care programmes. There have been sev-
eral studies exploring aspects of societal values. See Linley and Hughes (2013) for 
a recent example.

Researchers have found that when members of the general public are asked specific 
PTO questions, like ‘how many patients of type A should be cured to be equivalent 
in social value to curing 10 patients of type B’, the results do not match conventional 
QALYs (Nord 1995). The reasons often seem to relate to equity considerations (e.g. help 
the sicker people first, treat all equally regardless of capacity to benefit), and perhaps 
to the ‘rule of rescue’ (Hadorn 1991) in which life-saving is always given the highest 
priority.

Therefore, the PTO approach, to determine saved young life equivalents (SAVEs), 
has been suggested as an alternative to the conventional QALY (Green 2001; Nord 
1995, 1996, 1999; Nord et al. 1993). Nord reports that PTO results do not match the 
results from traditional techniques like rating scale, standard gamble, and TTO and 
that the differences can be quite large. Moreover, Nord argues that the PTO scores are 
more appropriate for use in resource allocation, because they are based directly on the 
trade-offs that society considers appropriate.

The basic argument is that the weights for conventional QALYs, and thus the QALYs 
themselves, reflect an individualistic perspective and not a societal perspective, and 
thus the conventional QALY does not measure social value. Specifically, it is noted 
that the weights for conventional QALYs represent an aggregation of preferences and 
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trade-offs that individuals hold for their own health. That is, they represent the trade-
offs among various living states and between living states and death that the individ-
uals would want for themselves. In aggregating, all people’s preferences are considered 
equal, although other weighting schemes are possible (Williams 1988), and so the re-
sulting QALY reflects a particular equity position.

The SAVE is the common metric that can be used with the PTO approach. All pro-
grammes are converted through PTO measurements to their SAVE value, and pro-
grammes are compared on the basis of costs and SAVEs. Conventional QALYs and 
SAVEs take different approaches to the definition and measurement of preferences 
from a societal perspective. In the QALY approach, each member of society is asked 
what kinds of trade-offs they would like for themselves, and the societal decision- 
making is made consistent with these trade-offs. In the SAVE approach each member 
of society is asked what kinds of trade-offs they would like for others, and this forms the 
basis for the societal decision-making. It is not clear on theoretical or ethical grounds 
that one is better than the other. There would be no problem if the two approaches gave 
similar results, but it appears they do not. The SAVE approach appears to give more 
emphasis to quantity of life, and less to quality of life. That is, compared to the QALY 
approach the SAVE approach is less willing to take mortality risks to improve quality 
of life. This may represent the human tendency, also seen in other fields, of being more 
conservative when giving advice than when taking it.

The debate about whether QALYs reflect societal preferences raises issues about 
whether QALYs should be weighted other than equally, whether other factors (such as 
equity) should be considered in decisions about the allocation of health care resources 
and whether these factors (if relevant) should be introduced into the analysis itself or 
enter through a deliberative decision-making process.

5.9 Further reading
The literature on the measurement of HRQoL has expanded considerably in recent 
years and it is not possible to cover it in much depth in a book about economic evalu-
ation in general. Therefore, this chapter has concentrated primarily on preference- 
based measures that generate a single index, because these measures have been used 
to estimate the QALYs gained in economic evaluations of health treatments and 
programmes.

Those wishing to study QoL measurement in more detail should consult a general 
book on the topic, such as that by Brazier et al. (2007). Examples of empirical studies 
and methodological articles can be found in journals such as Quality of Life Research 
(the official journal of the International Society for Quality of Life Research, ISOQOL) 
and Value in Health (the official journal of the International Society for Pharmacoeco-
nomics and Outcomes Research, ISPOR). In addition, papers on QoL measurements 
in particular health conditions can be found in clinical journals in the relevant field. 
A useful paper on the reporting of QoL studies is the CONSORT statement produced 
by Calvert et al. (2013). In addition, several task force reports produced by ISPOR 
deal with aspects of QOL measurement (<http://www.ispor.org/workpaper/practices_
index.asp>).
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Chapter 6

Measuring and valuing effects: 
consumption benefits of  
health care

6.1 Some basics
Most of the economic evaluations in the published literature measure and value the 
benefits of health care interventions in terms of the measures of health gain described in 
Chapter 5. This is also the favoured approach in the majority of the published methods 
guidelines for economic evaluation specified by health care decision-makers (ISPOR 
2014). However, there is a growing research literature discussing the development and 
application of alternative measures, such as willingness-to-pay (WTP) assessments and 
discrete choice experiments (DCEs).

Analysts may have one or more motivations for using these approaches. First, 
some analysts may be dissatisfied about some of the restrictive assumptions 
underlying the use of QALYs (quality-adjusted life-years) to reflect individuals’ 
preferences, or the methods by which they are typically estimated. For example, 
in estimating the five-level version of the EQ-5D, Oppe et al. (2014) use DCEs to 
estimate individual’s preferences for health states, in addition to the time trade-
off (TTO). One of the factors favouring the DCE approach is that research has 
shown that it is important to administer the TTO in face-to-face interviews, which 
precludes studies with large numbers of respondents (Devlin and Krabbe 2013; 
Shah et al. 2013). In contrast, in the re-estimation of DALY weights for the WHO 
Global Burden of Disease study in 2010, Salomon et al. (2012), using paired com-
parisons, an approach similar to DCEs, were able to obtain responses from 13 902 
individuals in household surveys in 5 countries, supplemented by an open-access 
web-based survey of 16 328 people. In addition, Brazier et al. (2013) used a dis-
crete choice approach in a survey of 3669 individuals in the United Kingdom to 
explore societal values that might be used to generate weights for QALYs (Brazier 
et al. 2013).

Secondly, some analysts may feel that the measures of health gain discussed in 
Chapter 5 may not include, or poorly reflect, all the relevant benefits of health care. 
For example, these could include increased convenience, or process utility, resulting 
from a different mode of delivering the intervention concerned (e.g. oral administra-
tion of a drug, as opposed to an injection). (See Brennan and Dixon 2013 and Higgins 
et al. 2014 for recent reviews of studies of convenience-based aspects of process utility 
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in health care delivery.) However, if it could be shown that increased convenience 
increases adherence to therapy, the impact might be reflected in increased health 
gain. Alternatively, one of the major impacts of some health technologies, such as 
those concerned with screening or diagnosis, could be reassurance. Although in-
creased piece of mind may be reflected in improved health-related quality of life 
(HRQoL), it may be inadequately captured by the methods used to estimate health 
gain. (See Lin et al. 2013 for a recent review of studies estimating the WTP for diag-
nostic technologies.)

Finally, some analysts may feel that economic evaluations in health care should be 
conducted using the welfarist approach discussed in Chapters 2 and 4, pointing out 
that there are many costs or effects of health care interventions that extend beyond the 
health care budget. To this end, they might question why economic evaluation in health 
care has departed from the use of cost–benefit analysis, measuring a wide range of costs 
and consequences, as is the case in the evaluation of environmental programmes or in-
vestments in the field of transport (Johnson 2012).

Therefore, this chapter discusses the various methods that have been used to meas-
ure and value the effects of health care programmes, in addition to those discussed in 
Chapter 5. Then, in Section 6.7, we discuss the issues associated with incorporating 
these methods within economic evaluations to inform health policy decisions.

6.2 Assigning money values to the outcomes of health 
care programmes
Traditionally economic evaluation in health has distinguished methods which assign 
monetary value to outcomes and those that keep outcomes in ‘natural units’. However, 
it should be clear from the material in Chapters 2 and 4 that when the latter studies 
are used to make decisions, an explicit or implicit value is placed on the outcomes. 
Indeed, the explicit use of a cost-effectiveness threshold allows an incremental cost- 
effectiveness ratio to be expressed in terms of net monetary benefit (see Section 4). 
Therefore, as discussed in Chapter  4 (Section  4.3.4), the distinction between cost–
benefit analysis and cost-effectiveness analysis is more subtle than often presented, and 
relates to more than whether or not outcomes are valued in monetary terms (Sculpher 
and Claxton 2012).

In the context of studies which have generally been termed ‘cost–benefit studies’, 
historically there have been three general approaches to the monetary valuation of 
health outcomes: (1) human capital, (2) revealed preferences, and (3) stated prefer-
ences of WTP. We discuss each of these approaches and review both theoretical and 
practical strengths and weaknesses. Attempting to assign money values to health 
outcomes explicitly has been, and remains, controversial. As one economist work-
ing in the field noted, ‘To be trained in medicine, nursing or one of the other “sharp 
end” disciplines and then be faced with some hard-nosed, cold-blooded economist 
placing money values on human life and suffering is anathema to many’ (Mooney 
1992). What is often overlooked, however, is that such valuations occur—often  
implicitly—every day when decisions are made by both individuals and societies that 
trade off health objectives against other benefits.
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6.2.1 The human capital approach
The utilization of a health care programme can be viewed as an investment in a person’s 
human capital. In measuring the payback on this investment the value of the healthy 
time produced can be quantified in terms of the person’s renewed or increased produc-
tion in the marketplace. Hence the human capital method places monetary weights on 
healthy time using market wage rates and the value of the programme is assessed in 
terms of the present value of future earnings. This human capital method of valuing 
health status was used in the early years of economic evaluation, but is almost never 
used now (for an early application see Mushkin 1978). We can distinguish between 
two uses of the human capital concept: (1) as the sole basis for valuing all aspects of 
health improvements, and (2) as a method of valuing part of the benefits of health care 
interventions, using earnings data as a means of valuing productivity changes only. The 
approach does still have some application as a means of valuing productivity changes. 
This is discussed further in Chapter 7 (Section 7.3).

6.2.2 Revealed preference studies
Revealed preference is a common approach in economics for understanding the value 
that individuals place on goods and services. For example, if an individual pays $1 for 
an orange, we can infer that they value it at least that amount. However, in the health 
care field there are very few markets that allow preferences to be revealed by the pur-
chases individuals make.

A number of wage–risk studies have been published, in which the goal is to examine 
the relationship between particular health risks associated with a hazardous job and 
wage rates that individuals require to accept the job (Marin and Psacharopoulos 1982). 
This approach is based on individual preferences regarding the value of increased (de-
creased) health risk, such as injury at work, as a trade-off against increased (decreased) 
income, which represents all other goods and services the person might consume. An 
example of the wage–risk approach is given in Box 6.1.

The strength of the wage–risk approach is that it is based on actual consumer choices 
involving health versus money, rather than hypothetical scenarios and preference 

Wage–risk example
‘Suppose jobs A and B are identical except that workers in job A have higher annual 
fatal injury risks such that, on average, there is one more job-related death per year 
for every 10 000 workers in job A than in job B, and workers in job A earn $500 more 
per year than those in job B. The implied value of statistical life is then $5 million for 
workers in job B who are each willing to forgo $500 per year for a 1-in-10 000 lower 
annual risk.’ (Fisher et al. 1989)
Text extract reproduced from Fisher, A. et al., The value of reducing risks of death: a note on new 
evidence, Journal of Policy and Management, Volume 8, p.88, Copyright © 1989 Association for 
Public Policy Analysis and Management, with permission from John Wiley & Sons, Inc.

Box 6.1 Value of a statistical life
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statements. However, a weakness of the approach is that estimated values have varied 
widely and estimation seems to be very context and job specific. Using observed data 
there is always the problem of disentangling the many factors that will confound the 
relationship between wage and health risk. Furthermore, for use in a specific economic 
evaluation of a treatment programme it is necessary to observe an occupational choice 
where the relevant health outcome is the focus of compensation or payment. A more 
fundamental concern is that the observed risk–money trade-offs may not reflect the 
kind of rational choice-revealing preferences that economists believe, because of the 
many imperfections intervening in labour markets and limitations in how individuals 
perceive occupational risks. It is not possible in this chapter to comprehensively review 
the volume of work that has been done in this area, but the interested reader should 
consult Viscusi (1992) for a good review.

It is worth noting at this point that there is another valuation principle that might 
also be referred to as ‘revealed preference’ but is not based on individual consumers. 
This approach is a review of past decisions, such as court awards for injury compen-
sation, to elicit the minimum value that society (or its elected representatives) places 
on health outcomes (Mooney 1977). In practice, however, many such legal awards are 
actually based on human capital calculation of discounted earnings streams.

Shifting the focus slightly, one might also be tempted to review previous government 
health care funding decisions as a source of revealed preference to determine dollar 
values assigned to health outcomes. But the danger here is one of circularity because we 
would use previous decisions in future analyses in the belief that some rational process 
had truthfully revealed societal values for health outcomes in the prior decision.

6.2.3 Stated preference studies—contingent valuation
As the name suggests, contingent valuation studies use survey methods to present re-
spondents with hypothetical scenarios about the programme or problem under evalu-
ation. It is a method for eliciting stated preferences. Respondents are required to think 
about the contingency of an actual market existing for a programme or health benefit 
and to reveal the maximum they would be willing to pay for such a programme or 
benefit. Why are we interested in the maximum WTP? Consider a simple consumer 
decision to buy a chocolate bar. A measure of how much the consumer values the choc-
olate bar is the maximum that they would be willing to pay. The difference between this 
value and the price they have to pay in the market is known as consumer surplus. Of 
course, for products like chocolate bars one does not need to hire high-priced econo-
mists to do a formal assessment; each consumer does this calculation in their own 
head. However, the logic carries over to contingent valuation studies for non-marketed 
goods such as a health care programme where we are trying to estimate value in rela-
tion to cost for purposes of collective funding. Hence in contingent valuation studies 
consumers are asked to consider what they would be willing to pay, and thereby sac-
rifice in terms of other commodities, for the programme benefits if they were in the 
marketplace.

Here we take health programme benefits to be broadly defined; some may be im-
provements in health status whereas others may be attributes such as the value of being 
better informed about one’s health or the value associated with the process of care 
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(Donaldson and Shackley 1997). It is the aggregation of this consumer surplus—which 
can be large, small, positive, or negative—across individuals that forms the basis of the 
cost–benefit calculus. In many ways, therefore, economic evaluations based on contin-
gent valuation and statements of WTP can be thought of as attempts to replace missing 
markets, albeit hypothetically, in an attempt to measure underlying consumer demand 
and valuation for non-marketed social goods such as health care programmes.

Before reviewing the use of contingent valuation methods in health care it is import-
ant to recognize that the need to value health gains and losses for inclusion in economic 
evaluations has arisen in other public sectors such as transport and environment. In-
deed, much of the pioneering work on contingent valuation methods was undertaken 
in transport studies by economists such as Jones-Lee (1976). An example of a con-
tingent valuation question to estimate a money value for loss of life in the context of 
road safety is given in Box 6.2. As can be seen, an important advantage of this example 
is its realism, because it involves an easily understood choice that many people have 
faced—albeit with a little less precision on the risk of death! Hence in this example the 
contingency is not difficult to imagine because actual markets for cars do exist where 
price is related to safety features (e.g. inclusion/exclusion of airbags). Indeed, with this 
example one can even compare stated preferences with revealed preferences from ac-
tual market data.

‘Suppose that you are buying a particular make of car. You can, if you want, choose 
to have a new kind of safety feature fitted to the car at an extra cost. The next few 
questions will ask about how much extra you would be prepared to pay for some 
different types of safety feature. You must bear in mind how much you personally 
can afford.

As we said earlier, the risk of a car driver being killed in an accident is 10 in 
100 000. You could choose to have a safety feature fitted to your car which would 
halve the risk of the car driver being killed, down to 5 in 100 000. Taking into ac-
count how much you can personally afford, what is the most that you would be 
prepared to pay to have this safety feature fitted to the car?’ (Jones-Lee et al. 1985)

Hypothetical example
Current risk of death without safety feature = 10 in 100 000
New risk with safety feature = 5 in 100 000
Reduction in risk (dR) = 5 in 100 000
Maximum (for example) premium willing to pay (dV) = £50
Implied value of life = dV/dR = £50/5 × 10−5 = £1 m

Text extracts reproduced from Jones-Lee, M.W. et al, The value of safety: Results of a national 
sample survey, Economic Journal, Volume 95, Number 377, pp. 49–72, Copyright © 1985, Royal 
Economic Society, with permission from John Wiley & Sons, Inc.

Box 6.2 Value of a statistical life: road safety  
contingent valuation example



C
O

N
SU

M
PTIO

N
 B

EN
EFITS O

F H
EA

LTH
 C

A
R

E
186

Table 6.1 Use of willingness-to-pay (WTP) and willingness-to-accept (WTA) questions in the contexts of compensating variation and equivalent 
variation

Temporal perspective  
and programme status

Does this consumer gain  
or lose in utility from 
before–after change?

Compensating variation (CV) Equivalent variation (EV)

Before After $ +/− required after the change to  
make utility same as before the change

$ +/− required before the change to make utility the 
same as after the change

Project A A1 A3

Gain WTP: maximum amount that must be 
taken from gainer to maintain at current 
(before) level of utility

WTA: minimum amount that must be paid to 
potential gainers to forgo the gain and make utility 
equal to what it would have been after the change

No  
programme

Programme A2 A4

Loss WTA: minimum amount that must be  
paid to loser to maintain at current 
(before) level of utility

WTP: maximum amount that must be taken from 
potential loser to forgo the loss and make utility level 
equal to what it would have been after the change

Project B B1 B3

No 
programme

Loss WTA: minimum amount that must be  
paid to loser to maintain at current 
(before) level of utility

WTP: maximum amount that must be taken from 
potential loser to forgo the loss and make utility level 
equal to what it would have been after the change

Programme B2 B4

Gain WTP: maximum amount that must be 
taken from gainer to maintain at current 
(before) level of utility

WTA: minimum amount that must be paid to 
potential gainers to forgo the gain and make utility 
equal to what it would have been after the change

From O’Brien, B. and Gafni, A., When do the ‘dollars’ make sense? Toward a conceptual framework for contingent valuation studies in health care, Medical Decision Making,  
Volume 16, Issue 3, pp. 288–99, Copyright © 1996. Reprinted by permission of SAGE Publications.



CONSUMPTION BENEFITS OF HEALTH CARE 187

In the transport literature, the estimates obtained by contingent valuation have been 
used in road investment decisions in some jurisdictions and are called the value of 
a prevented fatality (VPF). There has also been some used of these estimates in the 
health evaluation literature. For example, Caro et al. (2007) used estimates of VPF from 
France (2 million euro) and the United Kingdom (2.1 million euro) in a cost–benefit 
analysis of preventing sudden cardiac deaths with an implantable cardiac defibrillator 
versus amiodarone. Since there was a positive net monetary benefit when using these 
VPF estimates, they concluded that ICDs are a worthwhile investment compared with 
amiodarone in the countries studied.

Another set of conceptual distinctions is shown in Table 6.1. Studies can use either 
the utility concept of compensating or equivalent variation and can ask questions of 
WTP or willingness to accept (WTA), depending upon whether a programme is being 
introduced or removed. For example, in Table  6.1 under the concept of compensating 
variation and for the introduction of a programme for an individual who gains from 
this programme, we wish to find out the maximum amount that must be taken from 
the gainer to maintain them at the current (before-programme) level of utility. This is 
the maximum they would be willing to pay for the programme to go ahead. In contrast, 
equivalent variation for the same individual is the minimum amount that must be paid 
to this potential gainer to forgo the gain and to make their utility equal to what it would 
have been after the change. Hence the equivalent variation is the minimum the individ-
ual would be willing to accept in compensation to forgo the programme. A more rigor-
ous derivation and discussion of these concepts can be found in Johansson (1995), and 
this text also gives a discussion of the circumstances under which these concepts yield 
the same money values. Reviews of studies conducting money valuations of health pro-
gramme benefits indicate that the majority of studies use WTP in the context of pro-
gramme introduction and compensating variation (Diener et al. 1998).

6.2.4 Willingness-to-pay (WTP) studies in health care
In recent years there has been rapid growth in the number of willingness-to-pay 
(WTP) studies published in the health care literature. Smith (2003) gives a compre-
hensive list of studies published between 1985 and 2001. For more recent reviews 
see Donaldson et al. (2012) and McIntosh et al. (2010). It should be noted, however, 
that most of the published health care WTP studies focus on exploring measure-
ment feasibility issues rather than being full programme evaluations. This cautious 
embrace of the approach is partly due to some of the inherent difficulties in meas-
uring WTP and partly to some ongoing conceptual debates concerning the ways in 
which questions should be asked, and of whom. To review and summarize some of 
these issues, the next section considers some of the theoretical and practical consid-
erations that face the analyst seeking to design a WTP study to value the benefits of 
a health care programme.

6.3 What might we mean by willingness to pay (WTP)?
It is important to keep in mind that WTP is a measurement technique, and it is how and 
why this technique is applied that determines its usefulness for economic evaluation. 
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Reviews of WTP studies in health care have revealed wide variation in what questions 
are being asked, of whom, and how (O’Brien and Gafni 1996). There is disagreement, 
therefore, concerning how WTP should be measured and how such measures can be 
incorporated into the evaluation.

In this section we explore different ways in which the concept of WTP can be defined 
and measured for inclusion in a health care economic evaluation. A simple frame-
work is presented in Figure 6.1, which distinguishes between improvements in health 
per se and other sources of benefit, all of which could, in theory, be valued by WTP. 
For the health component we also consider the nature of the commodity defined in a 
 willingness-to-pay study with particular emphasis on the role of uncertainty. We de-
scribe and illustrate this framework in the following sections.

6.3.1 Global versus restricted WTP
Three broad categories of benefits can arise from a health care programme: (1) intan-
gible benefits, which are the value of improved health per se to the individual consumer 
of a programme; (2) future health care costs avoided; (3) increased productive output 
due to improved health status. One ‘restricted’ perspective on WTP is that it would 
be used only to value those components of benefit for which no money values existed 
from other market sources. In this approach, WTP estimates are restricted to quanti-
fying the money value of changes in health per se, with future health care cost savings 
and production gains being valued using market prices. (This distinction is discussed 
in Chapter 3; see Figure 3.1.)

An alternative ‘global’ perspective on this measurement task is to argue that 
the purpose of the WTP study is to learn about how the individual consumer 
would value a specific health care programme in a world where private mar-
kets and price signals for all goods and services were operational. However, in this 
free market scenario, consistency also calls for us to ask the respondent to con-
sider in their valuation the future health care costs that they individually would  

Fig. 6.1 What might we mean by willingness to pay?

† The default money valuation method for these non-health bene
ts would be to use market prices (for
example, wage rates for production). However, in theory, the WTP scenario could be a purely private 
market for all goods and services, requiring the respondent to state a global WTP based on all 
consequences of the programme.

+/–

Future health care cost
savings

Production gains and
income effects

W A certain health outcome

WTP
estimate

Three ways of de�ning a
commodity for WTP valuation
based on health bene�t

Other measured components of
programme bene�t that could be
included in the WTP valution†

A treatment with uncertain
outcomes

Access to a treatment
programme where future
use and treatment outcomes
are uncertain

W*

W**
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sustain in the private market world and also work-related income effects as a conse-
quence of ill health or treatment. As an example, consider a decision to buy a more 
expensive but more effective cold medication over the counter from a pharmacy. A 
consumer’s decision (and WTP) would be driven not only by anticipated health bene-
fits but also, in part, by cost offsets from other medications they may no longer need to 
purchase if they bought the more expensive cold medications. They might also include 
the costs associated with work absence in deciding whether or not to buy the more 
expensive medication. Therefore in this simple private market consumer purchase ex-
ample, an individual’s WTP for a medication is a function not only of the health bene-
fits but also of future out-of-pocket cost savings and income effects from work absence. 
By analogy, this thought process can be transferred to contingent markets for health 
care programmes that are covered by insurance or taxation.

As discussed earlier and illustrated in Figure 6.1, the concept of contingent mar-
kets is very powerful and can be used to assign money values to all aspects of benefit 
arising from a health care programme, not simply the value of the health gain itself. 
While these global and restricted strategies are alternative ways to proceed, great cau-
tion needs to be exercised in how respondents are being questioned and whether there 
is potential for double counting of some programme benefits. For example, when as-
sessing an individual’s WTP for a new antihypertensive medication the respondent 
needs to be told explicitly whether they should be considering income effects due to 
work absence arising from the disease or its treatment. Double counting would arise if 
the individual had considered income effects in answering the questions about WTP 
but the analyst also valued attributable production gains using wage rate data (i.e. a 
human capital calculation).

6.3.2 What good or service is being valued?
Even if we focus on the restricted form of WTP based on health benefits, as shown in 
Figure 6.1, there are at least three ways in which a good or service for valuation can 
be defined: (1) find the WTP for a certain health outcome (W); (2) find the WTP for 
a treatment with uncertain health outcomes (W*); (3) find the WTP for access to a 
treatment programme where future use and treatment outcomes are both uncertain 
(W**). Consistent with the welfare economics of health care market failure as outlined 
by Arrow (1963), the main distinction between these three definitions of the good or 
service being valued is uncertainty. The difference between W and W* is the inclusion 
of uncertainty on the supply side with respect to outcomes for a given treatment. In 
moving to W** we also include uncertainty on the demand side, because individuals 
are being asked about their WTP for a health care programme given they are uncertain 
whether they need or will demand this service in the future.

Here we review these three definitions of the goods or service being valued, as illus-
trated in Figure 6.1.

◆ Valuing a certain health outcome (W). Authors such as Pauly (1995) have sug-
gested that finding the ‘shadow price’ for a QALY may be a useful bridge between 
CUA (cost utility analysis) and CBA (see Chapter 4, Section 4.3.4). Some empir-
ical work on the relationship between health status measures and WTP has also 
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been undertaken (Reed Johnson et al. 1994). Studies that fall in this first use of 
WTP to value certain health outcomes would include the early work of Thomp-
son (1986), where people with arthritis were asked open-ended questions for the 
maximum they would be willing to pay to achieve a cure of their arthritis.

◆ Valuing a treatment with uncertain outcomes (W*). As indicated by authors such 
as Gafni (1991), a limitation of basing estimates of WTP on certain health out-
comes is that the consequences of health care programmes are inherently uncer-
tain. Under W*, therefore, the goal of measurement is to determine the maximum 
the respondent would be willing to pay to consume a treatment programme with 
outcomes that are not certainties but have specified probabilities. Although one 
can multiply certain health values (h) by probabilities to devise expected money 
values for the programme, the values collected directly on uncertain prospects 
(W*) will only be the same as the expected values if individuals are risk neutral 
with respect to income and health.

◆ Valuing access to a treatment programme (W**). In most developed countries we 
observe that health care services are funded and delivered on the basis of insur-
ance or tax contributions. This reflects an important characteristic of the health 
care market, which is that illness and the demand for health care is uncertain. The 
consequence of such insurance or tax arrangements is that persons do not bear 
the full cost (if any) of the service at the point of delivery. Hence it has been ar-
gued by Gafni (1991) that questions about WTP should be framed in a way that 
incorporates this demand-side uncertainty. Specifically, in Box 6.3 we character-
ize W** as being the maximum an individual would be willing to pay for access 
to a treatment programme where both future use and treatment outcomes are 
uncertain. For example, this hypothetical choice might use the payment vehicle of 
increased insurance premiums or taxation to ensure a programme is made avail-
able. A distinction is therefore made between an ex post perspective such as W* 
where the individual undertaking the valuation knows that they are a consumer 
of the treatment and that the only uncertainty is on the probability of outcomes, 
versus an ex ante perspective such as W** where the individual’s valuation needs 
to incorporate the probability of sustaining the illness and needing the service in 
question.

In Box 6.3 we illustrate the difference between the ex post and ex ante perspectives 
using an example of in vitro fertilization (IVF) from Neumann and Johannesson (1994). 
This was a population-based survey where the authors explored WTP for IVF services 
using both an ex post scenario (assuming infertility, what would you pay out of pocket) 
and an ex ante scenario (where the individuals are asked to assume they have a 10% 
chance of being infertile and they can buy insurance coverage for IVF). What is not-
able from Box 6.3 is that the implied value per statistical baby is much higher for the 
ex ante or insurance-based approach ($1.8 m) than the ex post or user-based approach 
($0.17 m). This is because in the insurance-based setting persons are now also incorp-
orating their risk aversion into the valuation of access to the programme.

As a further illustration of how such ex ante insurance-based questions can be asked 
in practice, Box 6.4, taken from a study by O’Brien et al. (1998), shows how respondents 
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who were enrolled in a health maintenance organization (HMO) in the United States 
of America were asked whether they were willing to upgrade their insurance coverage 
to include a new supportive drug used in cancer chemotherapy known as GCSF. The 
benefit of this drug is that it reduces the risk of neutropenic fever following chemo-
therapy; in the example in Box 6.4 the reduction in risk is from 20% to 10% over the 
six cycles of chemotherapy. A bidding algorithm was used (see below) to find the max-
imum additional monthly premium persons would pay to have the new drug covered.

6.3.3 Connecting the Ws
The Ws in Figure 6.1 are clearly connected, and the nature of the relationship depends, 
inter alia, upon the risk preferences of the respondents. For example, one could measure 

This study illustrates two different approaches estimates to forming WTP questions. 
The ex post or user-based approach estimates how much you will pay at the point 
of consumption. The ex ante or insurance-based approach estimates how much you 
will pay for insurance coverage.

Ex post perspective (user based)

◆	 Assume you are infertile and want children
◆	 IVF has 10% chance of being successful if purchased
◆	 Mean WTP:

$17 730 (if 10% chance of success)
$28 054 (if 25% chance of success)
$43 576 (if 50% chance of success)

Ex ante perspective (insurance based)

◆	 Assume you have 10% chance of being infertile
◆	 IVF has 10% chance of success
◆	 You can buy a one-time insurance premium for IVF coverage
◆	 Mean WTP of $865

Implied WTP per statistical baby

◆	 $177 730 (user based)
◆	 $1.8 m (insurance based)

Reproduced with permission from Lippincott Williams and Wilkins/Wolters Kluwer Health: Neu-
mann, P. and Johannesson, M., The willingness to pay for in vitro fertilization: a pilot study using 
contingent valuation, Medical Care, Volume 32, Issue 7, pp. 686–99, Copyright © 1994, 
Lippincott- Raven Publishers.

Box 6.3 WTP for in vitro fertilization
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Option A: your HMO plan covers chemotherapy

◆	 Assume that your chance of getting cancer over the next 5 years is 1 in 100.
◆	 You continue to pay your current monthly insurance premium for health care:
If you get cancer
◆	 You get chemotherapy but not GCSF.
◆	 Over six cycles of chemotherapy your chance of neutropenic fever is:

◆	 You cannot buy GCSF or get it covered by another plan.

Option B: your HMO plan covers chemotherapy and GCSF

◆	 Assume that your chance of getting cancer over the next 5 years is 1 in 100.
◆	 You pay a monthly supplement to cover GCSF in addition to your current in-

surance premium for health care.
If you get cancer
◆	 You get chemotherapy with GCSF.
◆	 Over six cycles of chemotherapy your chance of neutropenic fever is:

◆	 You cannot buy GCSF or get it covered by another plan.
 If GCSF was not currently covered by your HMO plan (Option A), would you con-
sider paying an increased premium for coverage of GCSF (Option B)?

Reproduced with permission from Lippincott Williams and Wilkins/Wolters Kluwer Health: 
O’Brien, B. et al., Assessing the value of a new pharmaceutical: a feasibility study of contingent 
valuation in managed care, Medical Care, Volume 36, Issue 3, pp. 370–84, Copyright © 1998,  
Lippincott-Raven Publishers.

Box 6.4 Example of ex ante insurance-based WTP

20%

10%

money values for certain health outcomes (W) and multiply these by their probabilities 
of arising to calculate the expected money value of a treatment programme. However, 
this expected value would only correspond with the measured ex ante value W* to the 
extent that individuals were risk neutral (with respect to income and health) in their 
preferences. As described in Chapter 5, we generally observe that individuals are risk 
averse and therefore the ex ante value would be less than the expected value. This risk 
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preference relationship is also true for W* in relation to W**, and this has been ana-
lysed by Johannesson (1996b).

We have already discussed the relationship between the restricted concept of WTP 
(W, W*, or W** in this framework), with its primary focus on the value of health bene-
fits, and the more global concept of WTP where a respondent is required to value all 
health and non-health benefits in money terms. It is this concept of global or overall 
WTP that was labelled as W′ in Figure 3.1. In practice it is unlikely that many studies 
will attempt to measure W′, but in theory it could be done.

Finally, another important source of private health care market failure, identified by 
Arrow (1963), is spillovers or externalities. The concept of externality in the consump-
tion of health care is best explained using the example of an infectious disease where 
one person might be willing to pay for another person to receive treatment so as to 
reduce the risks of disease transmission to themselves or others. More generally, there 
might also be humanitarian spillovers in that one person derives utility from the know-
ledge that others can gain access to needed health care services. The implications of 
externalities for willingness-to-pay studies is that the sampling frame for inquiry must 
extend to all persons whose utility is impacted by the introduction of the programme. 
For example, in assessing WTP for an (elective) new vaccination programme for an 
infectious disease one would need to draw survey samples from all persons who would 
benefit from the programme, including the direct benefit to those who vaccinate and 
the indirect benefit of those who do not vaccinate but are now at lower risk.

6.3.4 A simple example
To illustrate how WTP data might be used in an economic evaluation, consider the 
decision context of an HMO trying to decide whether to place a new drug on its for-
mulary. Let us suppose a willingness-to-pay survey similar to that described in O’Brien 
et al. (1998)—the GCSF study described in Box 6.4 and Figure 6.2—has been under-
taken on a sample of HMO enrollees. The willingness-to-pay scenario was the max-
imum additional insurance that respondents would pay to have the drug covered over 
a 5-year period. The first task would be to forecast the total WTP (for the HMO popu-
lation) from the sample using multiple regression analysis based on known characteris-
tics of the sample and population. Suppose the (discounted) total WTP over the 5 years 
is $10 m. The cost of the programme is a function, in part, of how many people will re-
ceive the treatment, over the same time period, and this must also be forecast. Suppose 
the estimated cost is $7 m with an estimated $2 m in cost savings from health care re-
sources not consumed by persons who receive the treatment for a net cost (discounted) 
of $5 m. For simplicity, assume that there are no productivity losses or that gains and 
losses cancel out. Using these data the programme has a positive net benefit of $5 m (i.e. 
$10 m − $7 m + $2 m). How this information can be used to inform resource allocation 
depends on a number of things but particularly whether one is allocating resources 
within a fixed or non-fixed budget setting.

In a non-fixed budget scenario, the HMO might decide to add the new programme 
and actually raise insurance premiums, thus increasing its budget. In a competitive 
market, if these marginal adjustments to coverage, which could be up or down, do not 
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reflect consumers’ values then consumers (or their employers, who choose the insur-
ance plan) may elect to switch to other plans.

The second scenario assumes a fixed budget. In this circumstance, knowledge that 
the new programme has a positive net benefit is of partial value for resource alloca-
tion and prioritizing services. To implement the new programme without expanding 
the budget, efficiency criteria would argue for a rank ordering of existing programmes 
by the size of their net benefit to facilitate comparison with the new programme. Effi-
ciency would require us to replace programmes with small net benefit by programmes 
with larger net benefits. The practical difficulty with this scenario is that it is data hun-
gry and works by comparison of net benefit; having data on the benefits of the new 
programme is a necessary but not sufficient condition for making resource-allocation 
decisions because we need to know the opportunity cost of its adoption, in terms of the 
benefits of any existing programme(s) that will be displaced.

6.4 Pragmatic measurement issues in willingness  
to pay (WTP)

6.4.1 Issues of bias and precision
The goal of the measurement task is to obtain precise and unbiased estimates of 
WTP. To pose such a question in a way that is both believable and clear to a re-
spondent is not a trivial undertaking and is at least as complex as the health state 

Fig. 6.2 Bidding algorithms used in the GCSF willingness-to-pay study.

Y = willing to pay this bid; N = not willing to pay this bid.

Persons accepting bid level 7 were then asked an open-ended question for the maximum they were
willing to pay. 

Reproduced with permission from Lippincott Williams and Wilkins/Wolters Kluwer Health: O’Brien, 
B. et al., Assessing the value of a new pharmaceutical: a feasibility study of contingent valuation in
managed care, Medical Care, Volume 36, Issue 3, pp. 370–84, Copyright © 1998,
Lippincott-Raven Publishers.
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preference measurement tasks described in Chapter 5 (probably more so). There are 
two types of general question format: open-ended and closed. Open-ended questions 
pose a difficult cognitive task for most respondents because we are typically not used 
to thinking about the maximum we would pay for something. Experience with this 
approach suggests that although it may produce unbiased estimates of WTP because 
the respondent is not prompted, it is very imprecise, with widely varying responses and 
many non-responses or protest responses (Johannesson 1996a); also see Donaldson 
et al. (1997) on evaluation of open-ended question formats.

Closed question formats have been used in health care WTP studies in two general 
formats: bidding games to find within-person maximum value and so-called ‘take it or 
leave it’ between-person surveys. Bidding games use a predetermined search algorithm 
to bid the respondent up or down, conditional on how they respond to a prompted 
monetary value. Much like an auction, if you say ‘yes’ to $50 we will ask you a higher 
amount; ‘no’, and we will ask you a lower amount; for example, see the study by O’Brien 
and Viramontes (1994). While the bidding game improves upon open-ended ques-
tions for the precision of the estimated maximum WTP, it may do so at the expense of 
introducing a bias in the form of starting point bias. This bias is a form of framing effect 
where the respondents’ answers are influenced by the first numbers presented in the 
bidding game. Although a number of non-health and health care studies have found 
evidence of starting point bias (Stalhammer 1996), this result is not conclusive because 
others have used bidding games and found no evidence of starting point bias, even 
though it was explicitly tested for (O’Brien and Viramontes 1994; O’Brien et al. 1998).

To illustrate this concept, we show in Figure 6.2 the bidding game used in the same 
GCSF study mentioned in Box 6.4 from O’Brien et al. (1998). Respondents received 
one of two bid algorithms and analysis showed that the hypothesis of no starting point 
bias could not be rejected.

The second type of closed question format is an approach used widely in environ-
mental economic evaluation where surveys of large numbers of persons are typic-
ally undertaken to elicit values for some environmental programme or problem. (A 
controversial environmental example where contingent valuation methods have been 
used is the valuation of natural resources destroyed by the Exxon Valdez oil spill in 
Prince William Sound, Alaska.) The essence of this approach is that each respondent 
is only asked one question (‘take it or leave it’); for example, ‘would you be willing to 
pay an extra $50 per month on your taxes for this programme—yes or no’? The money 
amount each person is asked is randomly selected from a range. So, for example, the 
next person might be asked if they are willing to pay $100, and so on. The data are 
then analysed using econometric techniques such as probit analysis to identify a bid 
curve—that is, the quantitative relationship between the proportion of persons ac-
cepting or rejecting the bid at different levels of the bid. By mathematically integrating 
for the area under this bid curve one can determine the mean WTP, or, alternatively, 
identify the median WTP. For a discussion of this approach in health care see Johan-
nesson (1996a).

The ‘take it or leave it’ categorical approach has been used in health care WTP 
studies by Johannesson (1996b) with some success. The difficulties with this ap-
proach are in identifying the relevant range from which to sample bids and also in 
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the large sample size one needs for precise estimation. A variant of this approach, 
which increases precision, is to ask another (random) bid question of each respond-
ent, but the direction being conditional on the answer to the first question. In the 
future it is likely that interviews will be computer based so that random bid selection 
(first or subsequent) is easy to achieve. However, there is still some residual risk of 
bias because the analyst must choose the range from which bids are sampled.

Some studies compare more than one method of eliciting WTP (Frew et al. 2003; 
2004; Ryan et al. 2004; Whynes et al. 2003). Ryan et al. (2004) compared the payment 
card (bidding approach) with the dichotomous choice (‘take it or leave it’ approach). 
They found that the dichotomous choice method consistently gave higher estimates 
of WTP. Whynes et al. (2003) showed that range bias was prevalent in payment-scale 
willingness-to-pay formats. Although the bidding approach and dichotomous choice 
approach can be shown to produce different valuations, it is not clear that one produces 
‘better’ valuations than the other.

Another measurement issue, discussed by Donaldson et al. (2012), is that, when valu-
ing two alternatives, A and B, some studies have shown a lack of congruence between 
simple preferences and the magnitudes of willingness-to-pay responses, most likely 
because respondents compare the costs of the alternatives on offer and base their WTP 
on that rather than their strength of preference for each. They suggest that an alterna-
tive would be to adopt a marginal approach, whereby the respondent is asked for their 
maximum WTP to have their preferred option instead of that which is less preferred.

6.4.2 Validation of WTP by tests of scope
Is it possible to validate the findings of a willingness-to-pay study? The ‘gold standard’ 
against which we would like to compare predicted WTP from compensating variation 
(CV) surveys is what consumers would actually pay. Unfortunately, for most of the 
health programme benefits studied by CV methods, an actual market may not exist 
so criterion validity cannot easily be established. However, there are some useful tests 
of construct validity that can be examined in willingness-to-pay studies. The logic of 
construct validation in this setting is to determine whether the data are consistent with 
theoretical constructs that should be present if the willingness-to-pay responses are 
measuring the value we intend.

There are two simple propositions (‘constructs’) from economic theory that can be 
tested. First, most goods have what is known as a positive income elasticity: meaning 
that, other things being equal, higher respondent incomes should be associated with 
higher WTP. Second, the more of a positively valued good that is supplied by a hypo-
thetical programme, the greater should be a persons’ WTP, although the marginal util-
ity of additional units of benefit is likely to decline.

This second principle was strongly endorsed by official guidelines for WTP studies for 
environmental damage assessment (NOAA 1993). The National Oceanic and Atmos-
pheric Administration (NOAA) panel termed these validation techniques ‘scope tests’  
because the proposition is that WTP should vary with the scope of the benefit (or dam-
age) arising from the hypothetical programme. Scope tests are an important part of  
willingness-to-pay validation and have been recommended by European guidelines on 
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health care willingness-to-pay studies where, for example, the magnitude of a treatment 
effect or other health benefit can be varied in the survey (Johannesson et al. 1996). For ex-
amples of scope tests in health care willingness-to-pay studies see Kartman et al. (1996), 
O’Brien et al. (1998), and Stalhammer and Johannesson (1996). A review of 35 willingness-
to-pay studies by Carson (1997) showed that the vast majority (31) were scope sensitive.

6.4.3 Relevance to the health care setting
One of the key difficulties with WTP studies is making the scenario realistic for the 
respondent. Even if we adopt an ex ante insurance-based perspective, most consumers 
will not be familiar with purchasing access to individual health care programmes. It is 
likely that these forms of payment scenarios will work better in health care systems, 
such as that of the United States, where consumers are used to paying more directly for 
health care, than in the United Kingdom, which has a system of social provision based 
on taxation contributions. In the environmental economic evaluation literature it has 
been customary to characterize the decision problem as whether to vote in favour of or 
against a proposal to have a programme implemented that would have an associated tax 
contribution. In this kind of format the respondent has their mind focused on the idea 
of a referendum rather than an actual purchasing decision. In some settings this may be 
more realistic for the respondent than to consider insurance contributions.

Donaldson et al. (2012) also consider the use of willingness-to-pay assessments in dif-
ferent decision-making situations, such as (1) a clinical decision-maker addressing the 
question of which type of care to provide for a given group of patients; (2) a health au-
thority seeking to determine the community’s strength of preference for which services 
to provide; and (3) a national decision-maker making a one-off decision about whether 
or not to fund a specific intervention. In the latter situation they discuss alternative ap-
proaches for estimating society’s WTP for a QALY, a point we return to in Section 6.7.

6.4.4 Recent examples of willingness-to-pay (WTP) studies
In recent years there has been a rapid growth in the publication of contingent valu-
ation studies of health care treatments and programmes. The recent literature contains 
studies on such diverse topics as smoking cessation (Heredia-Pi et al. 2012), prostate 
cancer treatment (Li et al. 2012), childhood asthma (Brandt et al. 2012) and dementia 
caregiving interventions (Jutkowitz et al. 2010). In addition, an increasing number of 
willingness-to-pay estimates are being obtained using DCEs (see Section 6.6).

6.5 Exercise: designing a willingness-to-pay (WTP) survey 
for a new treatment for ovarian cancer

6.5.1 Scenario
The government is trying to decide whether they should reimburse a new therapy for 
ovarian cancer. Design a willingness-to-pay survey for an economic evaluation of this 
new treatment for ovarian cancer. Assume that among women who receive this therapy 
there is a 5% rate of complete cure from the cancer, but the majority will sustain some 
side effects from the treatment. Data suggest there are productivity gains with more 
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women in the treated group being able to return to work. There are also cost offsets with 
treated women receiving fewer health care services in the future.

6.5.2 Specific questions

1 Which components of benefit arising from this treatment programme would you 
value using WTP? Consider the pros and cons of using a ‘global’ willingness-to-pay 
estimate for valuing all programme benefits versus a ‘restricted’ WTP for health 
benefits and market prices for other components of benefit.

2 How would you define the commodity that the respondent is being asked to pay 
for? Consider the alternative formulations of W, W*, and W** discussed in this 
chapter. What kind of payment vehicle is ‘believable’ for each of these formulations?

3 The draft study proposal is to interview a sample of women with ovarian cancer. 
Would you include other subjects in the survey, and why?

6.5.3 Solutions/ideas

1 Using the ‘global approach’ discussed in this chapter we could frame a willingness-
to-pay scenario for the individual for the contingent market for the new therapy, 
where future attributable costs and employment effects were a personal responsi-
bility and to be met out of pocket. If we used this approach and made it explicit that 
the respondent should consider these attributes in their valuation then it would 
not be appropriate to use market prices to value future health care cost savings or 
wage rates to value productivity effects. To do so would be double counting, be-
cause the individual has been asked to consider these in a private market scenario 
where they are the responsibility of the individual. In practice this global approach 
may be a difficult cognitive task for the respondent. An easier route may be to use 
market prices for the future costs and productivity effects but use the willingness-
to-pay approach only for the benefit of the health effects, that is, the ‘restricted’ 
approach to WTP. If this approach is adopted, however, it is still important to state 
explicitly to the respondent that they should not consider income effects associated 
with work absence or future costs associated with the disease in their valuation.

2 The key difference between the three Ws is the incorporation of uncertainty into 
the valuation tasks. Perhaps the simplest task would be to estimate money values 
for the (certain) health states arising in the evaluation. More generally, however, 
it would be more desirable to include uncertainty with respect to outcomes such 
that individuals were being asked to value the treatment with probabilities of thera-
peutic benefit but also probabilities of harm. One of the difficulties here is the ex-
tent to which the multiple attributes of outcome and associated probabilities can be 
presented to respondents in a comprehensible manner. The payment vehicle one 
might adopt for this type of money valuation could be additional out-of-pocket 
expense at the point of consumption (e.g. a variable copayment on a medication). 
A difficulty with this payment vehicle format is that it may not be believable to re-
spondents if the therapy is a major medical procedure that would normally be cov-
ered by a health care system at zero cost to the patient. The consequence of framing 
a question in such a way might be a number of protest responses from respondents.
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         Formulating the valuation question to estimate W** is more complex yet. Now 
the respondents need to be presented with information both on the uncertain out-
comes of therapy but also on probability of needing this therapy themselves in some 
future time period. How one frames a payment vehicle to address W** is also com-
plex and will be conditional upon the system of health care financing that the re-
spondent is familiar with. For example, in a predominantly private insurance system 
it may be most meaningful to ask the respondent to consider additional insurance 
premiums that they would be willing to pay to gain coverage and access to the treat-
ment programme. In a predominantly tax-financed health care system it may be 
necessary to frame the question in terms of additional tax contributions (either na-
tional or local) that would facilitate the availability of the new treatment programme.

3 While it may be of interest to interview women with ovarian cancer in the esti-
mation of W or W*, the total societal WTP will necessitate a broader sampling. 
For example, to estimate W** one would need to also interview women who do 
not currently have ovarian cancer but are at risk of this disease. These individuals 
may be willing to preserve the option of having this programme available should 
they need it in the future. More generally, there is also the issue of externality or 
spillover benefits to other members of the population who are not at current or 
future risk of ovarian cancer (i.e. men). Men may be willing to pledge additional 
insurance or tax dollars to cover the ovarian cancer treatment programme either 
through a self-interested motivation (i.e. wives and daughters at risk) or through 
a general humanitarian or altruistic motivation where they are expressing a state-
ment of value for women more generally.

6.6 Other stated preference approaches: discrete choice 
experiments (DCEs)
The survey method of data collection and analysis known as conjoint analysis was de-
veloped in mathematical psychology and marketing (Bradley and Terry 1952; Luce 
1959). Conjoint analysis is another stated preference approach and is based on the 
premises that any good or service can be described by its characteristics (or attributes) 
and the extent to which an individual values a good or service depends on the levels of 
these characteristics.

There are several potential applications of conjoint analysis, not all of which relate 
directly to the valuation of health effects in money terms. For example, it can be used 
as a means to understand patient preferences for health states and as a means to value 
the various health states described by patient-reported outcomes and HRQoL scales, as 
discussed in Section 6.1. In addition, conjoint analysis can be used in a drug licensing 
context to assess patients’ willingness to accept the risks associated with more effective 
treatments and also offers a mechanism for patients to participate in clinical decision-
making (Bridges et al. 2011).

Good introductions to the use of ranking and rating conjoint analysis and DCEs 
are provided by Ryan and Farrar (2000) and Ryan and Gerard (2003). Because of 
its grounding in random utility theory, economists tend to prefer the methodology 
of DCEs rather than the ranking and rating methodologies of the conjoint analysis 
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method (Louviere and Fiebig 2010). They point out that the technique can be used 
to show individuals are willing to trade between the characteristics of treatments or 
services, to estimate the relative importance of different characteristics, to estimate 
whether a characteristic or attribute is important, and to predict the demand for a 
given good or service with given characteristics. Also, because of the underlying the-
oretical basis of DCEs, Carson and Louviere (2011) argue that they are distinct from 
the broader range of studies going under the more general name ‘conjoint analysis’. 
The particular relevance in the context of economic evaluation is that the payment 
vehicle of cost (out of pocket) can be included as one of the attributes. Then, the ratio 
(or marginal rate of substitution) of any given attribute to the absolute parameter on 
the cost attribute shows how much money the individual is willing to pay for a unit 
change in that attribute.

There are several key steps in undertaking a DCE. First, the characteristics of the treat-
ment or service must be identified. These may often be predefined, but can also be obtained 
from literature reviews or focus group discussions with health professionals or patients. In 
the case of a treatment, the characteristics are likely to relate to the main dimensions of effi-
cacy and the major adverse events. A review of the literature (Ryan and Gerard 2003) sug-
gested that a set of four to six attributes was acceptable, in relation to the respondents’ ability 
to complete the choice task. However, there are no hard-and-fast rules on this. Bridges et al. 
(2011) argue that all attributes that potentially characterize the alternatives should be con-
sidered, although some may be excluded to ensure that the profiles are plausible to subjects.

Second, levels need to be assigned to the characteristics. These may be cardinal (e.g. 
cure after 1 day being twice as good as cure after 2 days, ordinal (e.g. severe pain being 
worse than moderate pain), or categorical, where there is no natural ordering (e.g. one 
adverse event versus another).

Third, scenarios need to be drawn up that describe all possible configurations of 
the characteristics and levels chosen. Clearly, the major issue here is that the potential 
number of scenarios is dependent on the number of characteristics and levels defined. 
Because it is usually impossible to include all the scenarios in any given survey (full 
factorial design), experimental designs are used to reduce the number to a manage-
able level. For a summary of these design criteria see Huber and Zwerina (1996) and 
Louviere et al. (2000). Also, Carlsson and Martinsson (2003) provide a concise review 
of design techniques for stated preference discrete choice methods in health economics 
including random designs and optimal design strategies.

Fourth, preferences for the scenarios need to be elicited using discrete choices. Respond-
ents are presented with a number of choices and, for each, asked to choose their preferred 
one. Possible responses include stating that either A or B is preferred (where one option 
may also be a fixed ‘status quo’), that A or B is preferred on a graded scale, that indifference 
is preferred, or that the ‘non-participation or neither’ option is preferred. These different 
elicitation formats each have advantages and disadvantages. However, it is important to 
identify the appropriate elicitation format for the question being addressed. For example, 
where a non-participation option (inclusion of a ‘prefer neither’ option) is incorrectly ex-
cluded, this may give rise to overestimation of any values obtained (Morey et al. 1993). 
(An example of a graded elicitation format with an opt-out option is shown in Table 6.2.)

One scaling approach worthy of particular mention is best–worst scaling. This ap-
proach was developed by Louviere and Woodworth (1990) and was first applied in the 



Table 6.2 Options in the location and waiting time for orthodontic services

(a) Current (b) Alternative Which option would you choose?  
(please tick one box for each choice)

First 
appointment

Second 
appointment

Waiting 
time 
(months)

First 
appointment

Second 
appointment

Waiting 
time 
(months)

Definitely  
(a) current

Probably  
(a) current

No 
preference

Probably  
(b) alternative

Definitely 
(b) alternative

Choice1 Hospital Hospital 8 or Local Local 12

Choice2 Hospital Hospital 8 or Hospital Hospital 16

Choice3 Hospital Hospital 8 or Local Local 16

Reproduced by permission from BMJ Publishing Group Limited. BMJ, Ryan, M. and Farrar, S., Using conjoint analysis to elicit preferences for health care, Volume 320, pp. 1530–3, Copyright © 
2000, British Medical Journal Publishing Group.
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case of food safety (Finn and Louviere 1992). A guide to its use in health care research 
was published by Flynn et al. (2007) and an important application in health was in valu-
ing the ICECAP index for older people (Coast et al. 2008).

In best–worst scaling, instead of being asked to make a choice between two profiles 
of attributes as in a standard DCE, individuals choose the best and worst attribute dis-
played in the particular profile specified. It has been argued that this is important in 
situations where respondents do not have experience of making choices in the area of 
application and is simpler than keeping two or more profiles in mind at once (Potoglou 
et al. 2011). Also, with best–worst scaling it is possible to present a large number of at-
tributes in a single profile, without being overly concerned about complicating the task.

Sometimes best–worst scaling is used in conjunction with standard DCEs in order to 
gain more information about respondents’ preferences. However, an important ques-
tion is whether the preference weights obtained by best–worst scaling differ from those 
obtained from those obtained from standard DCEs. An empirical comparison was 
made as part of the Outcomes of Social Care for Adults project. The findings showed 
that the preference weights from the two methods gave similar patterns in preferences 
and in the majority of cases the preference weights were not statistically different (Poto-
glou et al. 2011). However, the comparison of the advantages and disadvantages of the 
two methods will remain a topic for further research.

Finally, once collected, the data need to be analysed. Usually this is done using econo-
metric techniques. For example, for a binary response format, the utility function is spe-
cified in additive form: ΔU = β1X1 + β2X2 + β3X3 + . . . + βnXn, where ΔU is the change in 
utility in moving from treatment A to B, Xj (j = 1, 2, . . . , n) are the differences in attribute 
levels A and B, and βj (j = 1, 2, . . . , n) are the coefficients of the model to be estimated. 
The method of analysis depends on the elicitation format; for instance, when a non-
participation option is included this may require analysis using a nested logit model. 
This is one area where several developments have taken place in recent years. Hauber 
et al. (2015 in press) describe the range of options available to researchers to analyse data 
generated from studies using conjoint analysis (including ranking, rating, and discrete-
choice elicitation formats), provide researchers with an understanding of the implicit 
and explicit assumptions required to apply different analysis methods to data generated 
using different elicitation formats, and make recommendations for day-to-day use.

One feature of DCEs is that the range of attributes included can extend beyond the 
dimensions of length and quality of life that normally characterize the measures of 
health gain discussed in Chapter 5. The range can include aspects of the configuration 
of health services. For example, in an early study Ryan and Farrar (2000) explored indi-
viduals’ preferences for various configurations of hospital location and waiting time in 
the provision of orthodontic services. The policy question determined that treatment 
location (i.e. local clinic or hospital) and waiting time were the main attributes indi-
viduals would be concerned about. In total 16 scenarios were possible, considering first 
and second appointments and four levels of waiting time. Fifteen discrete choices were 
constructed by comparing the current service to all alternatives. An example of one of 
these choices is given in Table 6.2.

A random effects ordered probit model was fitted thus:
ΔB = B1 LOC1 + B2 LOC2 + B3 WAIT.
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Out of 160 individuals, 73 gave consistent responses. The results of the estimation are 
shown in Table 6.3. The interpretation is that the benefit of the service is significantly 
associated with lower waiting times and first and second appointments in a local clinic. 
Individuals are willing to wait an extra 1.3 months (B1/B3 = 0.77/0.59) to have their first 
appointment in a local clinic (Ryan and Farrar 2000).

DCEs are becoming increasingly popular in the health care field. Other early ex-
amples include examination of individuals’ preferences for service provision (e.g. 
out-of-hours care provided by general practitioners) (Scott et al. 2003) and for treat-
ment characteristics (e.g. therapies for osteoarthritis and prostate cancer) (Ratcliffe 
et al. 2004; Sculpher et al. 2004). (See Ryan and Gerard 2003 for a review of the litera-
ture.) This approach has many of the advantages of contingent valuation, in that it en-
ables non-health characteristics, or attributes related to process utility, to be included. 
One major additional advantage is that, although WTP tells us about the valuation of 
the whole ‘bundle’ of characteristics, DCEs help us understand the relative valuations 
of, or the trade-offs between, various attributes. This would be of particular relevance to 
a health planner considering options for provision of a particular service, or a clinical 
researcher wanting to understand the relative valuation of the outcomes, side effects, or 
other characteristics of a particular therapy (e.g. how much is an oral formulation of a 
drug valued relative to administration by injection?).

Several situations exist where patients face trade-offs between the risks and benefits 
of alternative therapies. Sculpher et al. (2004) explored men’s trade-offs in the field of 
non-metastatic prostate cancer, where different treatments, while increasing life ex-
pectancy, have various side effects including diarrhoea, hot flushes, breast swelling or 
tenderness, and loss of physical energy and sex drive. Also, in settings where patients 
have to pay for medication, or incur other expenses in obtaining care, there could also 
be impacts on out-of-pocket expenses.

Some results from their DCE are shown in Table 6.4. The coefficients for the at-
tributes were all statistically significant from zero. Negative values indicate that the 
more severe the problem, the less likely the patient is to prefer that scenario. (The 
negative value for out-of-pocket expenses indicates that the higher the costs, the less 
likely the patient is to prefer that scenario.) The positive value for life expectancy 
indicates that the greater the life expectancy, the more likely the patient is to prefer 
that scenario.

Table 6.5 shows the marginal rates of substitution between life expectancy and the 
other attributes—that is, how much life expectancy the men were willing to trade off to 

Table 6.3 Model estimates

Variable Coefficient P value

LOC1 −0.77(B1) <0.001

LOC2 −0.91(B2) <0.001

WAIT −0.59(B3) <0.001

Reproduced by permission from BMJ Publishing Group Limited. BMJ, Ryan, M. and 
Farrar, S., Using conjoint analysis to elicit preferences for health care, Volume 320, 
pp. 1530–3, Copyright © 2000, British Medical Journal Publishing Group.
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achieve an improvement by one level in one of the other attributes. For example, men 
are willing to trade off 1.8 months of life expectancy to change diarrhoea from a mod-
erate to mild level, or from mild to absent.

As with willingness-to-pay estimations, DCEs raise a number of methodological 
issues. (See Louviere et  al.  2000 for a full discussion.) Some of these have already 
been discussed in the literature, including internal validity and consistency (McIn-
tosh and Ryan 2002; Ryan et al. 1998) and test–retest reliability (Bryan et al. 2000). 
However, one issue of particular importance to economic evaluation deserves special 
mention, namely, the inclusion of a cost attribute in order to estimate WTP. Ratcliffe 
(2000) argues that this should be viewed with caution, as the level at which the cost 
attribute is set can influence the willingness-to-pay estimates for the levels of other 
attributes and hence the total WTP value inferred for that individual to receive their 
chosen intervention. Also, in an empirical study using a large dataset, Skjoldborg and 
Gyrd-Hansen (2003) found that the cost range applied in DCEs, and the inclusion of 
a dummy variable to represent the utility associated with payment per se, could affect 
the willingness-to-pay values. Mitchell and Carson (1989) and Morey et al. (1993) out-
line the importance of modelling the participation decision when estimating welfare 
estimates using DCEs. Morey et al. (1993) note that DCE willingness-to-pay values 
are sensitive to the valuation model employed and that modelling the participation 
decision is crucial in obtaining accurate estimates. Finally, weighting the values by 

Table 6.4 Results of second part of discrete choice exercise

Variable Coefficient (95% 
confidence interval)

Standard error P value

Diarrhoea −0.4193 0.0644 <0.001

(−0.5454 to −0.2931)

Hot flushes −0.1225 0.0479 0.010

(−0.2162 to −0.0287)

Breast tenderness −0.4329 0.0927 <0.001

(−0.6147 to −0.2512)

Out-of-pocket expenses −0.0016 0.0004 0.001

(−0.0025 to −0.0007)

Life expectancy 0.2329 0.0256 <0.001

(0.1827 to 0.2832)

Constant 0.1278 0.0618 0.014

(0.0262 to 0.2294)

Number of observations 992; 164.35; P < 0.0001a

a χ2 test.

Source: data from BMJ, Sculpher, M.J. et al., Patients’ preferences for the management of non-metastatic 
prostate cancer: discrete-choice experiment, Volume 328, pp. 382, Copyright © 2004, British Medical  
Journal Publishing Group.
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Table 6.5 Patients’ marginal rates of substitution between life expectancy and other 
attributes

Attribute Life expectancy willing 
to forgo (months)

Single-level improvement

Diarrhoea 1.8 From moderate to mild or from 
mild to absent

Hot flushes 0.5 From moderate to mild or from 
mild to absent

Breast swelling 1.9 From present to absent

Loss of libido 1.3 From present to absent

Problems in maintaining 
an erection

Aged <70 years 1.8 From moderate to mild or from 
mild to absent

Aged 70 years 0.9 From moderate to mild or from 
mild to absent

Lack of energy or ‘pep’ 3.0 From present to absent

Source: data from BMJ, Sculpher, M.J. et al., Patients’ preferences for the management of non-metastatic 
prostate cancer: discrete-choice experiment, Volume 328, pp. 382, Copyright © 2004, British Medical 
 Journal Publishing Group.

the probability of choosing each alternative should also be carried out using a mul-
tiple alternative DCE study (Bennett and Blamey 2001; Lancsar and Savage 2004).

A review of DCEs in health care was conducted by de Bekker-Grob et al. (2012). 
They identified 114 DCEs published between 2001 and 2008, covering a wide range of 
policy questions. As compared with a baseline of studies conducted between 1990 and 
2000, applications took place in a broader range of health care systems, and there has 
been a move to incorporating fewer attributes, more choices, and interview-based sur-
veys. There has also been a shift towards statistically more efficient designs and flexible 
econometric models. The reporting of monetary values continues to be popular, the use 
of utility scores has not gained popularity, and there has been an increasing use of odds 
ratios and probabilities. The latter are likely to be useful at the policy level to investigate 
take-up and acceptability of new interventions. Incorporation of interaction terms in 
the design and analysis of DCEs, explanations of risk, tests of external validity, and in-
corporation of DCE results into a decision-making framework remain important areas 
for future research.

A later systematic review, covering the period 2009–2012, found a total of 179 health-
related DCEs (Clark et al. 2014). There was a continuing trend towards conducting 
DCEs across a broader range of countries. However, the trend towards including fewer 
attributes was reversed, while the trend towards interview-based DCEs reversed be-
cause of increased computer administration. The trend towards using more flexible 
econometric models, including mixed logit and latent class, had continued. Reporting 
of monetary values had fallen compared with earlier periods, but the proportion of 
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studies estimating trade-offs between health outcomes and experience factors, or valu-
ing outcomes in terms of utility scores, had increased, although use of odds ratios and 
probabilities had declined.

Clark et al. (2014) argue that the reassuring trend towards the use of more flex-
ible and appropriate DCE designs and econometric methods has been reinforced by 
the increased use of qualitative methods to inform DCE processes and results. How-
ever, qualitative research methods are being used less often to inform attribute selec-
tion, which may make DCEs more susceptible to omitted variable bias if the decision 
framework is not known before the research is conducted.

The literature on DCEs of health care treatments and programmes continues to 
grow. The recent literature contains studies on such diverse topics as prophylactic 
granulocyte colony-stimulating factors in breast cancer (Johnson et al. 2014), symp-
tom relief in gastroesophageal reflux disease (Deal et al. 2013), the effect of providing 
information about invasive follow-up testing in colorectal cancer screening (Benning 
et  al.  2014), treatment for low back pain (Kløjgaard et  al.  2014), hospital-at-home 
(Goosens et al. 2014), and genetic test information for treatable conditions (Kilambi 
et al. 2014).

As more studies have been carried out, methodological principles have been devel-
oped. Lanscar and Louviere (2008) provide a resource for current practitioners as well 
as those considering undertaking a DCE, using DCE results in a policy/commercial 
context, or reviewing a DCE. To aid in undertaking and assessing the quality of DCEs, 
they discuss the process of carrying out a choice study and have developed a checklist 
covering conceptualizing the choice process, selecting attributes and levels, experimen-
tal design, questionnaire design, pilot testing, sampling and sample size, data collec-
tion, coding of data, econometric analysis, validity, interpretation, derivation of welfare 
measures, and policy analysis.

The key methodological steps in conducting conjoint analyses, especially DCEs, 
have also recently been discussed by a task force convened by the International Society 
for Pharmacoeconomics and Outcomes Research (Bridges et al. 2011). This is shown 
in Box 6.5 and is organized under ten general headings: research question, selection of 
attributes and levels, construction of tasks, experimental design, preference elicitation, 
instrument design, data collection, statistical analyses, results and conclusions, and 
study presentation. The task force concludes that researchers conducting these studies 
in health care should always be clear about the approaches they are using and why these 
approaches are appropriate to a particular study.

6.7 Valuation of health effects for health policy decisions
Most of the research described in this chapter has focused solely on measuring the 
benefits of health care interventions and the measurements without formal integration 
into economic evaluations. One exception is the study by Haefeli et al. (2008), who 
undertook a feasibility study of using contingent valuation techniques to value benefits 
in a cost–benefit analysis (CBA) of spinal surgery. They used a contingent valuation 
survey with ex post WTP/WTA questions. Although it was possible to obtain estimates 
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 1 Was a well-defined research question stated and is conjoint analysis an ap-
propriate method for answering it?

1.1 Were a well-defined research question and a testable hypothesis 
articulated?

1.2 Was the study perspective described, and was the study placed in a par-
ticular decision-making or policy context?

1.3 What is the rationale for using conjoint analysis to answer the research 
question?

 2 Was the choice of attributes and levels supported by evidence?
2.1 Was attribute identification supported by evidence (literature reviews, 

focus groups, or other scientific methods)?
2.2 Was attribute selection justified and consistent with theory?
2.3 Was level selection for each attribute justified by the evidence and con-

sistent with the study perspective and hypothesis?
 3 Was the construction of tasks appropriate?

3.1 Was the number of attributes in each conjoint task justified (i.e. full or 
partial profile)?

3.2 Was the number of profiles in each conjoint task justified?
3.3 Was (should) an opt-out or a status-quo alternative (be) included?

 4 Was the choice of experimental design justified and evaluated?
4.1 Was the choice of experimental design justified? Were alternative ex-

perimental designs considered?
4.2 Were the properties of the experimental design evaluated?
4.3 Was the number of conjoint tasks included in the data collection instru-

ment appropriate?
 5 Were preferences elicited appropriately, given the research question?

5.1 Was there sufficient motivation and explanation of conjoint tasks?
5.2 Was an appropriate elicitation format (i.e. rating, ranking, or choice) 

used? Did (should) the elicitation format allow for indifference?
5.3 In addition to preference elicitation, did the conjoint tasks include other 

qualifying questions (e.g. strength of preference, confidence in response, 
and other methods)?

 6 Was the data collection instrument designed appropriately?
6.1 Was appropriate respondent information collected (e.g. sociodemo-

graphic, attitudinal, health history or status, and treatment experience)?

Box 6.5 A checklist for conjoint analysis applications 
in health care
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6.2 Were the attributes and levels defined, and was any contextual informa-
tion provided?

6.3 Was the level of burden of the data collection instrument appropriate? 
Were respondents encouraged and motivated?

 7 Was the data collection plan appropriate?
7.1 Was the sampling strategy justified (e.g. sample size, stratification, and 

recruitment)?
7.2 Was the mode of administration justified and appropriate (e.g. face-to-

face, pen-and-paper, web-based)?
7.3 Were ethical considerations addressed (e.g. recruitment, information 

and/or consent, compensation)?
 8 Were statistical analyses and model estimations appropriate?

8.1 Were respondent characteristics examined and tested?
8.2 Was the quality of the responses examined (e.g. rationality, validity, 

reliability)?
8.3 Was model estimation conducted appropriately? Were issues of cluster-

ing and subgroups handled appropriately?
 9 Were the results and conclusions valid?

9.1 Did study results reflect testable hypotheses and account for statistical 
uncertainty?

9.2 Were study conclusions supported by the evidence and compared with 
existing findings in the literature?

9.3 Were study limitations and generalizability adequately discussed?
 10 Was the study presentation clear, concise, and complete?

10.1 Was study importance and research context adequately motivated?
10.2 Were the study data collection instrument and methods described?
10.3 Were the study implications clearly stated and understandable to a wide 

audience?
Reprinted from Value in Health, Volume 14, Issue 4, John F.P., et al., Conjoint analysis applications 
in health—a checklist: a report of the ISPOR Good Research Practices for Conjoint Analysis Task 
Force, pp. 403–13, Copyright © 2011 International Society for Pharmacoeconomics and Out-
comes Research (ISPOR), with permission from Elsevier, <http://www.sciencedirect.com/science/
journal/10983015>.

Box 6.5 A checklist for conjoint analysis applications in health care (continued)

which suggested that surgery was cost-beneficial within a CBA framework, they rec-
ommend further studies to improve the reliability of the net-benefit estimates.

In another study, Brisson and Edmunds (2006) compared the economic desirability 
of varicella vaccination using CUA with that using WTP in a CBA. They found that 
while the cost-effectiveness of vaccination in the CUA was uncertain, it was highly 
beneficial in the CBA using WTP.
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6.7.1 Potential uses of willingness-to-pay (WTP) studies  
and DCEs in health care decision-making
Donaldson et al. (2012) discuss the potential uses of willingness to pay in several 
decision-making scenarios. First, it might be useful in helping clinicians understand 
patients’ preferences for one treatment over another. They recommend that this is 
best assessed by asking respondents about their WTP for each treatment, or by ask-
ing them for their additional WTP for their preferred treatment over the alternative. 
Of course, within the context of a comparative clinical study, these preferences could 
also be explored by asking patients about the value they place on the health state they 
are experiencing. However, depending on the health state preference measurement 
being used, willingness to pay may be more sensitive to differences in preferences. 
In this context, the tacit assumption is that there is no net budgetary impact of the 
treatment choice. For example, it could relate to a choice between two similarly priced 
drugs with slightly different profiles of side effects. If there is a net budgetary impact 
this would need to be considered alongside the net WTP, as discussed later in this 
section.

A second decision-making context where a WTP study could be useful is where a 
health authority is discussing priorities for services. In such a situation it would be 
useful to know if members of the public can compare disparate alternatives and ex-
press their preference for each in terms of WTP. This could include attributes that go 
beyond health (e.g. preferences for equity in access). However, unless the cost of the 
various programmes were identical there would be an opportunity cost if they were to 
be purchased from the same fixed budget. Olsen and Donaldson (1998) attempted to 
address this by asking respondents to consider three programmes that were compet-
ing for additional funding. They were then asked to give their WTP for each option in 
extra taxation for each programme. Donaldson et al. (2012) point out that this study 
raised several issues. First, the rankings implied by WTP did not often match the rank-
ings given by respondents. Also, there could be ordering effects, in that if respondents 
reached some kind of budget constraint (despite being told that the options were com-
peting with one another), their valuation for the last option valued could be deflated. 
The 1998 research led to further studies, to investigate whether the ordering of the 
presentation of the various options was important (Stewart et al. 2002).

A third situation where contingent valuation might be useful is in the context of a 
national body (e.g. a health technology assessment agency) making decisions about 
whether or not to fund particular interventions. As mentioned in Chapters 2, 3 and 4, 
these decisions are made with reference to a cost-effectiveness threshold, reflecting the 
opportunity cost in forgone health from the programmes that are displaced, given a 
fixed budget. It may be interesting to conduct surveys of the general public to elicit 
their maximum WTP for a unit of health gain (e.g. a QALY), so as to compare this 
with the value implied by the current budget constraint. (In Chapter 4 we called the 
former v and the latter k.) In principle this may provide some indication of whether the 
budget itself is set appropriately, given public preferences. However, as pointed out in 
Section 4.3.4, v represents how much an individual would be willing to give up of their 
own consumption to improve their own health, whereas k represents how much of col-
lectively pooled resources (i.e. from a national health budget or private insurance plan) 
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is currently required to improve health. Economic evaluation cannot prescribe that k 
should equal v, but can inform that debate.

Mason et al. (2008) have conducted a review of studies of WTP for a QALY and 
found (at the time of the review) that the values estimated were very disparate and 
could not be recommended for use by policy makers. They conclude that ‘We see the 
work reported here as being part of a process of reconciling values from surveys of the 
general public with those that may emerge from health service decision-making as 
each approach improves over time’. However, if decisions are being made that imply a 
cost to a constrained health care budget, the decision-maker must always consider k 
and knowing something about v does not inform those decisions.

One possibility is that the WTP for a QALY varies by context (e.g. disease type, age 
of respondent, and whether the health gains were primarily in length of life or quality 
of life). Several research studies conducted in the United Kingdom have begun to ex-
plore these issues (Brazier et al. 2014; Linley and Hughes 2013), but within the context 
of determining whether QALYs should be weighted other than equally, not to deter-
mine monetary values for a QALY in different health care contexts. A recent review 
by Ryen and Svensson (2014) of 24 studies containing 383 unique estimates of WTP 
for a QALY also found a wide range, with trimmed mean and median estimates of 74 
159 and 24 226 euros repectively (2010 price level). Some of the differences related to 
study methods, but a regression analysis indicated that the WTP for a QALY is signifi-
cantly higher if the QALY gain comes from life extension rather than quality-of-life 
improvements.

Turning to DCEs, Ryan et al. (2012) have discussed their use in policy analysis or 
as decision support tools. An obvious application is to gain a better understanding 
of patients’ experiences and their trade-offs between different health outcomes and 
treatment attributes. This could be helpful in the design of future services, or in 
making choices between existing services, although, as in the context of contingent 
valuation, it would be important to recognize any opportunity costs arising from 
such decisions.

Ryan et al. argue that the greater use of DCEs within an economic evaluation frame-
work would be critically dependent on decision-makers recognizing that elements of 
value beyond those typically included in the usual measures of health gain are relevant 
in health policy making. Louviere and Lancsar (2009) suggest that DCEs may be par-
ticularly important in the case of population health policies, or where there is a need to 
predict choice probabilities, which are useful for analysing the likely uptake of services. 
They argue that DCEs are complementary to other forms of preference elicitation and 
valuation in the health economist’s toolkit and can be used in conjunction with other 
stated preference and evaluation methods.

6.7.2 Challenges in incorporating willingness to pay (WTP) 
and DCEs into economic evaluation
It was mentioned in Section  6.7.1 that the main challenge in incorporating WTP 
studies and DCEs into economic evaluation is to identify the opportunity costs of 
adopting the new programme. If a health care decision-maker operating with a fixed 
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budget only considers health gain and all the costs of adopting the new programme 
fall on the health care budget, the threshold (k) would provide an estimate of the 
health forgone through the displacement of other programmes. If some of the costs 
fall on other budgets (e.g. if the new programme were for elderly and mentally ill pa-
tients and consumed resources in social care), then consideration would have to be 
given to the opportunity costs in the social care sector, although these may not be a 
direct concern to the health care decision-maker.

If a health care decision-maker were convinced that other aspects of patient welfare, 
such as increased convenience or ease of access to services, were relevant, he or she 
would need to consider both the losses in health and of these additional benefits from 
any displaced programmes. Although possible in principle, this might be difficult in 
practice because there is currently no standardization in the range of attributes assessed 
in WTP studies or DCEs. In addition, the decision-maker would need to be sure that 
there was no double counting in considering these other process benefits alongside the 
health gains, due to the improvements in process also generating health gains though 
improved compliance (Brennan and Dixon 2013).

Finally, if a health care decision-maker took the view that these additional benefits 
(beyond health gain) were important, but that they should not be a charge to the health 
budget, one option would be to increase patient copayments. This implies that some of 
the additional cost would be in forgone consumption. In this case the estimate of WTP 
(v) may give an indication of individual (patient) or societal preferences and would be 
helpful in making that decision. However, the health care decision-maker would still 
need to consider k, as this would be an indication of the cost in forgone health in any 
displaced programmes. Also, as pointed out in Section 4.3.3, increasing patient copay-
ments would have implications on health for individuals unable to afford the higher 
copayments.

Therefore, going beyond the consideration of health gain in health care decision-
making raises several complexities, so analysts might want to consider carefully when 
this should be considered. A true welfarist would argue that it should be done as a 
matter of principle. Other analysts might make the decision based on the nature of the 
programmes being evaluated. For example, it has been argued that there might be a 
strong case for a broader consideration of benefits in the evaluation of complex public 
health programmes, since these have a broad range of costs and benefits falling on a 
wide range of public budgets and personal consumption (Weatherly et al. 2014).

6.8 Further reading
The literature in WTP and DCEs in health care is expanding rapidly and it is impos-
sible to do it justice in a general textbook on economic evaluation. For those wish-
ing to learn more, a good starting point would be the handbook by McIntosh et al. 
(2010). In addition, readers should consult the overviews by Donaldson et al. (2012) 
on contingent valuation and by Ryan et al. (2012) on DCEs. There are also several 
systematic reviews, by De Bekker-Grob et al. (2012) and Clark et al. (2014) on DCEs, 
Brennan and Dixon (2013) and Higgins et al. (2014) on estimating the value of pro-
cess utility in assessing health care programmes, and Lin et al. (2013) on the value of 
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diagnostic technologies. Finally, given the rapidly changing nature of the literature, 
it is important to monitor journals that publish a substantial number of empirical 
studies, including PharmacoEconomics and Value in Health.
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Chapter 7

Cost analysis

7.1 Some basics
The analysis of the comparative costs of alternative treatments or health care  
programmes is common to all forms of economic evaluation and therefore most 
of the methodological issues discussed in this chapter are relevant to all analyses. 
Although many of the issues surrounding costing are context specific and the 
analyst’s options are often limited by the availability of data, it is possible to give 
some general guidance. Three particularly thorny issues—the treatment of over-
head costs (techniques for allocating shared overhead costs to individual projects), 
the allowance for differential timing of costs (the techniques of discounting and 
annuitization of capital expenditure), and the role and estimation of productivity 
costs—are discussed in some detail. However, the chapter begins by covering some 
of the basic questions that an evaluator might have when embarking on a costing 
study in the health field.

7.1.1 Which costs should be considered?
The main categories of costs of health care programmes or treatments were identified in 
Figure 3.1 of Chapter 3; these are the costs arising from the use of resources within the 
health sector, the resource use by patients and their families, the resource use in other 
sectors, and productivity changes. The particular range of costs included in a given 
study is likely to be decided upon as a result of considering the following four points.

7.1.1.1 What is the perspective for the analysis?
It is essential to specify the perspective because an item may be a cost from one point of 
view, but not a cost from another. For example, patients’ travel costs are a cost from the 
patient’s point of view and from society’s point of view, but not a cost from the Ministry 
of Health’s point of view. Workers’ compensation payments are a cost to the paying 
government, a gain to the patient (recipient), and neither a cost nor a gain to society. 
(These money transfers, which do not reflect resource consumption, are called transfer 
payments by economists; costs are involved in their administration, but these are not 
measured by the amounts themselves.) Therefore, the study perspective is a key deter-
minant of which costs are deemed relevant.

Possible perspectives include those of society, the Ministry of Health, other gov-
ernment ministries, the government in general, the patient, the employer, and the 
agency providing the programme. If the evaluation is being commissioned by a 
given body, this may give a clue to the relevant perspective(s). For example, most 
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sets of methods guidelines proposed by ministries of health and other official bodies 
specify the perspective to be adopted (ISPOR 2014). In instances where a particular 
perspective is not specified, one possibility would be to adopt a broad perspective, 
considering a wide range of costs. This would make it possible to re-analyse the 
data using different perspectives, depending on the eventual audience(s) for the 
study. However, remember from the discussion in Chapters 2 and 4, the choice of 
perspective is also linked to important value judgements underpinning the study.

The existence of different perspectives was highlighted by Byford et al. (2003) in their 
study of treatments for recurrent deliberate self-harm. Costs falling on the following 
sectors were considered: hospital services, social services, voluntary sector services, 
community accommodation, and the criminal justice system. Costs resulting from lost 
productivity, due to time off work, were also estimated. The relative costs of the two 
treatments depended on the perspective adopted. From a health care perspective, the 
relative annual costs per patient of the two programmes were fairly similar: £2395 for 
a new intervention, manual-assisted cognitive behaviour, and therapy, and £2502 for 
treatment as usual. However, when a broader perspective was adopted, including all 
costs, the annual cost difference per patient was £838 higher for treatment as usual  
(see Table 7.1).

7.1.1.2 Is the comparison restricted to the two or more programmes 
immediately under study?
If the comparison is restricted to the programmes or treatments immediately under 
study, costs common to both need not be considered as they will not affect the choice 
between the given programmes. (Elimination of such costs can save the evaluator 
a considerable amount of work.) However, if it is thought that at some later stage a 
broader comparison may be contemplated, including other alternatives not yet speci-
fied, it might be prudent to consider all the costs of the programmes.

7.1.1.3 Are some costs merely likely to confirm a result that would be 
obtained by consideration of a narrower range of costs?
Sometimes the consideration of patients’ costs merely confirms a result that might be 
obtained from, say, consideration of only operating costs within the health sector. For 
example, treating a given condition by minimal-access surgery may be of lower cost to 
the patient, but also may be less costly to the health care system. Therefore, if consid-
eration of patients’ costs requires extra effort and the choice of programme is very un-
likely to be changed, it may not be worthwhile to complicate the analysis unnecessarily. 
However, some justification for such an exclusion of a cost category should be given.

7.1.1.4 What is the relative order of magnitude of costs?
It is not worth investing a great deal of time and effort considering costs that, because 
they are small, are unlikely to make any difference to the study result (e.g. some labora-
tory tests). However, some justification should be given for the elimination of such 
costs, perhaps based on previous empirical work. It is still worthwhile identifying such 
cost categories in any event, although the estimation of them might not be pursued in 
any great detail.
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Table 7.1 Twelve-month total cost per patient (£)

MACT (N = 197) TAU (N = 200) Mean difference

(MACT − TAU) (95% CI)

Adjusted

Mean (SD) Total cost% Mean (SD) Total cost% P P a

Resource costs

 Hospital services 1 548 (3 326) 12 1796 (4754) 13 −248 (−1059 to 563)

 Community health services 678 (901) 5 566 (815) 4 112 (−58 to 281)

 Medication 169 (680) 1 140 (272) 1 29 (−73 to 131)

 Social services 252 (862) 2 470 (4384) 3 −218 (−844 to 408)

 Voluntary services 13 (51) 0 39 (245) 0 −26 (−61 to 9)

  Accommodation and living  
expenses

10 369 (2808) 77 10 570 (3138) 74 −200 (−788 to 388)

 Criminal justice services 126 (561) 1 355 (1746) 3 −229 (−485 to 27)

Total resource costs 13 156 (5024) 98 13 936 (7568) 98 −780 (−2050 to 489) 0.11 0.11

Productivity costs 294 (1019) 2 351 (1153) 2 −58 (−273 to 157) 0.60 0.48

Total costs 13 450 (5313) 100 14 288 (7669) 100 −838 (−2142 to 466) 0.21 0.09

Total costs per week 252 (100) 265 (144) −14 (−38 to 11) 0.27 0.13

MACT, manual-assisted cognitive behaviour therapy; SD, standard deviation; TAU, treatment as usual.
a Adjusted for baseline characteristics: centre, gender, age, living situation (alone vs with others), parasuicide risk score, Beck hopelessness score, personality status (no disorder vs 
disorder), baseline costs.

Reproduced from S. Byford et al., Cost-effectiveness of brief cognitive behaviour therapy versus treatment as usual in recurrent deliberate self-harm: a decision-making approach, 
Psychological Medicine, Volume 33, Issue 6, pp. 977–986, Copyright © 2003, with permission from Cambridge University Press.
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Above all, the main point to remember when embarking on a costing study is that, 
to an economist, cost refers to the sacrifice (of benefits) made when a given resource 
is consumed in a programme or treatment. Therefore, it is important not to confine 
one’s attention to expenditures, but to consider also other resources, the consumption 
of which is not adequately reflected in market prices: for example, volunteer time, pa-
tients’ leisure time, and donated clinic space.

7.1.2 How should costs be estimated?
Once the relevant range of costs has been identified, the individual items must be measured 
and valued. That is, costing has two elements: measurement of the quantities of resource use 
(q) and the assignment of unit costs or prices (p). The measurement of resource quantities 
often depends on the context for the economic evaluation. For example, if an economic 
study is being conducted alongside a prospective clinical study, such as a clinical trial, data 
on the resource quantities may be collected on the case report forms and an analysis per-
formed using the individual patient data. Such an analysis may also be possible using data 
extracted from patients’ charts (case notes) or an administrative database. It may only be 
possible to estimate the quantities of some resources, such as domiciliary nursing visits, by 
asking patients, or by having them keep a diary during an ongoing clinical study.

However, many economic evaluations are conducted using summary data, such as 
costs in the literature from previously conducted clinical studies, or routinely available 
cost data. In such cases an analysis of individual patient data is not possible. Also, the 
extent to which resource quantities can be separated from prices will depend on how 
the data have been summarized.

Market prices will be available for many of the resource items. Although the theor-
etical proper price for a resource is its opportunity cost (i.e. the value of the forgone 
benefits because the resource is not available for its best alternative use), the pragmatic 
approach to costing is to take existing market prices unless there is some particular rea-
son to do otherwise (e.g. the price of some resources may be subsidized by a third party 
such as a charitable institution). This is discussed further below.

Although the costing of most resource items is relatively unambiguous, the following 
issues commonly arise in costing studies.

7.1.2.1 How are values imputed for non-market items?
The major non-market resource inputs to health care programmes are volunteer time and 
patient/family leisure time. One approach to the valuation of these would be to use market 
wage rates (e.g. for volunteer time one might use unskilled wage rates). The market value 
of leisure time is harder to assess. One can argue for a value of lost leisure time of anything 
from zero, through average earnings, to average overtime earnings (time and a half or dou-
ble time). Alternately, one might try to estimate the level of compensation an individual 
would require in order to give up some of their time. Strictly speaking, the value of time 
should depend on what is being sacrificed in terms of paid work, unpaid work, or leisure.

In the economic evaluation of health care treatments and programmes, an important 
component of unpaid time is that of caregivers. In a recent review of the literature in valu-
ing informal care, Weatherly et al. (2014) acknowledge that informal care is rarely valued in 
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published economic evaluations, because the majority of these are conducted from the per-
spective of decision-makers allocating public funds. Nevertheless, they argue that valuing 
informal care might be important (1) for evaluating the cost-effectiveness of interventions 
to support carers (such as career breaks) (2) to assess interventions where there is an indir-
ect impact on informal carers (such as those requiring the carer to administer medications), 
and (3) for use in designing and testing to evaluate the cost-effectiveness of different levels of 
access to more formal input (such as universal access versus means-tested access).

Koopmanschap et al. (2008) review several methods for valuing caregiver time. Van 
den Berg and Ferrer-i-Carbonell (2007) estimate the value by assessing the level of 
compensation caregivers would require to maintain the same level of well-being after 
providing informal care. Weatherly et al. (2014) discuss the key steps in the identifica-
tion, measurement, and valuation of caregiving activities. Possible methods of valu-
ation include identifying the opportunity cost (in forgone income), identifying the 
price of a close substitute for the activity concerned, the well-being approach (men-
tioned above), by identifying the maximum amount carers would be willing to pay for 
reducing caregiving activities (or the minimum amount they would be willing to accept 
to undertake more activities), or undertaking discrete choice experiments to estimate 
the relative value of attributes of a service which might include health, non-health, and 
process attributes. If a cost or price is added as an attribute, the monetary compensation 
for an hour of caregiving can be estimated (Mentzakis et al. 2011).

In situations where the valuation of time is thought to be controversial, a different 
approach would be merely to identify and measure units of (say) volunteer, family, or 
patient time input and to document these alongside the other costs when reporting re-
sults (see van den Berg et al. 2006 for a discussion of measurement issues). Presenting 
this information would enable the decision-maker to note those programmes relying 
heavily on volunteer or family support. It would then be up to the programme director 
(or advocate of the programme or therapy) to demonstrate that such an input could be 
obtained without an opportunity cost to other programmes arising from the diversion 
of volunteer or family time to the new programme.

A final approach would be to estimate the burden of informal care by estimating the 
impact of the carers’ quality of life, using one of the approaches discussed in Chapter 5. 
Weatherly et al. (2014) discuss a number of instruments for measuring and valuing in-
formal caregivers’ quality of life. Van den Berg et al. (2014) estimate losses in well-being 
from caring, using a large longitudinal database from Australia and also provide some 
monetary estimates. Viewing the impact of informal caring as (say) losses in quality- 
adjusted life-years (QALYs) might be viewed as more relevant to some decision- 
makers than providing monetary estimates of the opportunity cost of informal carers’ 
time. However, it is likely that the reductions in well-being experienced by informal 
carers are likely to be broader than the health-related effects typically measured by 
QALYs. As mentioned in Chapter 2, the relevance of non-health effects depends on 
whether the analyst is adopting a welfarist or non-welfarist approach.

7.1.2.2 When should existing market prices be adjusted?
It has long been recognized that, owing to the imperfections in health care markets, 
market prices may not reflect opportunity costs. For example, hospital charges may 
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deviate from costs if a hospital has a local monopoly or seeks to cross-subsidize one ac-
tivity from another. Physician fees may not accurately reflect the relative skill level and 
time required for different procedures. Drug prices may be set in negotiations between 
a pharmaceutical company and the government, where the company’s commitment to 
research and provision of employment might be taken into account, as well as the costs 
of discovery, production, and distribution of the drug in question.

Having said that, it is by no means clear when an analyst should attempt to adjust 
observed market prices to reflect true opportunity costs. Most economic evaluations 
are conducted from the perspectives of particular decision-makers, who would be most 
interested in the costs they incur on their budget, irrespective of whether these re-
flect true opportunity costs. However, if the intention is to conduct the analysis from 
a ‘societal’ perspective, then in principle all the costs should reflect social opportun-
ity costs. However, as mentioned above, most studies use market prices unadjusted, 
even if attempting to reflect a broad perspective by considering a wide range of costs. 
For example, Garrison et al. (2010) note that the vast majority of published economic 
evaluations of drugs claiming to be from the ‘societal’ perspective use actual acquisition 
costs, rather the much lower social opportunity costs that would reflect only short-run 
manufacturing and distribution costs. Hay et al. (2010) point out that with drug costs 
in particular it is important to be clear on the perspective being adopted.

In order for analysts to attempt to adjust market prices, they should be convinced 
that:
◆ to leave prices unadjusted would introduce substantial biases into the study
◆ there is a clear and objective way of making the adjustments.

These issues have been explored most extensively in the context of hospital charges in 
the United States of America. An analysis was undertaken by Cohen et al. (1993) of in-
hospital charges from the itemized hospital accounts of 3000 patients at Boston’s Beth 
Israel Hospital (1990 and 1991). Costs were then derived by adjusting for department-
specific cost/charge ratios by using data on actual resource consumption. Comparison 
of estimates led to the results shown in Table 7.2. It can be seen that while the ordering 
(in expense) of the procedures remains the same, the absolute differences change.

Table 7.2 Costs and charges for four procedures

Standard hospital  
charges (SD)

Costs (SD)

PTCA $8369 ($3885) $5396($2829)

Atherectomy $8391 ($2299) $5726 ($2716)

Stent $12 670 ($5247) $7828 ($3270)

CABG $27 739($7051) $20 927 ($6048)

CABG, coronary artery bypass grafting; PTCA, percutaneous transluminal coronary angioplasty; SD, standard 
deviation.

Source: data from Cohen, D.J. et al., Economics of elective coronary revascularization: comparison of costs 
and charges for conventional angioplasty, directional atherectomy, stenting and bypass surgery, Journal of 
the American College of Cardiology, Volume 22, Issue 4, pp. 1052–9, Copyright © 2003.
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In a more recent study Taira et al. (2003) compared four methods of estimating costs 
in three trials involving percutaneous coronary revascularization: (1) hospital charges; 
(2) hospital charges converted to costs by use of hospital-level cost-to-charge ratios; (3) 
hospital charges converted to costs by use of department-level cost-to-charge ratios; 
and (4) itemized laboratory costs with non-procedural hospital costs generated from 
department-level cost-to-charge ratios.

Their findings were similar to those of Cohen et al. (1993), in that, while there were 
big differences in the magnitude of the estimates obtained by the various methods, the 
method used to approximate costs did not affect the main results of the economic com-
parisons for any of the trials. They also concluded that conversion of hospital charges 
to costs on the basis of department-level cost-to-charge ratios appears to represent a 
reasonable compromise between accuracy and ease of implementation.

The methodology employed by many studies in the United States is to derive costs 
by adjusting for department-specific cost-to-charge ratios. (These are generally in the 
public domain.) This is probably an improvement on the uncritical use of charges, but it 
is still dependent on the quality of the accountancy study that generated the costs in the 
first place. Often this is difficult to assess. Nevertheless, adjustments by cost-to-charge 
ratios are becoming more commonplace in studies undertaken in the United States. For 
example, Nigrovic and Chiang (2000) calculated costs from charges ‘using a standard 
cost-to-charge ratio of 0.65’. Zupancic et al. (2003) converted charges to costs ‘using 
cost center-specific Medicare ratios of costs to charges for the Brigham and Women’s 
Hospital for 1991’.

If the results of studies are relatively insensitive to the method used to approximate 
costs, should we be concerned about this issue? Only to the extent that, when costs 
or cost-effectiveness ratios for treatments are compared across studies, the differences 
observed may be partly dependent on the precise type of cost-to-charge adjustments. 
Also, although costs may differ from charges, it is worth noting that, if the study is 
being conducted from the perspective of a given payer, such as a government or health 
insurer, the prices actually paid for resource may be the most relevant cost estimates 
to use.

In general, there is probably no substitute for a well-conducted original costing study. 
In most countries, where hospital charges are not as detailed as in the United States, this 
is often the analyst’s only alternative to using routinely available data, such as those on 
average hospital costs, or diagnosis-related group (DRG) rates. However, comparisons 
across studies could still be problematic because of the range of costing methods used.

Furthermore, in multi-country studies the availability of financial data and the vari-
ations in accounting practices can impact upon results, even if attempts are made to 
standardize costing methodology. Schulman et al. (1998) attempted to cost procedures 
used in the treatment of subarachnoid haemorrhage in seven countries. The results are 
shown in Table 7.3. It can be seen that there are considerable variations in estimates 
across countries, many of which do not appear to be systematic. Also, approximately 
30% of the estimates had to be imputed because they were not available in the countries 
concerned.

The methodological and practical issues of costing health treatments and pro-
grammes were explored in the HealthBASKET project, funded by the European Union 
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Table 7.3 Reported procedure and per diem costs for study countries

Costs (US$)

Germany Italy France Sweden UK Australia Spain

Procedure costs

Burr holes 130 77 216 372 365 711 72

Chest tubes 87 210 150 175 201 120 93

CNS shunt 1148 1749 617 371 357 699 526

Craniofacial procedures 350 471 628 693 843 888 673

Cranioplasty 590 794 1059 1557 1420 1197 1134

Debridement of brain 824 357 740 1386 2247 717 552

Dialysis 153 206 275 404 368 310 294

Elevation of skull fracture 367 357 483 693 377 505 336

Evacuation of lesion 506 357 493 1386 476 722 705

Filtration for renal failure 248 334 441 655 597 759 234

Gastroscopy 106 245 63 347 256 156 204

Gastrostomy (procedure) 79 148 361 290 264 223 95

Humeral shaft fracture 287 386 106 757 1904 582 21

Intracranial drainage 273 432 340 175 365 389 259

Laparotomy (exploratory) 130 209 301 866 462 573 492

Lobectomy 544 830 977 1040 569 2251 705

Peritoneal lavage 38 117 69 102 93 23 34

Removal of bone flap 506 357 411 175 408 1650 332

Replacement of bone flap 809 604 524 1203 526 1308 616

Shunt placement 642 1749 1152 260 2087 1302 580

Spine operation 1125 1515 2019 2970 2708 2283 2164

Splenectomy 249 389 483 711 648 547 518

Swan–Ganz monitor 207 335 371 546 498 420 317

Superficial laceration 16 31 20 175 154 68 36

Tracheostomy 151 120 301 347 256 1105 132

Per diem costs

Daily intensive care unit 445 601 774 1231 1159 945 876

Daily intermediate care unit 169 304 301 573 315 207 324

Daily routine care unit 134 187 350 267 173 159 236

Daily rehabilitation unit 140 324 210 336 384 186 464

Actual costs are in roman; market-basket imputed costs are in italics.

Reproduced with permission from Schulman, K. et al., Resource costing for multinational neurologic clinical trials: 
methods and results, Health Economics, Volume 7, Issue 7, pp. 629–38, Copyright © 1998 John Wiley & Sons, Ltd



COST ANALYSIS 227

(Busse et al. 2008). It focused on the basket of services offered by nine EU member 
states, reviewed and developed methodologies to assess the costs and prices of indi-
vidual services across those states, and developed and tested an innovative approach 
towards collecting and analysing cost variations at the micro-level for the purposes of 
international comparisons.

Among the difficulties addressed by the project were that the delivery and cost of 
a seemingly identical service might vary across countries due to variations in (1) the 
definition of the start and end of a service (e.g. whether rehabilitation following hip 
replacement is part of the hospital treatment or seen as a separate service with its own 
tariff); (2) the technology used (especially regarding the use of innovative and/or ex-
pensive technologies, e.g. cemented hip replacement versus costlier uncemented hip 
replacement); and (3) the accounting treatment of associated services (e.g. whether 
anaesthesia is included in the service ‘surgical procedure’ or counted and charged sep-
arately). Even for a comparable service, different factors might be included in the cost 
and/or price calculations (e.g. how overheads are treated; whether volume variable, 
fixed, amortization or investment costs are included; or whether any subsidies are 
made explicit). Therefore, it is clear that costs have to be generated within the jurisdic-
tion of interest and not ‘imported’ from elsewhere.

7.1.2.3 For how long should costs be tracked?
It can be seen from Figure 7.1 that not only does the analyst have a choice about whose 
costs to consider but also a choice of time period. In assessing how long costs should 
be tracked, the main objective should be to avoid misleading the decision-maker or 
user. For example, an early comparison of the costs of coronary artery bypass grafting 
(CABG) versus percutaneous transluminal coronary angioplasty (PTCA) to hospital 
discharge has shown CABG to be substantially more expensive ($9138 versus $22 711) 
(Black et al. 1988). However, there is a possibility that patients receiving PTCA may 
require additional treatment subsequently, including CABG. In a costing study under-
taken alongside a randomized controlled trial, Sculpher et al. (1993) showed that by 
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Short term
(e.g. to discharge)

+ Other health
care agencies

+ Patient, family,
friends

Medium term
(e.g. to one year)

Long term
(e.g. to lifetime)

Follow-up
time  

Agencies considered

Fig. 7.1 Choices in the consideration of costs.
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24 months after randomization, the cost difference between patients randomized to the 
alternative therapies had reduced substantially, mainly because some patients random-
ized to PCTA required a repeat procedure or a CABG. After 72 months the cumulative 
costs were virtually indistinguishable, with overlapping confidence intervals (Hender-
son et al. 1998) (see Figure 7.2).

In a more recent study, Faria et al. (2013) tracked costs over 5 years in the REFLUX 
clinical trial comparing laparoscopic fundoplication versus continued medical man-
agement for the treatment of gastro-oesophageal reflux disease. The patients random-
ized to surgery accrued a large proportion of total costs in the first year of follow-up, 
owing to the upfront cost of surgery, whereas costs in the continued medical man-
agement group were distributed across the 5 years. At the end of the first year, the in-
cremental costs of the surgical group over the medical management group were 2363 
euros (CI: 1951, 2775). By the end of 5 years, this had fallen to 1832 euros (CI: 1214, 
2448). The reason for this was that, after the first year, patients on medical management 
accumulated costs (medications and visits to primary care) at a greater rate than those 
who underwent laparoscopic fundoplication, and the total difference in costs slowly 
converged over time.

There is fairly broad agreement among analysts that in the case of therapy-specific or 
disease-specific costs, the choice of follow-up period should not bias the analysis in fa-
vour of one intervention over another. In some cases this may involve tracking costs for 
lifetime, although the quantitative impact of costs (on the analysis) far into the future 
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Fig. 7.2 Cumulative costs of percutaneous transluminal coronary angioplasty (PTCA) and 
coronary artery bypass grafting (CABG) over time (confidence intervals indicated by the bars).

Reprinted from The Lancet, Volume 352, Issue 9138, Henderson, R.A. et al., Long-term results of 
RITA-1 trial: clinical and cost comparisons of coronary angioplasty and coronary artery bypass graft-
ing, pp.1419–1425, Copyright © 1998 Elsevier Ltd, with permission from Elsevier, <http://www.
sciencedirect.com/science/journal/01406736>.
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will be reduced by discounting to present values (see Section 7.2). Nevertheless, most 
analysts feel that all related health care costs should be included.

However, this can sometimes lead to a decision-making dilemma. Manns et al. 
(2003) discuss the switch from cellulose to synthetic dialysers in the treatment of 
end-stage renal disease by haemodialysis. Synthetic dialysers were associated with 
only a small additional cost and led to a gain in QALYs, mainly through extend-
ing survival (ICER of $5036 per QALY gained). However, a direct consequence 
of improving survival was that haemodialysis costs themselves were higher. Con-
sideration of these related costs increased the ICER to $83 501 per QALY gained, 
which might be considered by some to be on the borderline of being cost-effective. 
The main reason for this result is that haemodialysis itself might only be margin-
ally cost-effective, but a decision to provide this treatment has already been taken. 
Therefore, unless one wanted to revisit the decision to provide haemodialysis to 
those people with end-stage renal disease, it makes sense to implement a cost-
effective improvement to therapy.

Costs can also change over time, for example because of the existence of a ‘learn-
ing curve’ (Brouwer et al. 2001). That is, because health professionals learn how to 
become more efficient in the use of new health technologies, the costs in the early 
stages of use may not be a good predictor of costs in the long run. Examples include 
the dosage, administration, and wastage of drugs; the time taken to perform sur-
gical procedures; and the monitoring of adverse events. Therefore, when costing 
new or emerging technologies it may be prudent to anticipate that learning effects 
may occur, although of course the timing of the economic evaluation will often be 
determined by the need to make a decision about the appropriate use of the new 
technology. In particular, in costing a new procedure over time it may be worth-
while checking whether the costs towards the end of the period are similar to those 
in the early months.

Another reason why costs, or at least prices, might change over time is because of 
changes in market conditions. For example, in 2003 the National Institute for Health 
and Care Excellence (NICE) in the United Kingdom appraised drug-eluting stents 
(DES) and found that they were more cost-effective than bare metal stents (BMS) for 
patients in whom the artery to be treated is less than 3 mm in diameter or the af-
fected section of the artery is longer than 15 mm. However, when NICE undertook a re- 
appraisal in 2008, it found that DES were no longer cost-effective from the perspective 
of the National Health Service because the market price of BMS had fallen substan-
tially, causing the ICER (of DES over BMS) to be above NICE’s threshold. Therefore, it 
revised its guidance to recommend the use of DES, only as long as their additional cost 
over BMS was no more than £300 (Drummond et al. 2009).

Another common price change relating to economic evaluations in the health care 
sector is the reduction in the price of drugs when they lose patent protection. Hoyle 
(2011) argues that this could be anticipated in economic evaluations involving the 
long-term use of drug therapy that goes beyond the period of patent protection. How-
ever, analysts should be cautious about anticipating future price changes. It would be 
more advisable to conduct the analysis using current prices and then to revise it if, and 
when, prices change.
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7.1.2.4 Should health care costs unrelated to the programme  
or intervention under study be included?
The question of whether unrelated health care costs in the future should be included 
is much more open to debate. On the one hand, health care costs in later years of 
life are a clear consequence of keeping individuals alive. On the other hand, it does 
not seem totally fair to assign these costs to a prevention programme (e.g. hyper-
tension screening), when they result from therapeutic decisions (e.g. to give cancer 
chemotherapy for advanced stages of disease) that should be considered on their 
own merits. Nevertheless, it is common in evaluations of prevention programmes 
to assign all the credit for life extension, or gains in QALYs, to the programme con-
cerned. Therefore, it would make sense to assign all costs if a generic measure of 
outcome is being used.

In considering this issue it has to be remembered that all the forms of economic 
evaluation discussed in this book are what economists call partial equilibrium analyses. 
That is, while it is recognized that any change in economic activity (such as investment 
in health programmes) includes many ripples throughout the economy, it is argued 
that such investments can be assessed against a background of all else remaining con-
stant. Therefore, a boundary is always being drawn around analyses (see the discussion 
in Chapter 4).

There is less agreement among economic analysts about whether unrelated health 
care costs in later years of life should be included (Gold et al. 1996). The main consid-
eration here is the extent to which the provision of additional care in added years of life 
is a necessary consequence of the programme being evaluated. For example, if we were 
evaluating a new drug for treatment of septic shock in intensive care, it would be rea-
sonable to assume that patients surviving an episode of septic shock were likely to have 
treatment for their underlying morbid condition. Therefore, these costs would be a 
direct consequence of giving the drug therapy (Schulman et al. 1991). The same would 
be true of the costs of diagnosing and treating cases of disease identified by a screening 
programme. These costs are very closely linked and it would make sense to evaluate 
the costs and consequences of screening, diagnosis, and treatment as a single package. 
Indeed, we might even consider these to be related health care costs.

On the other hand, if we were evaluating a new drug for treatment of hyperchol-
esterolaemia, the added years of life, through reduction in the incidence of coronary 
heart disease, may be in the distant future. Treatment of unrelated disease (e.g. cancer) 
is not a necessary consequence of treatment of hypercholesterolaemia and may be de-
termined by protocols that have not yet been defined. Few analysts attempt to track all 
these costs and consequences, although it is clear that additional costs will be incurred 
if individuals live longer. However, the fact that such costs and consequences are more 
distant is not the only consideration that leads to their frequent exclusion from eco-
nomic evaluations. (Indeed, it could be argued that the costs of treating the coron-
ary heart disease events are themselves distant, but most analysts would include these 
in an evaluation of drugs for hypercholesterolaemia.) In commenting on this debate, 
Weinstein and Manning (1997) argue that, in order to be consistent in the practice of 
including only ‘related’ costs, we would have to tease out which costs were truly ‘related’ 
and which were not.
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Sometimes it is difficult to be more precise about the unrelated costs in added years 
of life than an average annual per capita health expenditure, perhaps age related. There-
fore, one approach would be to include an estimate of age-related per capita health 
expenditure on the cost side of the equation for every year of life added by the inter-
vention. This amount could either be included as a gross amount, or net of medical 
expenses that were already being included for treatment of the individual’s main condi-
tion. Depending on the importance the analyst attaches to costs in added years of life, 
these could either be included in the primary analysis or a sensitivity analysis.

When estimates such as these have been included in economic evaluation of health 
care programmes they sometimes do not alter cost-effectiveness ratios by very much. 
For example, Drummond et al. (1993) found that adding an average expenditure fig-
ure for costs in added years of life only changed their estimate of the cost per life-year 
gained from treatment for hypercholesterolaemia by 2%. However, when Daly et al. 
(1992) added costs in extra years of life to their evaluation of hormone replacement 
therapy, this increased total programme costs, and the cost per life-year gained, by 
around 10%.

The small quantitative impact in the examples given is partly due to the fact that costs 
in added years of life are often heavily discounted and, in the words of one analyst, ‘may 
amount to no more than a hill of beans’ (Bush 1973). Therefore, in many instances it 
may be that unrelated health care costs in added years of life can be ignored without 
seriously biasing the analysis. However, the quantitative importance of costs in added 
years of life may vary from one evaluation to another and requires more empirical 
investigation. Nevertheless, if the health benefits in the study are projected over the in-
dividual’s lifetime, all health care costs should be similarly projected.

Olchanski et al. (2013) reviewed the practice and implications for cost-effectiveness 
of including or excluding future costs in 44 economic evaluations of cancer therapies. 
Together, these studies generated a total of 59 incremental cost-effectiveness ratios. 
They found that, of the 59 ratios reviewed, all included direct medical costs related to 
the index therapy and 68% included direct medical costs related to both the index ther-
apy and disease. None included unrelated medical costs, but 11% included nonmedical 
costs. Including only therapy costs made 26 additional ratios (68%) cost-saving and 4 
more ratios (11%) cost-effective. Including all types of medical costs made 2 fewer ra-
tios (5%) cost-saving and 3 fewer ratios (8%) cost-effective.

A much broader issue is that of whether related and unrelated non-health care costs 
should be included. Meltzer (1997) makes a strong case for considering all future 
costs in economic evaluations, including the impacts that treatments have on individ-
uals’ production and consumption. Studies have shown that this analytic judgement 
makes a difference to the results. Johannesson et al. (1997) found that, relative to other 
health care interventions, including unrelated non-health care costs improves the cost- 
effectiveness of life-saving programmes among younger individuals.

Weinstein and Manning (1997) argue that, from a ‘welfarist’ perspective, the inclu-
sion of future non-health care costs is technically correct, ‘but will give some practi-
tioners pause to accepting the welfare-theoretical foundation of CEA’. This relates to the 
point made in Chapters 2 and 4, that economic evaluations can be conducted based on 
different sets of values. The ‘welfarist’ approach is just one of the possibilities and will 
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not be the most appropriate for many resource allocation decisions. Therefore analysts 
should indicate clearly the stance that they take on these issues and perhaps consider 
a sensitivity analysis of the inclusion and exclusion of costs in added years of life. We 
return to this issue when discussing the inclusion or exclusion of productivity changes 
in Section 7.3.

7.1.2.5 How should capital outlays be handled?
Capital costs are the costs to purchase the major capital assets required by the pro-
gramme; generally equipment, buildings, and land. Capital costs differ from operating 
costs in a number of ways. First, they represent investments at a single point in time, 
often at the beginning of the programme, rather than annual sums like operating costs. 
Frequently, the capital costs are often not listed in the accounts or budgets of the organ-
ization because they have been funded in advance, perhaps by a one-time grant, while 
the budgets and accounts represent operating expenses only. Sometimes, the annual 
budgets and accounts contain an item called depreciation, which relates to capital costs, 
as explained below.

Capital costs represent an investment in an asset that is used over time. Most 
assets, such as equipment and buildings, wear out or depreciate with time. On the 
other hand, land is a non-depreciable asset because it maintains its value. There are 
two components of capital cost. One is the opportunity cost of the funds tied up in 
the capital asset. This is clearly seen in the case of land. Although an investment in 
non-depreciable land will return the original capital sum when sold, there is still a 
‘cost’. This cost is the lost opportunity to invest the sum in some other venture yield-
ing positive benefits. It is usually valued by applying an interest rate (equal to the 
discount rate used in the study) to the amount of capital invested. (Discounting is 
discussed in Section 7.2.)

The second component of a capital cost represents the depreciation over time of the 
asset itself. Various accounting procedures (straight line, declining balance, double de-
clining balance, and so on) are available for use in the accounts of the organization. 
Often, accounting practices relate more to the company tax laws governing the depre-
ciation of assets than to the real change in the value of the asset.

There are several methods of measuring and valuing capital costs in an economic 
evaluation. The best method is to annuitize the initial capital outlay over the useful 
life of the asset; that is, to calculate the ‘equivalent annual cost’. This method auto-
matically incorporates both the depreciation aspect and the opportunity cost as-
pect of the capital cost. It is our preferred approach and is described in Section 7.2. 
An alternative but less exact method is to determine the depreciation cost each year 
using an accounting method and to determine the opportunity cost on the unde-
preciated balance for each year. Where market rates exist for the rental of buildings 
or lease of equipment, these may be used to estimate capital costs. This method also 
incorporates both the depreciation and the opportunity components of the cost.

If capital outlays relate to resources that are used by more than one programme they 
may require allocation in a similar fashion to ‘overhead’ costs. See the discussion of this 
point in Section 7.1.2.7.
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7.1.2.6 What is the significance of the average cost/marginal cost 
distinction?
Economists tend to emphasize this point, but in fact, marginal cost and average cost are 
but two concepts relating costs to quantity (see Box 7.1 and Box 7.2).

The major significance of the average cost/marginal cost distinction to the analyst is 
as follows. First, when making a comparison of two or more programmes it is worth 
asking independently of each, ‘What would be the costs (and consequences) of hav-
ing a little more or a little less?’ (e.g. suppose Neuhauser and Lewicki (1975) had been 
comparing the six-stool protocol for detecting colonic cancer with another diagnostic 
test. Perhaps the question of six- versus five-stool tests may never have been asked!). 
Second, when examining the effects (on cost) of small changes in output, it is likely that 
these will differ from average costs. For example, the extra cost of keeping patients in 
hospital for another day at the end of their treatment might be less than the average 
daily cost for the whole stay. (In fact, this issue usually arises in the opposite sense—the 
savings from a reduction of one day’s stay are usually lower than the average daily cost; 
see Box 7.3.)

In practice, whereas it is important to acknowledge the difference between marginal 
and average costs (or savings), this issue can only really be explored in the context of 
specific locations or situations. For example, the extent to which costs can be saved 
when hospital stay is shortened depends on the flexibility available locally and the time 
period over which the change is made.

Therefore, in some studies analysts turn their attention to issues of marginal costs or 
savings in the discussion, after presenting average results as the primary analysis. For 
example, in a study investigating the costs and benefits of shortening time to discharge 
from a coronary intensive care unit by use of a more expensive sedative agent, Sherry 

Box 7.1 Various definitions of cost

Total cost (TC) Cost of producing a particular quantity of output

Fixed cost (FC) Costs which do not vary with the quantity of output in the short run 
(about 1 year) and vary with time, rather than quantity: e.g. rent, 
equipment lease payments, some wages and salaries

Variable cost (VC) Costs which vary with the level of output: e.g. supplies, food, fees for 
service

Cost function (TC) f(Q), total cost as a function of quantity

Average cost (AC) TC/Q, the average cost per unit of output

Marginal cost (MC) (TC of x + 1 units) − (TC of x units)

= d(TC)/dQ evaluated at x

= the extra cost of producing one extra unit of output
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The terms ‘marginal’ and ‘incremental’ are often used interchangeably in the lit-
erature. They both refer to a change in the scale of an activity. Strictly speaking, the 
marginal cost relates to the cost of producing one extra unit of output. However, it 
is often used to refer to the cost of producing the next logical batch of output, for 
example, in expanding a screening programme from high-risk people only to the 
whole population.

The term ‘incremental’ is sometimes also used to refer to such a change, but is 
more often used to refer to the difference, in cost or effect, between the two or more 
mutually exclusive programmes being compared in the evaluation.

In Figure 7.3, MCA,Q1 is the marginal cost of programme A evaluated at quantity 
(scale of activity) Q1. MCB,Q1 is the equivalent estimate for programme B. The in-
cremental cost, of programme A over programme B, evaluated at Q1, is ICA−B,Q1.

Box 7.2 Is it marginal or incremental?
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Fig. 7.3 Distinction between marginal and incremental cost.

et al. (1996) investigated the impact on nurse staffing requirements through fewer pa-
tients requiring intensive care during the night. It turned out that the hospital concerned 
had access to a bank of agency nurse staff that could be called in as required; so it was 
possible to realize potential savings from fewer patients requiring care. In another hos-
pital, with different nurse staffing arrangements, the outcome could be quite different.

The study by Sherry et al. (1996) illustrates that costs, and cost savings, depend 
greatly on the local context. The importance of costing in context was also illustrated 
in a study by Chambers et al. (2010) of sugammadex, a newly developed agent for the 
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reversal of neuromuscular blockade induced by rocuronium or vecuronium. Sugam-
madex can reverse profound blockade and can be given for immediate reversal. Its use 
would also avoid the potentially serious adverse effects of the currently used agent, 
succinylcholine. In addition, sugammadex can reverse neuromuscular blockade more 
quickly and predictably than existing agents.

The authors explored two possible valuations of the benefits of quicker reversal: in 
the first, the value of each minute of recovery time saved was estimated as being the pro 
rata cost of employing the operating room staff (on the basis that all time savings would 
be achieved in the operating room); in the second, the value of each minute saved was 
estimated as the pro rata cost of employing a single nurse in the recovery room (on 
the basis that all time savings would be achieved in the recovery room). Of course, 
the major uncertainty is the extent to which any time saved in recovery could be put 
to alternative productive use, for example in caring for another patient or some other 
activity. This was unknown, as no evidence was identified in the literature. It is also 
possible that extra operations could be scheduled as a result of any reduced recovery 

Hospital cost can be considered to consist of two elements: the hotel cost, which is 
broadly constant over the length of stay, and the treatment cost, which may peak just 
after admission but then tail off in the later days of the stay (see Figure 7.4).

If the length of stay is reduced from d1 to d2, use of the average daily cost (c) would 
give an estimate of the saving of c(d1 − d2). However, this would overestimate the 
actual saving, the shaded area on the diagram. Saving in this case means the value 
of the resources freed for alternative uses. Whether they will be usefully redeployed, 
or actual expenditure saved, also needs to be investigated.

Box 7.3 Estimating the cost savings associated  
with reductions in hospital in-patient stay
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Fig. 7.4 Typical hospital cost profile by length of stay.
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time but again there was a lack of suitable evidence on the associated impact on costs 
and health effects.

Since the clinical strategies were assumed to have identical health outcomes but gen-
erally different costs, the analysis effectively simplifies to a cost minimization. Given 
the fact that particular variables are unknown, a threshold analysis was undertaken. 
The critical variables in this analysis were the reduction in recovery time by using 
 sugammadex and the value of each minute of recovery time saved.

Under the base-case assumptions and the estimates made of the recovery time 
saved with sugammadex, sugammadex is cost-effective in patients with moderate 
(profound) blockade where the value of each minute of recovery time saved with 
sugammadex is approximately £2.40 or greater. It was estimated that time saved in the 
operating room had a value of £4.44 per minute, whereas time saved in the recovery 
room had a value of £0.33 per minute. Sugammadex therefore appeared to be cost-
effective for the routine reversal of rocuronium-induced moderate (profound) block-
ade at the current list price, if all reductions in recovery time that are associated with 
sugammadex are achieved in the operating room, but does not appear cost-effective 
if all of the reductions in recovery time are achieved in the recovery room. Where 
savings in recovery time are achieved in both the operating room and the recovery 
room, or where there is additional value in reducing recovery times (e.g. in preventing 
operations from being delayed or forgone), sugammadex could also be cost-effective. 
Thus, the cost-effectiveness of sugammadex was highly dependent on the setting in 
which it was administered and the benefits that could be obtained in the particular 
context.

Very rarely do analysts undertake a ‘costing in context’. It was mentioned in  
Chapter 3 that economic evaluations tacitly assume that freed resources will be re-
deployed to other cost-effective activities. Clearly this is not always the case and it is the 
responsibility of analysts to at least point this out, even if they do not explore the implica-
tions in great detail. The report of the United States Public Health Service Panel on Cost- 
effectiveness in health and medicine (Gold et al. 1996), recommended that when infor-
mation on capacity utilization in hospitals or other health care facilities is not available, 
analysts should use the benchmark assumption that capacity is utilized at the rate of 
80%, under a long-run perspective. However, the prime motivation for this was to en-
courage some consistency in study reporting and the 80% figure is not etched in stone. 
It is very unlikely to apply in all locations or all health care systems.

7.1.2.7 How should shared (or overhead) costs be handled?
The term ‘overhead costs’ is an accounting term for those resources that serve many 
different departments and programmes, for example, general hospital administration, 
central laundry, medical records, cleaning, porters, power, and so on. If individual pro-
grammes are to be costed, these shared costs may need to be attributed to programmes.

The main point to note at the outset is that there is no unambiguously right way to ap-
portion such costs. The approach that is favoured by economists is to employ marginal 
analysis. That is, to see which (if any) of such costs would change if a given programme 
were added to, or subtracted from, the overall activity. This is fine up to a point, but 
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the most common situation is that the choice is not such an addition or subtraction, 
but one between two programmes, each of which would consume the given central ser-
vices (perhaps because they are competitors for the same space in the hospital). For ex-
ample, suppose the question concerned space in the hospital that could be used either 
for anticoagulant therapy for pulmonary embolism, or for renal dialysis. If the economic 
evaluation concerned a choice between these two programmes then there would be no 
methodological problem; the costs associated with use of the space would be common 
to both and could be excluded from the analysis. However, typically the comparison 
might be between the anticoagulant therapy and another programme in the same field. 
This could be a programme of more definitive diagnosis of pulmonary embolism, which 
would avert some hospitalization. In such an instance it would be relevant to obtain an 
estimate of the value of the freed resources (e.g. hospital floor space) that could be di-
verted to other uses.

A number of methods can be used to determine a more accurate cost of a programme 
in a hospital or other setting where shared (or overhead) costs are involved. The meth-
ods are illustrated below in terms of a hospital setting. The basic idea is to determine the 
quantities of service consumed by the patient (days of stay in ward A, B, or C, number 
of laboratory tests of each type, number of radiological procedures, number of oper-
ations, and so on), to determine a full cost (including the proper share of overhead, 
capital, and so on) for a unit of each type of service, and to multiply these together and 
sum up the results. The allocation methods described below are different ways to deter-
mine the cost per unit for each type of service. In these methods the overhead costs (e.g. 
housekeeping) are allocated to other departments (e.g. radiology) on the basis of some 
measure, called an allocation basis, judged to be related to usage of the overhead item 
(e.g. square metres of floor space in the radiology department might be used to allocate 
housekeeping costs to radiology).

In deciding which of the following approaches to use, the comments made in Sec-
tion 7.1.1 should be borne in mind. That is, the more important the cost item is for the 
analysis, the greater the effort that should be made to estimate it accurately. There may 
conceivably be evaluations for which simple per diem or average daily costs will suffice, 
because the result is unlikely to change irrespective of the figure assumed for the cost 
of hospital care. However, we suspect that such situations are in the minority, given the 
relative order of magnitude of hospital costs compared with other elements of health 
care expenditures.

Alternatively, an intermediate approach may suffice. Here the per diem cost is purged 
of any items relating to medical care costs, leaving just the ‘hotel’ component of hospital 
expenditure. It is then assumed that all patients are ‘average’ in respect of their hotel 
costs and that this expenditure can therefore be apportioned on the basis of patient-
days. Thus, the hotel cost can be calculated for the patients in the programme of interest 
and combined with the medical care costs attributable to those patients to give the total 
costs of the programme. (The medical care costs would be estimated separately, using 
data specifically relating to the patients in the programme.)

If a more detailed consideration of costs is required, various methods for allocating 
shared (or overhead) costs are available:
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1 Direct allocation (ignores interaction of overhead departments). Each overhead cost 
(e.g. central administration or housekeeping) is allocated directly to final cost centres 
(e.g. programmes such as day surgery, or departments such as wards or radiology). 
Therefore, a given ward’s share of central administration would be equal to the total 
cost of central administration, multiplied by the ward’s share (or proportion) of the 
allocation basis (say, paid hours for staff). Note that the ward’s share is its paid hours 
divided by total paid hours of all final cost centres, not total paid hours for the whole 
organization. The latter method would underestimate the costs in all final cost centres.

2 Step-down allocation (partial adjustments for interaction of overhead departments). 
The overhead departments are allocated in a stepwise fashion to all of the remain-
ing overhead departments and to the final cost centres. Typically, the process starts 
with those departments that service the broadest number of other departments, 
such as the hospital administrative office and the power plant.

3 Step-down allocation with iterations (full adjustment for interaction of overhead de-
partments). The overhead departments are allocated in a stepwise fashion to all of 
the other overhead departments and to the final cost centres. The procedure is re-
peated a number of times (about three) to eliminate residual unallocated amounts.

4 Simultaneous allocation (full adjustment for interaction of overhead departments). 
This method uses the same data as (2) or (3) but it solves a set of simultaneous lin-
ear equations to give the allocations. It gives the same answer as method (3) but 
involves less work. (The method is shown diagrammatically in Figure 7.5.)

The effort that one would put into overhead cost allocation would depend on the 
likely importance of overhead costs (in quantitative terms) for the whole analysis. A 
much simpler, but cruder, approach is to do the following:
1 Identify those hospital costs unambiguously attributable to the treatment or programme 

in question (e.g. physicians’ fees, laboratory tests, and drugs); these are known as the 
directly allocatable costs. Allocate these directly and immediately to the programme.

2 Deduct, from total hospital operating expenses, the cost of departments already al-
located above and departments known not to service the programme being costed.

3 Allocate the remainder of hospital operating expenses on the basis of number of 
patient-days, for example:

 

= +

×

Hospital
cost of the
programme

Directly
allocatable
costs

Net hospital
expenditure

Total number of
hospital patient-days

Hospital
patient-days
attributable
to the programme

4 Finally, undertake a sensitivity analysis.
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Although there is nothing to suppose that this method is anything but crude, 
if the choice between programmes is fairly insensitive to the value derived it may 
suffice.

Typically the choice of allocation methodology is driven by the accounting 
conventions followed by a particular organization. Within the context of a given 
economic evaluation, the analyst will not be directly involved in the accounting 
methods for allocating overheads. Rather, he or she will be using cost data that 
already embody particular accounting conventions. Therefore, it is important to 
understand what these conventions imply for the inclusion of categories of cost and 
allocation of overheads.

7.1.3 Overall, how accurate does costing have to be?
Costing can take considerable time and effort and it is not possible to do a perfect job 
every time. However, it is important not to make the perfect the enemy of the merely 
good. Therefore, analysts need to form a judgement on how accurate (or precise) cost 
estimates need to be within a given study.

Capital
costs 

Direct
costs

Support

Support

Support

Service

Service

Service

Patient
care

Patient

Fig. 7.5 Schematic illustration of cost allocations.

Reproduced from Boyle, M.H., et al., A cost analysis of providing neonatal intensive care to  
500–1499-gram birth-weight infants, Research Report No. 51, Programme for Quantitative Studies 
in Economics and Population McMaster University, Hamilton, Ontario, Canada, Copyright © 1982, 
by permission of the author.
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Box 7.4 indicates the different levels of precision in costing for hospital costs. The 
least precise estimates are likely to be based on average per diems (or daily costs); the 
most precise estimates are likely to be based on micro-costing.

The guidance for deciding on the accuracy of costing is similar to that for deciding 
on the inclusion or exclusion of costs discussed earlier. Clearly a major factor is the 
likely quantitative importance of each cost category in the evaluation. For example, 
in an evaluation comparing two drug therapies it is likely that the study result will 
be sensitive to the costs of the drugs themselves. Therefore, it will be important to 
record dosages and routes of administration carefully, to facilitate micro-costing. On 
the other hand, if the drugs concerned have side effects that may infrequently cause 
hospitalizations, it may suffice to use a per diem or case-mix group cost for these, if 
one is available.

Similarly, even if it has been decided to follow a micro-costing approach, different 
levels of accuracy can be applied to different cost items. For example, it is well known 
that many laboratory tests cost only a few cents/pence each. Therefore, it does not make 
sense to invest considerable effort in costing these accurately: an average laboratory 
charge may suffice. On the other hand, nursing costs are often a major component of 
overall hospital costs. Therefore, it may be important to record the numbers and grades 
of nursing staff in the ward where the patients of interest are being cared for.

In using routinely available cost data, such as hospital per diems, or case-mix group 
costs (e.g. DRGs), it is important to pose the following questions. First, how was the 
cost estimate derived? Namely, what categories of costs are included? Second, how up 
to date is the cost estimate? Simple adjustments for inflation will not suffice if recent 
technological advances have dramatically changed the costs of the treatment con-
cerned (e.g. the introduction of DES in coronary care).

Box 7.4 Levels of precision in hospital costing

Most precise Micro-costing
Each component of resource use (e.g. laboratory tests, days of stay 
by ward, drugs) is estimated and a unit cost derived for each

Case-mix group
Gives the cost for each category of case or hospital patient. Takes 
account of length of stay. Precision depends on the level of detail in 
specifying the types of cases

Disease-specific per diem (or daily cost)
Gives the average daily cost for treatments in each disease category. 
These may still be quite broad (e.g. orthopaedic surgery)

Average per diem (or daily cost)
 
Least precise

Averages the per diem over all categories of patient. Available in 
most health care systems
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The choice between using routinely available data and undertaking micro-costing 
often depends on the impact that the treatment of interest has on resource use. Suppose 
one were evaluating a new drug in the field of cardiology. If the main effect of the drug is 
to reduce the frequency of cardiac events (e.g. myocardial infarctions) requiring hospi-
talization, it may be sufficient to use the relevant case-mix costs (e.g. the DRG cost for the 
event concerned). However, if the main effect of the drug is to reduce the severity of the 
events, or the level of intensity of treatment, a micro-costing approach may be required.

In addition, it is easier to undertake micro-costing if the economic evaluation is 
being undertaken alongside a prospective clinical study (see Chapter 8), because it is 
possible to have access to individual patient data. If, on the other hand, a decision-
analytic modelling study is being undertaken (see Chapter 9), it is more likely that 
routinely available data would have to be used.

Finally, it is worth bearing in mind that the calculation of total cost requires the quan-
tities of resources to be multiplied by the prices (unit costs) of those resources. There-
fore, when deciding on the level of precision in the estimation of resource quantities, it is 
worthwhile considering what degree of detail will be available on the costs, or vice versa. 
For example, it may not be worthwhile collecting considerable detail on the resource 
quantities if, for example, only average per diem costs are available in a given setting.

7.2 Allowance for differential timing of costs (discounting 
and the annuitization of capital expenditures)

7.2.1 Time preference
As mentioned in Chapter 3 (Section 3.1.7) and Chapter 4 (Section 4.5.2), some allow-
ance needs to be made for the differential timing of costs and consequences. That is, 
even in a world with zero inflation, it would be an advantage to receive a benefit earlier 
or to incur a cost later—it gives you more options. Economists call this the notion of 
time preference.

There are a number of reasons why individuals may have a positive rate of time pref-
erence; that is, a preference for benefits today rather than in the future. First, they may 
have a short-term view of life; living for today rather than thinking about the future. 
Second, the future is uncertain, so, as the saying goes, ‘a bird in the hand is worth two 
in the bush’. Third, with positive economic growth and the long-term trend since the 
Second World War, individuals might expect to be more wealthy in the future. There-
fore, a dollar today would be of higher value than one in the future when you are richer. 
Finally, since most individuals appear to have a positive rate of time preference, one can 
usually obtain a positive return when making a riskless investment.

7.2.2 Comparing programmes or interventions  
with different time profiles
The notion of preferring benefits today, or wanting to postpone costs, extends beyond 
money transactions and could extend to goods and services that could not easily be 
traded. It is of most significance for those economic evaluations that compare pro-
grammes or interventions with different time profiles. For example, if two options for 
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In our example this gives the present value of cost of A = 26.79; present value of cost 
of B = 26.81. This assumes that the costs all occur at the end of each year. An alternative 
assumption that is commonly used is to assume that the costs all occur at the beginning 
of each year. Then, Year 1 costs need not be discounted, Year 2 costs should be dis-
counted by 1 year, and so on. Calculated in this way, the previous example is

P F r F F
r
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The present value of A = 28.13 and the present value of B = 28.15.
The factor (1 + r)−n is known as the discount factor and can be obtained for a given n 

and r from Table A7.2.1 in Annex 7.2. For example, the discount factor for three peri-
ods (years) at a discount rate of 5% is 0.8638.

7.2.3 Annuitization and equivalent annual cost
The approach described in Section 7.2.2 is the most convenient for many programme 
comparisons, but a more common situation is that where most of the costs are easily 

dealing with heart disease were (1) expanding funding for CABG, and (2) a health edu-
cation campaign to influence diet and lifestyle, we might expect option (1) to deliver 
benefits earlier. Therefore, if a positive rate of time preference were acknowledged, it 
would look more attractive, compared with the preventive option, than would other-
wise be the case.

Typically, economic evaluation texts discuss the situation where the costs of the al-
ternative programmes A and B can be identified by the year in which they occur (see 
Table 7.4). In this example, B might be a preventive programme that requires more 
outlay in Year 1 with the promise of lower cost in Year 3. The crude addition of the two 
cost streams shows B to be of lower cost (29 000 versus 30 000), but the outlays under 
A occur more in the later years.

A comparison of A and B (adjusted for the differential timing of resource outlays) 
would be made by discounting future costs to present values. The calculation is as fol-
lows. If P = present value, Fn = future cost at year n, and r = annual interest (discount) 
rate (e.g. 0.05 or 5%), then
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Table 7.4 Yearly costs for two health care programmes

Year Cost of Programme A ($000s) Cost of Programme B ($000s)

1 5 15

2 10 10

3 15 4
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expressed on an annual recurring basis and it is only capital costs which differ from 
year to year (typically these will be at the beginning of the programme, or Year 0). Here 
it might be more convenient to express all the costs on an annual basis, obtaining an 
equivalent annual cost (E) for the capital outlay by an amortization or annuitization 
procedure. This works as follows.

If the capital outlay is K, we need to find the annual sum E which over a period of n 
years (the life of the facility), at an interest rate of r, will be equivalent to K. This is ex-
pressed by:
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As before, the annuity factor is easily obtainable from Table A7.2.2 in Annex 7.2. For 
example, in the cost analysis of providing long-term oxygen therapy, Lowson et al. 
(1981) found the total capital (set up) costs (K) to be £2153. Therefore, applying the 
formula given above,
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2153 annuity factor 5 years interest rate 7

2153 4 1002 from Table A7.2.2 in Annex 7.2

525 as shown in Table III of Lowson 1981

2 3 4 5

Note that Lowson et al. (1981) assumed that the annuity was in arrears, that is, due 
at the end of the year. It might be argued that a more realistic assumption is for it to be 
payable in advance. This is equivalent to the formula
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The value for E can still be obtained from Table A7.2.2 by taking one less period and 
adding 1.000. This gives a lower value for E = £491. This is logical because the repay-
ments are being made earlier (at the beginning of each year) rather than in arrears.

7.2.4 Useful life and resale value
This approach can be generalized to handle the situation where the equipment or 
buildings have a resale value at the end of the programme. If S is the resale value, n is 
the useful life of the equipment, r is the discount (interest rate), A(n, r) is the annuity 
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factor (n years at interest rate r), K is the purchase price/initial outlay, and E is the 
equivalent annual cost, then

( / ( ) )
( , )

E K S r
A n r

1 n

=
− +

The method described above is unambiguous for new equipment. For old equip-
ment, there are two choices:
1 Use the replacement cost of the equipment or the original cost indexed to current 

dollars and a full life.
2 Use the current market value of the old machine and its remaining useful life.

Choice 1 is usually better as the results are more generalizable—less situational. Note 
that using the undepreciated balance from the accounts of the organization is never a 
method of choice.

It can be seen that the equivalent annual cost of buildings or equipment to a given 
programme depends on the values of n, r, and S, all of which must be assumed at the 
time of evaluation.

It is important to make a distinction between the physical life of a piece of equip-
ment and its useful clinical life. The latter is highly dependent on technological change. 
Obviously one can undertake a sensitivity analysis using different values for n, but in 
general it is best to be conservative and assume a short life (say, around 5 years) for 
clinical equipment.

7.2.5 Choice of discount rate
Traditionally there have been two competing theories regarding the proper measure for 
the discount rate (r) for public projects (the social discount rate):
◆ r = the real rate of return (to society) forgone in the private sector (known as the 

social opportunity cost approach)—this can be estimated empirically, although 
not without controversy

◆ r = the social rate of time preference.
The theoretical basis for discounting and the determination of the discount rate was 

discussed at length in Chapter 4. In the context of a particular study, the relevant dis-
count rate may be given in official guidelines for the conduct of economic evaluations 
in the jurisdiction concerned. (See ISPOR 2014 for details of the current methods guid-
ance in various jurisdictions.) If an official rate is not given in the jurisdiction in which 
the study is being conducted, the best approach would be to conduct the analysis using 
rates existing in the literature, typically 3–5% per annum, since this would facilitate 
comparisons with other studies. The most common approach in the literature is to 
discount costs and benefits by the same rate.

7.2.6 How to handle inflation
If it is assumed that all the items of cost in the programme will inflate at the same rate and 
that this will be the same rate as inflation in general, there are two equivalent choices:
◆ Inflate all future costs by this predicted inflation rate and then use a larger dis-

count rate that allows for the effect of general inflation (the inflation-adjusted 
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discount rate). For example, if the real discount rate is 5% and general inflation is 
8%, then the inflation-adjusted r = 1.05 × 1.08 = 1.134 or 13.4%

◆ Do not inflate any future costs (i.e. use constant dollars) and use a smaller dis-
count rate that does not allow for inflation (the real discount rate).

The second method is the simpler and preferred approach. All the announced rates, 
and the rates recommended by analysts, are real rates.

If it is assumed that different items of cost in the programme will inflate at different 
rates, there are also two equivalent choices:
◆ Inflate all future costs by their particular predicted inflation rates and then use 

a larger discount rate that allows for the effect of general inflation (the inflation-
adjusted discount rate).

◆ Do not inflate any future costs (i.e. use constant dollars) and use a smaller dis-
count rate that does not allow for inflation (the real discount rate), but adjust the 
discount rate for each item to account for the differential inflation rate between 
this item and the ‘general’ rate of inflation, for example, if general inflation is 8%, 
this item is expected to inflate by 10%, and the real r is equal to 4%, then r ad-
justed for this item is

. .
.

. ,r 1 04 1 08
1 10

1 021 i.e. 2.1%= × =

The second method is again the preferred approach. In general, however, most stud-
ies perform the whole analysis in constant price terms and use a single discount rate 
(see Annex 7.1 for a tutorial on methods of measuring and valuing capital costs).

7.3 Productivity changes

7.3.1 Role in policy
The extent to which productivity effects should be incorporated into economic evalu-
ation and, if so, the method by which this is done, is an area of controversy in the field, 
not least in accounting for the productivity effects of the health care programme(s) 
likely to be displaced by adoption of the new treatment under consideration (see Chap-
ter 4, Section 4.3.2). The relevant productivity changes that may be considered relevant 
are those arising from the patient or family member being unable to participate in 
work activities as a result of ill-health. The major debate about the role and estimation 
of productivity changes relates to their consideration as a major consequence of health 
care programmes. That is, as a result of treatment, the patient may be able to return to 
work or be more productive at work. Also, in the case of life-saving therapy, extension 
of life may also imply extension of the patient’s working life. It is important to under-
stand that there are different components to productivity effects. First, if individuals are 
in paid work then a proportion of their earned income will be used to finance a range of 
consumption activities for themselves and their families which may have some impact 
on their perceptions of the quality of life they associate with different levels of health. 
Secondly, a proportion of the individuals’ remuneration will, mainly through taxation, 
benefit other individuals. These different elements have implications for the practical-
ities of how productivity effects are measured.



COST ANALYSIS246

As was indicated earlier, the relevance of productivity changes depends on the per-
spective for the analysis. As discussed in Chapters 2 and 4, establishing the ‘correct’ 
perspective is not straightforward. One approach is to take the costs that are relevant 
to the decision-maker for whom the analysis is being undertaken, and this will typ-
ically be the costs falling on the budget for which they are responsible. This is why 
most guidelines for economic evaluation to support decision-making bodies specify 
the cost perspective of the health care systems and do not include productivity effects 
which impact more widely on the economy. However, defining a ‘correct’ perspective 
is fundamentally a normative question about defining what should count as a source 
of social value in decisions in public policy. As discussed in Chapter 2, this is a con-
tested area: although mainstream economics offers the tools of welfarism to guide so-
cial decisions, these are driven by individual preferences and imply some strong value 
judgements which are not universally accepted, particularly in the field of health care 
where extra-welfarist approaches to evaluation predominate. Despite this, product-
ivity effects are recommended for incorporation into economic evaluations in some  
countries’ guidelines, where preferred methods otherwise focus on health effects using 
cost-effectiveness methods—for example, in Sweden and the Netherlands.

The inclusion of productivity changes, either as costs or consequences, is, therefore, 
contentious. The issue might arise as follows. Suppose one were evaluating two pro-
grammes in the field of mental health. Existing practice requires institutionalization 
of the patient for a given period; a new alternative is a community-based programme 
using community psychiatric nurses in association with outpatient hospital visits, re-
sulting in patients remaining in their own homes. (For simplicity, let us assume that the 
programmes turn out to be equivalent in their impact on health, as assessed by some 
agreed measure of clinical symptomatology.)

Suppose it turns out that the community care programme has higher costs to the 
health care system, but that the number of work days lost by the cohort of patients on 
the community regimen is lower, as many more of them can remain at work. Would it 
be right to deduct these production gains from the higher health care costs of the com-
munity care programme? If so, how would the production gains be valued?

One might take the view that the production gains should be included in the analysis, 
since in principle there is no difference between these resource savings and any of the 
other labour inputs included in the health care cost estimates. Although the approach 
followed above is quite defensible, it gives rise to a number of wider considerations that 
should be noted. First, the approach assumes that the community loses production if 
the institutional-based programme removes patients from employment. However, it 
may be that, given a pool of unemployed labour, the jobs vacated by patients admitted 
to institutional care would be filled by other members of the community. If this were 
the case there may be few overall production gains from adopting the community care 
programme. Second, the community care programme imposes additional costs on the 
health care budget which, assuming it is fixed, will displace other activities. This will 
be expected to have negative health consequences in other types of patients and can be 
reflected in the cost-effectiveness threshold (see Chapter 4). Furthermore, these oppor-
tunity costs may include productivity effects which also need to be factored in. In other 
words, if productivity effects are important with respect to a new programme, they are 
also important in terms of opportunity costs.
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It may be that, at some later stage, the cost-effectiveness estimates obtained in this 
study are compared with those obtained in other fields of health care, say a community 
care programme for people with learning difficulties or for elderly people. Because the 
patients benefiting from these programmes are unlikely to be in employment, there is 
less potential for production gains. This would make the community care programme 
for mental illness patients seem relatively inexpensive in terms of net cost, particu-
larly if it were for workers earning high incomes, such as business executives, psy-
chiatrists, or, dare we say, economists! Thus, in making a choice on the basis of net 
cost-effectiveness  estimates, decision-makers may be tacitly accepting priorities dif-
ferent from their stated ones—if these are for the care of elderly people or those with 
learning difficulties.

7.3.2 Estimating productivity costs
There are at least four concerns about the inclusion of productivity changes in evalu-
ations undertaken from the broader ‘societal’ perspective. The first concern is related 
to the estimation of changes in productivity. As mentioned above, these are typically 
estimates using the gross earnings (including employment overheads and benefits) of 
those in employment. (In the literature, this is known as the human capital approach.) 
Also, some studies impute an equivalent value for those not in paid employment (e.g. 
homemakers) by one of a number of methods. These include the use of average wages, 
the cost of replacing the role fulfilled by the individual, or the opportunity cost of the 
production they could have contributed were they not at home.

However, it is frequently argued that these valuations overestimate the true cost to soci-
ety if individuals were to be taken out of the workforce, either through illness or to receive 
health care. For example, for short-term absences, losses in production could be compen-
sated for by the worker on their return to work, or by colleagues. Also, for many categor-
ies of worker the value of the productivity lost at the margin is likely to be lower than the 
average wage, on the grounds that all jobs contain tasks that are more or less important, 
and it is the less important ones that are usually forgone as a result of a short period of ab-
sence. Finally, for long-term absences the employer is likely to hire a replacement worker. 
Therefore, the amount of productivity lost depends on the time and cost of organizing 
the replacement, and the resulting adjustments in the economy more generally. That is, if 
the President gets sick, sooner or later one person will be removed from the ranks of the 
unemployed!

We should note that many of these points arose in the context of the valuation of 
health care costs above. Namely, it was argued that costs or savings at the margin may 
not be reflected by average costs, and that there are frequently costs or inefficiencies as-
sociated with changes in resource allocation. For example, the closure of a large mental 
illness institution cannot take place overnight and there may be times during the clos-
ure process when wards are underoccupied.

In the context of productivity losses, Koopmanschap et al. (1995) have proposed 
that these should be estimated by the friction cost method. The basic idea is that the 
amount of production lost due to disease depends on the time span organizations need 
to restore the initial production level. This friction period is likely to differ by location, 
industry, firm, and category of worker. For example, it may only take half a day to train 
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a replacement hamburger server for a fast-food chain, but at least two days to train a 
replacement health economist!

The challenge is therefore to estimate the relevant friction periods and some calcula-
tions have been made for the Netherlands (Koopmanschap et al. 1995; Koopmanschap 
and Rutten 1996). These give estimates of lost production much lower than those ob-
tained from traditional methods, such as the human capital approach (see Table 7.5). 
Also, Goeree et al. (1999) compared the human capital and friction cost approaches in 
estimating the productivity costs due to premature mortality from schizophrenia in 
Canada. The estimates using the human capital approach were 69 times higher than 
those obtained using the friction cost approach. In a sample of 40 studies, Pritchard 
and Sculpher (2000) found that the vast majority (26 out of 40) had estimated prod-
uctivity costs using the human capital method, whereas only 7 had used the friction 
cost method. However, irrespective of the chosen approach, questionnaires have been 
developed to estimate productivity changes more precisely (e.g. Reilly et al. 1993; van 
Roijen et al. 1996).

A further measurement complication is that productivity may be lost even though 
the worker remains at work. This is often called ‘presenteeism’ and has been argued to 
be a major proportion of the productivity lost through mood disorders. Several ques-
tionnaires have been developed to estimate the productivity losses associated with 
presenteeism, but this issue remains controversial (Despiegel et al. 2012).

The second concern relates to double counting, especially in relation to productivity 
gains. If the value of improved health estimated in a given study already includes the 
value of the increased productivity that would result, then it would not be appropriate 
to include an additional estimate of the value of this item. This is most likely to be a 
problem in the case of the two forms of evaluation yet to be discussed, cost–utility and 
cost–benefit analysis. Here health state scenarios are presented to individuals for valu-
ation, either in utility or monetary terms. Unless specifically told to ignore the impact 
that return to work would have on their income, respondents may factor this into their 
response.

This was a concern of the Public Health Service Panel on Cost-effectiveness in 
Health and Medicine (Gold et al. 1996). The panel’s recommendation that the impact 

Table 7.5 Human capital versus friction costs: Netherlands (1988, billions of guilders)

Cost category Human capital Friction costs

Absence from work 23.8 9.2

Disability 49.1 0.15

Mortality 8.0 0.15

Total 89.9 9.5

Percentage of net national 
income

18% 2.1%

Reprinted from Journal of Health Economics, Volume 14, Issue 2, Koopmanschap, M.A., et al., The friction 
cost method for measuring indirect costs of disease, pp. 171–89, Copyright © 1995, with permission from 
Elsevier, <http://www.sciencedirect.com/science/journal/01676296>.
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of productivity gains was best captured in the denominator of the cost-effectiveness 
ratio gave rise to a lively debate (Brouwer et al. 1997a; Weinstein et al. 1997). In the final 
exchange in the debate, Brouwer et al. (1997b) argued that, even if individuals did con-
sider income when assessing the value to them of improved health, individual income 
may only have a weak link with production change, particularly in settings where indi-
viduals have protection against loss of income (e.g. through sickness benefit payments) 
or where they experience reduced productivity while remaining at work.

Whether or not respondents take account of productivity effects in their valuations 
of health states is still a matter for debate. Some instruments for valuing health states 
explicitly ask respondents not to take into account the impact on ability to work, by 
asking them to imagine that their income would be protected by unemployment insur-
ance. However, many instruments are silent on this matter. Tilling et al. (2010) argue 
that avoiding mentioning income effects in health state valuations may induce a minor-
ity of respondents to include them, but the impacts on the QALY estimates are minor. 
In a further study, where respondents used the time trade-off method to value EQ-5D 
states, explicit inclusion or exclusion of income effects had little impact on the health 
state valuations (Tilling et al. 2012).

Therefore the best approach would be to estimate the value of improved health while 
asking individuals to ignore income effects and then to estimate productivity changes 
separately, for inclusion in the numerator of the cost-effectiveness ratio. See Currie et 
al. (2002) and Sculpher (2001) for more discussion of the double counting issue and the 
estimation of productivity changes.

The third concern relates to the issue of objectives and perspective in the use of 
economic evaluation. For example, an analyst following the extra-welfarist approach 
(see Chapters 2 and 4) would argue that when the measure of benefit in an economic 
evaluation is health specific (e.g. life-years gained, or QALYs gained), the opportun-
ity cost of scarce health care resources is defined in terms only of health forgone. It 
then follows that the opportunity cost of interest in the context of cost-effectiveness 
analysis or cost–utility analysis is determined by the best alternative use of small 
increases to total health care budgets and not opportunity costs elsewhere in the 
economy. It would thus not be relevant to include productivity changes, or indeed 
other non-health care costs such as patients’ time, volunteer time, and costs falling 
on other agencies.

The fourth concern is the one hinted at in the discussion of the mental health pro-
grammes above; namely that the inclusion of productivity changes in an evaluation 
raises equity considerations. This takes us back to the different perspectives on the role 
of economic evaluation in health care, as discussed in Chapter 2. As mentioned in the 
discussion of non-health care costs in future years (above), the extent to which prod-
uctivity changes are included in the analysis may depend on the view one takes about 
equity. Olsen and Richardson (1999) argue that the value of productivity effects may 
be included to the extent that it results in increased resources being made available for 
health care.

Other ways the problem might be alleviated are:
◆ expressing productivity changes as the number of days of work or normal activity 

lost or gained, rather than the monetary amount
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◆ using a general wage rate to value productivity changes, rather than the actual 
wages of individuals affected by the health programme being evaluated.

Given the controversy surrounding the inclusion and estimation of productivity 
changes, we would suggest the following approach.
1 Report productivity changes separately so that the decision-maker can make a de-

cision on whether or not to include them.
2 Report the quantities (in days of work, or normal activity lost or gained) separately 

from the prices (e.g. earnings) used to value the quantities. (This mirrors the rec-
ommendation made earlier for costing.)

3 Consider whether earnings adequately reflect the value of lost production at the 
margin and whether an approach based on the adjustments necessary to restore 
productivity (e.g. the friction approach) would be more valid.

4 Pay attention to the equity implications of the inclusion of productivity changes, 
and, where equity concerns are important, continue to conduct the base-case ana-
lysis using the actual estimates of the impact of the programme; but also consider 
a sensitivity analysis to explore the impact of using more equitable estimates, for 
example, a general wage rate rather than age-, gender-, or disease-specific rates.

5 Consider whether the inclusion of productivity changes represents double count-
ing. (As indicated above, this is particularly pertinent when undertaking a cost–
utility or cost–benefit analysis, but less likely when the effectiveness measure does 
not incorporate any valuation of the health consequences.)

6 Take account of any official guidelines for conducting economic evaluation exist-
ing in the jurisdiction concerned.

7.4 Exercise: costing alternative radiotherapy treatments

7.4.1 The task
A clinical trial is being carried out comparing two forms of radiotherapy for patients 
with head and neck cancer and carcinoma of the bronchus. Patients receiving con-
ventional therapy are treated once per day, 5 days per week, for about 6 weeks. They 
normally travel to a hospital-based radiotherapy centre daily to receive care. Patients 
receiving continuous hyperfractionated accelerated radiotherapy (CHART) are treated 
three times on each of 12 consecutive days, including the weekend. Because of the in-
tensity and frequency of treatment, patients normally stay in hospital during therapy, 
either in a regular hospital ward or in a hostel owned by the hospital.

The different treatment regimens obviously give rise to different costs. However, in 
addition, there may be differences in the period following treatment for the following 
reasons:
◆ The higher intensity of the CHART regimen might give rise to more side effects, 

and hence a greater need for community care after hospital discharge.
◆ The CHART regimen might give better tumour control, thereby slowing down the 

progression of the disease.
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◆ CHART might reduce the extent of late radiation changes, and a lower incidence 
of necrosis may also reduce the need for salvage surgery.

The clinical trial will provide an opportunity to gather data on the use of resources by 
patients in the two treatment groups. You are asked to:
◆ identify which categories of resource you feel it would be important to assess
◆ indicate how you might measure the use of these resources in physical units
◆ say how you might value the resource consumption in money terms.

7.4.2 Identification of resource categories
Resource use can be considered under the broad headings outlined in Chapters 2 and 
3. (See Table 7.6.)

7.4.3 Measurement of resource use
The fact that a clinical trial is taking place greatly increases the opportunity  
for accurate data collection, as case report forms are completed for patients en-
rolled in the trial. Normally these record data on clinical events, but they can be 
modified to include resource use, such as number and type of investigations, and 
date of hospital admission and discharge. Also, the fact that patients are enrolled 
in a trial provides the opportunity to interview them about resource use in com-
munity care, time taken to travel to hospital, and personal expenditure. They can 
also be given diary cards to record expenditure or time spent by relatives in home 
nursing.

In the absence of a trial the two major sources of data on resource use are routine 
statistics kept at the hospital or by other agencies, and patients’ case notes (charts). The 
quality of these records varies by agency, and data are usually more comprehensive at 
the main place (clinic) where the patient is being treated. In addition, there are no rou-
tine records for patient and family resource use.

Turning to the specific resource items identified above, we might expect to record 
quantities used as outlined in Table 7.7.

Table 7.6 Categories of resource use

Health care resource use Categories

Hospital resources Radiotherapy, bed days, outpatient 
attendances, overheads

Community care resources GP visits, nurse visits (types of nurse will vary by 
country or setting), ambulance or hospital car

Patient and family resource use Patients’ time, time of relatives, out-of-pocket 
expenses for transport (public or private)

Resource use in other sectors Social worker visits, home help (homemaker) 
visits
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Table 7.7 Measurements of resource quantities

Item Possible measurements

(a) Hospital care

Radiotherapy The number of treatment sessions could be recorded, 
possibly differentiating by length of session and 
time of day (e.g. normal working hours, after hours, 
weekends)

Bed days The number of bed days could be recorded, 
differentiating by type of hospital ward

Outpatient attendances The number of attendances could be recorded

Overheads These would probably be related to the number of bed 
days or other suitable resource item

(b) Community care

GP visits The number could be ascertained, either by asking 
patients, or by consulting the GP. It may make sense 
to differentiate between home visits and visits to the 
GP’s office

Nurse visits The number could be recorded as for GP visits above. 
The purpose of the nurse visit and type of nurse (e.g. 
general nurse, specialist cancer nurse) would be 
recorded

Ambulance and hospital car The number and length of trips could be recorded. 
Length of trip could be ascertained from the patient’s 
place of residence

(c) Patient and family resources

Patients’ time The time taken in seeking and receiving care could be 
estimated by asking the patient. Time off work could 
be estimated separately

Relatives’ time Relatives could spend time in home nursing and 
in accompanying patients to hospital. It could be 
estimated as for patients’ time above

Out-of-pocket expenses Some may be estimated directly in money terms (e.g. 
bus fares). Others may be estimated by asking patients 
(e.g. distance travelled in private car)

(d) Resources in other sectors

Social worker and home help visits These would be estimated in a similar way to nurse 
visits above

GP, general practitioner (family doctor).
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7.4.4 Valuation of resource items
It is extremely difficult to give general advice on this because it is so dependent on the 
availability of local financial data. In some settings, such as the United States, there 
may be data on hospital billings or charges. In other settings, detailed costing studies 
would be necessary. As mentioned elsewhere in this chapter, when using charge data 
it is important to:

◆ investigate the relationship between charges and costs
◆ record physical quantities as well as charges, so as to facilitate generalization of 

study results to other settings.

The general strategies for costing, ranging from the use of average costs (or per 
diems) to micro-costing, are outlined in Box 7.4. The skill in costing is to match the 
level of precision (and effort) to the importance (in quantitative terms) of the cost item. 
Turning to the specific resource items measured above, we might expect to value them 
as follows.

7.4.4.1 Hospital care

Radiotherapy treatment sessions In some settings there may be charge data, or 
average cost figures, for radiotherapy sessions. However, even if these exist, which is 
unlikely in many locations, they may not differentiate by type of session (e.g. normal 
hours, out-of-hours, or weekend). This distinction is critical to understanding the rela-
tive costs of conventional radiotherapy and CHART. Therefore, it is likely that micro-
costing would be required.

In micro-costing the approach would be to derive the cost of a treatment ses-
sion from its component parts, namely consultant (medical) time, radiographer 
time, medical physics time, consumables, equipment, buildings, and departmental 
overheads. Some survey work may be required, plus data from the hospital finance 
department on staff salaries, overtime allowances, and equipment prices. Costing 
of equipment and buildings will require assumptions to be made about useful life 
and resale value. It would be necessary to express these costs first as equivalent an-
nual costs (see the methods outlined in Section 7.2) and then to apportion them 
to individual treatment sessions. Judgements would also need to be made about 
which components of hospital overheads (e.g. cleaning, building maintenance, or 
administration) are most appropriately allocated to departments and the allocation 
basis (e.g. square metres, cubic metres, number of staff, and so on). Some elements 
of overhead may be better allocated on the basis of in-patient days or number of 
patients.

Bed days It may be possible to use the average daily costs (or per diems) for different 
types of wards, including hostel wards. However, these may be considered too impre-
cise, in which case micro-costing might be undertaken. This would derive a daily cost 
for a particular category of ward by considering nurse staffing levels, medical (consult-
ant) input, and overheads.

Because hostel wards may not feature in the standard hospital accounts, micro- 
costing may be required for these: for example, they may be slightly off site or rely 
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partly on staffing by volunteers. An opportunity cost for volunteer time may have to be 
imputed. In costing hospital beds it may be decided to make an allowance for the fact 
that there is usually less than 100% occupancy.

Outpatient attendances There may be an average cost or charge available for an out-
patient visit, although this may not differentiate between oncology and other clinical 
specialties. Depending on the quantitative importance of this item, micro-costing may 
be undertaken.

Overheads As mentioned above, these could be allocated to the radiotherapy treat-
ments, to outpatient attendances, or to hospital bed days, depending on the over-
head item.

7.4.4.2 Community care

General practitioner visits Data may be available on physician fees for various types 
of visit (e.g. general assessment, home visit, etc.). Alternatively, there may be na-
tionally available data on the average costs of various general practitioner services. 
Failing this, micro-costing may be required. This would calculate the cost of practi-
tioners’ time (per minute or per hour) and add the cost of travel for home visits. Drug 
costs would also need to be considered.

Nurse visits The agencies providing the nurses may have data on the average cost of 
a visit. This may even distinguish between various types of visit. Failing this, micro-
costing  would have to be employed, taking into account nursing salaries, length of vis-
its, travel time, and nurses’ time spent in general administration. There may also be 
some consumables to be accounted for in the cost of nurse visits.

Ambulance and hospital car Estimates may be available for the average cost per mile 
travelled. This could be combined with data on the distances involved to generate total 
costs.

7.4.4.3 Patient and family resources

Patients’ time If the time was taken from work time, the gross salary (including em-
ployment benefits) could be used. Different assumptions could be made about the op-
portunity cost of leisure time.

Relatives’ time In general the valuation of this raises the same issues as the valuation 
of patients’ time. The valuation of time spent in informal nursing care is complicated 
because the relative may also be able to carry out other tasks at the same time.

Out-of-pocket expenses In general, the financial expenditures made (e.g. public 
transport, hospital car parking charges) would suffice. However, for some items, such 
as use of one’s private car, the expenditures (say) on fuel would underestimate the true 
cost. Motoring organizations can often provide data on the cost (per mile or kilometre) 
of running a car.

Finally, a few rare events, such as hospital admission for particular types of surgery, 
may be handled separately. Depending on how quantitatively important they seem, 



COST ANALYSIS 255

case-mix group costs or disease-specific per diems may suffice. Alternatively, micro-
costing may be undertaken.

7.5 Concluding remarks
Cost analysis is a central feature of all economic evaluations, but it has received rela-
tively little attention from analysts to date. Two reviews of the literature (Graves et al. 
2002; Halliday and Darba 2003) have commented on the inadequacies of current prac-
tice. Deficiencies exist in the specification of the study perspective, the estimation of 
both quantities and prices, and even the identification of the year(s) to which costs 
apply. Therefore, users of economic evaluations would be wise to subject the costing 
methods to a fair degree of scrutiny. In particular they should be suspicious of any 
study that does not clearly state separately the sources and methods of estimating the 
quantities and prices used in the calculation of costs.
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Annex 7.1 Tutorial on methods of measuring  
and valuing capital costs
The examples given here should help to clarify the treatment of capital costs.

As a first note, we need to distinguish two classes of ‘capital’—land and equip-
ment. This is an important consideration, because in costing exercises we assume 
land does not depreciate, while of course capital equipment does. We can think of 
there being a continuum along which materials and supplies depreciate or are used 
up instantaneously and so are costed fully in the year of use; capital equipment 
depreciates more slowly and may be handled in a variety of ways; land does not 
depreciate at all.

As a second note, recall that capital equipment costs have three components— 
depreciation, opportunity cost, and actual operating costs. We will ignore the last of 
these here.
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First, consider equipment, and let us use an example of a machine costing $200 000 
that, at the end of 5 years, has a resale value of $20 000. Assume straight-line depreci-
ation and a discount rate of 4%. There are, then, four approaches to costing:
1 We can assume all costs accrue at time 0. This amounts to treating the equipment 

as one would less durable materials and supplies (Table A7.1.1). Alternatively, but 
equivalently, one can treat the machine as instantaneously depreciating,  
except for the $20 000 resale value, which then is maintained through the 5 years 
(Table A7.1.2).

2 We can compute depreciation and opportunity costs separately. They are related in 
that the opportunity cost of equipment refers to the use of the resources embodied in 
the equipment, in their next best use—this is ‘approximated’ by calculating the re-
turn on the funds implicit in the undepreciated value of the equipment at each point 
in time. Hence, the higher the rate of depreciation, the lower the opportunity cost, 
all else equal. Again, one has the choice of building the $20 000 resale in at the end, 
or just depreciating less of the machine. It works out the same (Tables A7.1.3 and 
A7.1.4).

3 We can compute an equivalent annual cost (E). This may be useful in a situ-
ation where other operating costs are the same each year, making necessary the 

Table A.7.1.1 Costs all assumed to occur at time zero

Time 0 1 2 3 4 5

Depreciation 200 000 0 0 0 0 (20 000)

Undepreciated balance at beginning of period 0 0 0 0 0

Opportunity cost 0 0 0 0 0

Depreciation + opportunity cost 200 000 0 0 0 0 (20 000)

Present value (PV) 200 000 0 0 0 0 (16 439)

Net present value (NPV) of equipment cost = $183 561

Table A7.1.2 Machine instantaneously depreciates

Time 0 1 2 3 4 5

Depreciation 180 000 — — — — —

Undepreciated balance  
at beginning of period

20 000 20 000 20 000 20 000 20 000

Opportunity cost 800 800 800 800 800

Depreciation  
+ opportunity cost

800 800 800 800 800

PV 180 000 769 740 711 684 658

NPV of equipment cost = $183 562
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comparison of only a single year of cost data for each alternative in the economic 
evaluation:

ENPV AF . %5 4= ×

  where AF5.4% is the annuity factor for 5 years at an interest rate of 4% (see Table 
A7.2.2 in Annex 7.2);

  .   .E E$ $183 562 4 4518 41 233= × → =

  In other words, an equal stream of costs amounting to $41 233 in each of the  
5 years of the programme has a present value equivalent to any of the unequal cost 
streams in (1) or (2) above. Note, therefore, that the equivalent annual cost em-
bodies both depreciation and opportunity cost.

Table A7.1.4 Computing depreciation and opportunity costs separately (resale value  
at end)

Time 1 2 3 4 5

Depreciation 40 000 40 000 40 000 40 000 20 000

Undepreciated balance  
at beginning of period

200 000 160 000 120 000 80 000 40 000

Opportunity cost 8 000 6 400 4 800 3 200 1 600

Depreciation  
+ opportunity cost

48 000 46 400 44 800 43 200 21 600

PV 46 154 42 899 39 827 36 928 17 754

NPV of equipment cost = $183 562

Table A7.1.3 Computing depreciation and opportunity costs separately

Time 1 2 3 4 5

Depreciation 36 000 36 000 36 000 36 000 36 000

Undepreciated balance  
at beginning of period

200 000 164 000 128 000 92 000 56 000

Opportunity cost 8000 6 560 5 120 3 680 2240

Depreciation  
+ opportunity cost

44 000 42 560 41 120 39 680 38 240

PV 42 308 39 349 36 556 33 919 31 430

NPV of equipment cost = $183 562
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4 We can use equivalent or actual rental costs, if available or estimable. Note that be-
cause the renter will need to recover not only depreciation of the rental equipment 
but also a rate of return at least as good as that from the next best use of the re-
source, one can take rental cost to embody both depreciation and opportunity cost.

Second, the treatment of land is quite different because of the lack of depreciation. A 
land purchase of $200 000 at time 0 would generate the cost time stream shown in Table 
A7.1.5. Converted to an equivalent annual cost:

NPV = E × AF5.4%

$35 613 = E × 4.4518
It comes as no particular surprise that E = $8000!

Acknowledgement
Examples in Annex 7.1 reproduced courtesy of Morris Barer, University of British 
 Columbia, Canada. We are indebted to Morris Barer for producing these examples, 
which should clarify the treatment of capital costs.

Table A7.1.5 Cost stream for a land purchase of $200 000 at time zero

Time 1 2 3 4 5

Depreciation — — — — —

Undepreciated balance at  
beginning of period

200 000 200 000 200 000 200 000 200 000

Opportunity cost 8 000 8 000 8 000 8 000 8 000

Depreciation  
+ opportunity cost

8 000 8 000 8 000 8 000 8 000

PV 7 692 7 396 7 112 6 838 6 575

NPV = $35 613
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Table A7.2.1 Present value of $1

N 1% 2% 3% 4% 5% 6% 7% 8% 9% 10% 11% 12% 13% 14% 15%

1 0.9901 0.9804 0.9709 0.9615 0.9524 0.9434 0.9346 0.9259 0.9174 0.9091 0.9009 0.8929 0.8850 0.8772 0.8696

2 0.9803 0.9612 0.9426 0.9246 0.9070 0.8900 0.8734 0.8573 0.8417 0.8264 0.8116 0.7972 0.7831 0.7695 0.7561

3 0.9706 0.9423 0.9151 0.8890 0.8638 0.8396 0.8163 0.7938 0.7722 0.7513 0.7312 0.7118 0.6931 0.6750 0.6575

4 0.9610 0.9238 0.8885 0.8548 0.8227 0.7921 0.7629 0.7350 0.7084 0.6830 0.6587 0.6355 0.6133 0.5921 0.5718

5 0.9515 0.9057 0.8626 0.8219 0.7835 0.7473 0.7130 0.6806 0.6499 0.6209 0.5935 0.5674 0.5428 0.5194 0.4972

6 0.9420 0.8880 0.8375 0.7903 0.7462 0.7050 0.6663 0.6302 0.5963 0.5645 0.5346 0.5066 0.4803 0.4556 0.4323

7 0.9327 0.8706 0.8131 0.7599 0.7107 0.6651 0.6227 0.5835 0.5470 0.5132 0.4817 0.4523 0.4251 0.3996 0.3759

8 0.9235 0.8535 0.7894 0.7307 0.6768 0.6274 0.5820 0.5403 0.5019 0.4665 0.4339 0.4039 0.3762 0.3506 0.3269

9 0.9143 0.8368 0.7664 0.7026 0.6446 0.5919 0.5439 0.5002 0.4604 0.4241 0.3909 0.3606 0.3329 0.3075 0.2843

10 0.9053 0.8203 0.7441 0.6756 0.6139 0.5584 0.5083 0.4632 0.4224 0.3855 0.3522 0.3220 0.2946 0.2697 0.2472

11 0.8963 0.8043 0.7224 0.6496 0.5847 0.5268 0.4751 0.4289 0.3875 0.3505 0.3173 0.2875 0.2607 0.2366 0.2149

12 0.8874 0.7885 0.7014 0.6246 0.5568 0.4970 0.4440 0.3971 0.3555 0.3186 0.2858 0.2567 0.2307 0.2076 0.1869

13 0.8787 0.7730 0.6810 0.6006 0.5303 0.4688 0.4150 0.3677 0.3262 0.2897 0.2575 0.2292 0.2042 0.1821 0.1625

14 0.8700 0.7579 0.6611 0.5775 0.5051 0.4423 0.3878 0.3405 0.2992 0.2633 0.2320 0.2046 0.1807 0.1597 0.1413

15 0.8613 0.7430 0.6419 0.5553 0.4810 0.4173 0.3624 0.3152 0.2745 0.2394 0.2090 0.1827 0.1599 0.1401 0.1229

16 0.8528 0.7284 0.6232 0.5339 0.4581 0.3936 0.3387 0.2919 0.2519 0.2176 0.1883 0.1631 0.1415 0.1229 0.1069

17 0.8444 0.7142 0.6050 0.5134 0.4363 0.3714 0.3166 0.2703 0.2311 0.1978 0.1696 0.1456 0.1252 0.1078 0.0929

Annex 7.2 Discount tables
This annex contains discount tables for the present value of $1 (Table A7.2.1) and the present value of annuity of $1 in arrears (Table A7.2.2).
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N 1% 2% 3% 4% 5% 6% 7% 8% 9% 10% 11% 12% 13% 14% 15%

18 0.8360 0.7002 0.5874 0.4936 0.4155 0.3503 0.2959 0.2502 0.2120 0.1799 0.1528 0.1300 0.1108 0.0946 0.0808

19 0.8277 0.6864 0.5703 0.4746 0.3957 0.3305 0.2765 0.2317 0.1945 0.1635 0.1377 0.1161 0.0981 0.0829 0.0703

20 0.8195 0.6730 0.5537 0.4564 0.3769 0.3118 0.2584 0.2145 0.1784 0.1486 0.1240 0.1037 0.0868 0.0728 0.0611

21 0.8114 0.6598 0.5375 0.4388 0.3589 0.2942 0.2415 0.1987 0.1637 0.1351 0.1117 0.0926 0.0768 0.0638 0.0531

22 0.8034 0.6468 0.5219 0.4220 0.3418 0.2775 0.2257 0.1839 0.1502 0.1228 0.1007 0.0826 0.0680 0.0560 0.0462

23 0.7954 0.6342 0.5067 0.4057 0.3256 0.2618 0.2109 0.1703 0.1378 0.1117 0.0907 0.0738 0.0601 0.0491 0.0402

24 0.7876 0.6217 0.4919 0.3901 0.3101 0.2470 0.1971 0.1577 0.1264 0.1015 0.0817 0.0659 0.0532 0.0431 0.0349

25 0.7798 0.6095 0.4776 0.3751 0.2953 0.2330 0.1842 0.1460 0.1160 0.0923 0.0736 0.0588 0.0471 0.0378 0.0304

26 0.7720 0.5976 0.4637 0.3607 0.2812 0.2198 0.1722 0.1352 0.1064 0.0839 0.0663 0.0525 0.0417 0.0331 0.0264

27 0.7644 0.5859 0.4502 0.3468 0.2678 0.2074 0.1609 0.1252 0.0976 0.0763 0.0597 0.0469 0.0369 0.0291 0.0230

28 0.7568 0.5744 0.4371 0.3335 0.2551 0.1956 0.1504 0.1159 0.0895 0.0693 0.0538 0.0419 0.0326 0.0255 0.0200

29 0.7493 0.5631 0.4243 0.3207 0.2429 0.1846 0.1406 0.1073 0.0822 0.0630 0.0485 0.0374 0.0289 0.0224 0.0174

30 0.7419 0.5521 0.4120 0.3083 0.2314 0.1741 0.1314 0.0994 0.0754 0.0573 0.0437 0.0334 0.0256 0.0196 0.0151

35 0.7059 0.5000 0.3554 0.2534 0.1813 0.1301 0.0937 0.0676 0.0490 0.0356 0.0259 0.0189 0.0139 0.0102 0.0075

40 0.6717 0.4529 0.3066 0.2083 0.1420 0.0972 0.0668 0.0460 0.0318 0.0221 0.0154 0.0107 0.0075 0.0053 0.0037

45 0.6391 0.4102 0.2644 0.1712 0.1113 0.0727 0.0476 0.0313 0.0207 0.0137 0.0091 0.0061 0.0041 0.0027 0.0019

50 0.6080 0.3715 0.2281 0.1407 0.0872 0.0543 0.0339 0.0213 0.0134 0.0085 0.0054 0.0035 0.0022 0.0014 0.0009

Table A7.2.1 (continued) Present value of $1
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Table A7.2.2 Present value of annuity of $1 in arrears

N 1% 2% 3% 4% 5% 6% 7% 8% 9% 10% 11% 12% 13% 14% 15%

1 0.9901 0.9804 0.9709 0.9615 0.9524 0.9434 0.9346 0.9259 0.9174 0.9091 0.9009 0.8929 0.8850 0.8772 0.8696

2 1.9704 1.9416 1.9135 1.8861 1.8594 1.8334 1.8080 1.7833 1.7591 1.7335 1.7125 1.6901 1.6681 1.6467 1.6257

3 2.9410 2.8839 2.8286 2.7751 2.7232 2.6730 2.6243 2.5771 2.5313 2.4869 2.4437 2.4018 2.3612 2.3216 2.2832

4 3.9020 3.8077 3.7171 3.6299 3.5460 3.4651 3.3872 3.3121 3.2397 3.1699 3.1024 3.0373 2.9745 2.9137 2.8550

5 4.8534 4.7135 4.5797 4.4518 4.3295 4.2124 4.1002 3.9927 3.8897 3.7908 3.6959 3.6048 3.5172 3.4331 3.3522

6 5.7955 5.6014 5.4172 5.2421 5.0757 4.9173 4.7665 4.6229 4.4859 4.3553 4.2305 4.1114 3.9975 3.8887 3.7845

7 6.7282 6.4720 6.2303 6.0021 5.7864 5.5824 5.3893 5.2064 5.0330 4.8684 4.7122 4.5638 4.4226 4.2883 4.1604

8 7.6517 7.3255 7.0197 6.7327 6.4632 6.2098 5.9713 5.7466 5.5348 5.3349 5.1461 4.9676 4.7988 4.6389 4.4873

9 8.5660 8.1622 7.7861 7.4353 7.1078 6.8017 6.5152 6.2469 5.9952 5.7590 5.5370 5.3282 5.1317 4.9464 4.7716

10 9.4713 8.9826 8.5302 8.1109 7.7217 7.3601 7.0236 6.7101 6.4177 6.1446 5.8892 5.6502 5.4262 5.2161 5.0188

11 10.3676 9.7868 9.2526 8.7605 8.3064 7.8869 7.4987 7.1390 6.8052 6.4951 6.2065 5.9377 5.6869 5.4527 5.2337

12 11.2551 10.5753 9.9540 9.3851 8.8633 8.3838 7.9427 7.5361 7.1607 6.8137 6.4924 6.1944 5.9176 5.6603 5.4206

13 12.1337 11.3484 10.6350 9.9856 9.3936 8.8527 8.3577 7.9038 7.4869 7.1034 6.7499 6.4235 6.1218 5.8424 5.5831

14 13.0037 12.1062 11.2961 10.5631 9.8986 9.2950 8.7455 8.2442 7.7862 7.3667 6.9819 6.6282 6.3025 6.0021 5.7245

15 13.8651 12.8493 11.9379 11.1184 10.3797 9.7122 9.1079 8.5595 8.0607 7.6061 7.1909 6.8109 6.4624 6.1422 5.8474

16 14.7179 13.5777 12.5611 11.6523 10.8378 10.1059 9.4466 8.8514 8.3126 7.8237 7.3792 6.9740 6.6039 6.2651 5.9542

17 15.5623 14.2919 13.1661 12.1657 11.2741 10.4773 9.7632 9.1216 8.5436 8.0216 7.5488 7.1196 6.7291 6.3729 6.0472

18 16.3983 14.9920 13.7535 12.6593 11.6896 10.8276 10.0591 9.3719 8.7556 8.2014 7.7016 7.2497 6.8399 6.4674 6.1280

19 17.2260 15.6785 14.3238 13.1339 12.0853 11.1581 10.3356 9.6036 8.9501 8.3649 7.8393 7.3658 6.9380 6.5504 6.1982
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N 1% 2% 3% 4% 5% 6% 7% 8% 9% 10% 11% 12% 13% 14% 15%

20 18.0456 16.3514 14.8775 13.5903 12.4622 11.4699 10.5940 9.8181 9.1285 8.5135 7.9633 7.4694 7.0248 6.6231 6.2593

21 18.8570 17.0112 15.4150 14.0292 12.8212 11.7641 10.8355 10.0168 9.2922 8.6487 8.0751 7.5620 7.1016 6.6870 6.3125

22 19.6604 17.6580 15.9369 14.4511 13.1630 12.0416 11.0612 10.2007 9.4424 8.7715 8.1757 7.6446 7.1695 6.7429 6.3587

23 20.4558 18.2922 16.4436 14.8565 13.4886 12.3034 11.2722 10.3711 9.5802 8.8832 8.2664 7.7184 7.2297 6.7921 6.3988

24 21.2434 18.9139 16.9355 15.2470 13.7986 12.5504 11.4693 10.5288 9.7066 8.9847 8.3481 7.7843 7.2829 6.8351 6.4338

25 22.0232 19.5235 17.4131 15.6221 14.0939 12.7834 11.6536 10.6748 9.8226 9.0770 8.4217 7.8431 7.3300 6.8729 6.4641

26 22.7952 20.1210 17.8768 15.9828 14.3752 13.0032 11.8258 10.8100 9.9290 9.1609 8.4881 7.8957 7.3717 6.9061 6.4906

27 23.5596 20.7069 18.3270 16.3296 14.6430 13.2105 11.9867 10.9352 10.0266 9.2372 8.5478 7.9426 7.4086 6.9352 6.5135

28 24.3164 21.2813 18.7641 16.6631 14.8981 13.4062 12.1371 11.0511 10.1161 9.3066 8.6016 7.9844 7.4412 6.9607 6.5335

29 25.0658 21.8444 19.1885 16.9837 15.1411 13.5907 12.2777 11.1584 10.1983 9.3696 8.6501 8.0218 7.4701 6.9830 6.5509

30 25.8077 22.3965 19.6004 17.2920 15.3725 13.7648 12.4090 11.2578 10.2737 9.4269 8.6938 8.0552 7.4957 7.0027 6.5660

35 29.4086 24.9986 21.4872 18.6646 16.3742 14.4982 12.9477 11.6546 10.5668 9.6442 8.8552 8.1755 7.5856 7.0700 6.6166

40 32.8347 27.3555 23.1148 19.7928 17.1591 15.0463 13.3317 11.9246 10.7574 9.7791 8.9511 8.2438 7.6344 7.1050 6.6418

45 36.0945 29.4902 24.5187 20.7200 17.7741 15.4558 13.6055 12.1084 10.8812 9.8628 9.0079 8.2825 7.6690 7.1232 6.6543

50 39.1961 31.4236 25.7298 21.4822 18.2559 15.7619 13.8007 12.2335 10.9617 9.9148 9.0417 8.3045 7.6752 7.1327 6.6605

Table A7.2.2 (continued) Present value of annuity of $1 in arrears





Chapter 8

Using clinical studies as vehicles 
for economic evaluation

8.1 Introduction to vehicles for economic evaluation
There is a long history of using a single clinical study as the basis or vehicle for under-
taking an economic evaluation. That is, the study provides all sources of data and a 
framework for the overall evaluation. This approach to economic evaluation is in con-
trast to the use of decision-analytic modelling which is covered in detail in Chapter 9. 
Increasingly, however, data from effectiveness studies (at the level of the individual 
patient) are used to estimate inputs for (to parametrize) decision models, a topic dis-
cussed in Chapter 10.

The main focus of this chapter is the use of the single clinical (or effectiveness) study 
as the main means of delivering an economic evaluation. Particular issues relate to 
the design of such studies, and to the statistical analysis of clinical and economic data 
which are collected. The chapter also discusses some general issues with clinical (or ef-
fectiveness) studies which are relevant to all types of economic evaluation.

8.2 Alternative vehicles for economic evaluation

8.2.1 The randomized controlled trial

8.2.1.1 Internal validity versus generalizability
The randomized controlled trial (RCT) is a widely used study design to measure the 
effectiveness of health care interventions. Its value is seen as coming primarily as a 
source of ‘internal validity’. This concept is worth looking at in more detail. Figure 8.1 
shows three panels characterizing issues relating to the internal validity and general-
izability of RCTs. Panel A shows the sample of patients that is being randomized (the 
node marked ‘R’) to two interventions (A and B). By measuring outcomes in the two 
groups, an estimate of treatment effectiveness is generated which, because patients are 
randomly allocated to those groups, is considered to have high ‘internal validity’. This 
is achieved by randomization because patients will be similar in terms of both observed 
characteristics which are considered prognostic (i.e. affecting outcomes) and unob-
served characteristics (i.e. those that are prognostic but are unknown to the analyst).

The concept of internal validity, however, relates to the specific sample of patients 
that is randomized. The purpose of RCTs is to estimate treatment effectiveness for a tar-
get population rather than for a specific sample of patients at a given point in time. This 
broader target population is illustrated in Panel B of Figure 8.1, where all these ‘real 
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world’ patients are assumed to receive intervention A. The sample for the RCT is drawn 
from this population and the node marked ‘R’ indicates that the trial sample is ran-
domly drawn from the target population. The combination of a random sample from 
the target population and the within-sample randomization results in both high in-
ternal validity and high generalizability. Not only will the randomized groups be similar 
in terms of observed and unobserved characteristics which affect outcomes, but both 
of these groups will be similar to the target population in both sets of characteristics.

Most RCTs do not, however, identify a sample randomly from a target population. 
In reality patients are selected on the basis of a set of criteria which might be justified in 

Panel A 

Panel B 

Panel C 

Outcomes

Outcomes

B

A

R

Outcomes
A

Outcomes

B

A

R

R

Outcomes

Outcomes
B

A
R

Outcomes
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S

Outcomes

Fig. 8.1 Issues relating to the internal validity and generalizability of randomized 
controlled trials (RCTs). Panel A illustrates an RCT where patients are allocated to 
Intervention A or Intervention B. Panel B shows how patients entering the trial are drawn 
from a wider target population on a random basis. Panel C shows the trial sample being 
drawn from the wider target population using some form of selection.



VEHICLES FOR ECONOMIC EVALUATION 269

order to be able to show a treatment effect more quickly or with fewer patients (e.g. more 
severe patients) or to reduce the incidence of side effects (e.g. non-pregnant women). 
This is shown in Panel C of Figure 8.1. In some situations the process of selection into 
a RCT sample is quite removed from some parts of the target population. For example, 
the trial might be undertaken in eastern Europe but the results are intended, in part, to 
be used to guide practice and policy in western Europe and North America. In all RCTs, 
patients have to agree to be randomized and, consequently, these individuals could be 
quite different to those more generally in the target population.

When patients are selected into trials, there is no threat to the internal validity of the 
RCT as long as they are reliably randomized. However, the generalizability of the RCT 
may be limited if two situations apply. The first is that potentially prognostic character-
istics of trial patients are not be similar to those in the target population because of the 
selection process. The second is that the treatment effect (i.e. the relative effectiveness 
of the intervention being compared) is systematically impacted by one or more of those 
characteristics. Furthermore, the difference between observed and unobserved char-
acteristics is important in this respect. Even when the sample for the RCT is selected 
from the target population, it is possible that it will be similar in terms of observed 
characteristics (i.e. representative). Indeed, even if a trial is not representative to start 
with, it may be possible to use statistical methods to adjust estimates of effectiveness for 
observed characteristics and, therefore, better reflect implications for the target popu-
lation (Hartman et al. 2015; Sculpher et al. 2004b). This is not sufficient, however, for 
it to be generalizable if the selected sample differs from the target population in terms 
of unobserved prognostic characteristics which impact on the treatment effect. By vir-
tue of these characteristics being unobserved, it is much more difficult to adjust for 
them statistically. We will return to the challenge of analysing effectiveness studies in 
the face of selection when we consider observational studies as a vehicle for economic 
evaluation.

Although there may be challenges for its generalizability, the scientific strength of 
the RCT is based largely on its internal validity. As a result, it is widely used in medical 
research and health evaluation. For health care interventions, such as new pharmaceu-
ticals, most countries have formal requirements for the provision of safety and efficacy 
evidence before products can be licensed. The accepted standard for the collection of 
such data is the RCT. Hence these trials are typically a necessary condition for the suc-
cessful licensing of a pharmaceutical. Furthermore, many countries invest public re-
sources in RCTs to provide evidence to support policy and decisions in their health care 
systems. For example, the National Institute for Health Research (NIHR) in the United 
Kingdom funds a large number of RCTs relating to programmes and interventions in 
areas such as public health, medical devices, screening, and service delivery (<http://
www.nihr.ac.uk>). In the United States, comparative effectiveness research (CER) has 
been defined as ‘the generation and synthesis of evidence that compares the benefits 
and harms of alternative methods to prevent, diagnose, treat and monitor a clinical 
condition, or to improve the delivery of care’ (Sox and Greenfield 2009). Although a 
range of methods is used in CER, including analysis of routine datasets, the RCT is seen 
as central to evidence generation for CER, despite the fact that the design of such stud-
ies poses challenges as discussed below.
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8.2.1.2 Trial-based economic evaluation
Given their high internal validity and wide use as a source of effectiveness evidence, 
a reasonable question is whether RCTs should also be used to generate economic evi-
dence. Since the 1980s, researchers have answered this positively, although with cav-
eats given the challenge of achieving generalizability in estimated effects. As well as a 
source of economic data, such studies have been used as the basis (or vehicle) for eco-
nomic analysis. This has become known as ‘trial-based economic evaluation’ (Ramsey 
et al. 2015). Such a study would be characterized as follows:
◆ The options being compared in the economic analysis are determined by the 

interventions to which participants are randomly allocated in the trial.
◆ Resource use and economically relevant outcome data are collected within the 

trial on all or a subset of trial participants.
◆ Data from individual patients in the trial are aggregated to generate estimates of 

mean costs and mean health outcomes (e.g. life-years or quality-adjusted life-
years, QALYs) for each option being compared and, therefore, as the basis of in-
cremental analysis (see Chapters 3 and 4).

◆ The time horizon for the economic evaluation is determined by the follow-up 
period of the trial.

There are advantages of having economic evaluation data collected prospectively as 
part of the trial. First, consistent with what is described above, having patient-specific 
data on both costs and outcomes is potentially attractive for analysis and internal val-
idity. Secondly, given the (typically) large fixed costs incurred in collecting clinical 
data, the marginal cost of collecting economic data may be modest. Thirdly, and relat-
edly, collecting economic data in a trial might provide the most rapid source of rele-
vant evidence for economic evaluation if that study is underway or has recently been 
completed.

There are, however, numerous issues and problems that researchers face when con-
ducting economic evaluation as part of a trial, and these are discussed in the following 
sections.

Choice of comparison therapy As described in Section 8.2.1.1, RCTs may lack gen-
eralizability to the target population of interest. In practical terms this can take nu-
merous forms. One problem is when the comparison therapy is not the most relevant 
for the policy question being addressed. In many countries, a placebo comparison 
plays an important role in regulatory approval of new medicines. For trial-based eco-
nomic evaluation, the relevance of a placebo-controlled study depends upon whether 
the new drug is intended as adjunctive therapy or as a substitute for an existing ther-
apy that is the current standard of care. For example, the efficacy of new biological 
drugs for progressive psoriatic arthritis, which were primarily designed to substitute 
for older disease-modifying anti-rheumatic drugs, was mainly assessed using placebo-
controlled RCTs which were undertaken for regulatory purposes and would not have 
facilitated trial-based economic evaluation (Rodgers et al. 2011). This was one reason 
why Bojke and colleagues used indirect comparison and modelling as the basis of their 
cost- effectiveness analysis (Bojke et al. 2011). Chapter 9 provides further discussion of 
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indirect comparison as a means of addressing the problem of limited or inappropriate 
comparators in economic evaluation.

In some circumstances, placebo comparison data may be appropriate for trial-based 
economic studies; this is typically the case where the new drug will not be a substitute 
for another but will be a new adjunctive therapy; that is, all randomized groups re-
ceive standard therapies (which might be best supportive care), but participants in the 
experimental arm(s) also receive(s) the new intervention(s) and those in the control 
group have the addition of a placebo. An example would be the placebo-controlled 
trials of misoprostol for prophylaxis against gastrointestinal complications in persons 
taking anti-inflammatory drugs; a number of economic studies were undertaken using 
these trial data (Drummond et al. 1992). Here the placebo was considered a close ap-
proximation to no additional therapy.

Measurement in trials versus routine practice Explanatory RCTs often em-
ploy measurements for outcomes that are more detailed, invasive, or frequent than 
is customary in usual care. For example, many health care systems have assessed the 
cost-effectiveness of drug-eluting stents for patients with coronary artery disease. One 
of the key outcomes from an economic perspective is the number of times patients 
require repeat revascularization using percutaneous stenting, as this has impacts on 
costs and outcomes (risk of mortality and negative impact on health-related quality of 
life). However, many of the RCTs of drug-eluting compared to standard (‘bare metal’) 
stents assessed this rate using angiographic follow-up, which is not used routinely in 
clinical practice (at least in many countries). This has tended to exaggerate the number 
of repeat revascularizations in the bare metal stent control groups and the absolute re-
duction in these procedures offered by drug-eluting stents, thus potentially overstating 
the latter’s cost-effectiveness (Bagust et al. 2006). One option to overcome this is to use 
evidence on baseline (i.e. bare metal stent) repeat revascularization rates from routine 
(non-RCT) sources and to assume that the RCT-derived estimate of the proportionate 
reduction in these procedures with drug-eluting stents is reliable. This would need to 
be implemented using decision-analytic modelling rather than trial-based methods, 
however, as shown by Bagust et al. (2006). The limitations for economic evaluation of 
some of the trials of drug-eluting stents has resulted in some health systems investing 
in cost-effectiveness studies using routine data for costs and effectiveness; for example, 
in Ontario, Canada (Goeree et al. 2009).

Intermediate versus final health outcomes Some interventions are expected ultim-
ately to have a beneficial impact on health outcomes, but this may not be anticipated 
for some considerable period after the end of the trial, or only when the intervention 
in used in a sufficient number of patients (trials often tend to be too small to measure 
these health outcomes with anything other than low precision). Pharmaceuticals with 
such features have often been assessed in RCTs that have been designed to detect dif-
ferences in one or more intermediate biomedical markers. If there is considered to be 
reasonable evidence that the intermediate marker is predictive of the ultimate meas-
ure of health gain such as reduced long-term mortality, then showing differences in 
the intermediate end point may be sufficient for the product to be licensed. The early 
trials of cholesterol-lowering drugs are a good example, where the outcome was the 
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measured change in total blood cholesterol or some subfraction. Although many of 
these products have now been evaluated in large RCTs where ‘hard end points’ such as 
mortality have been assessed, they obtained their initial licences on the basis of inter-
mediate end points. Other examples abound, including trials of new HIV interventions 
which are designed to measure changes in viral load or CD4 count; studies of new 
cancer drugs which focus on progression-free survival or recurrence rates rather than 
overall survival; and trials of new coronary interventions which estimate differences in 
major adverse cardiac events.

For decisions about resource allocation, however, knowing that an intervention has a 
positive impact on an intermediate measure of effect is generally not sufficient to show 
cost-effectiveness, and the impact on final health outcomes such as mortality and mor-
bidity will usually have to be indirectly quantified. As discussed more fully in Chap-
ter 9, this quantitative link is often made using decision modelling informed by clinical 
and epidemiological evidence from outside the trial. The uncertainty associated with 
the cost-effectiveness of an intervention may be strongly related to the extent and qual-
ity of this ‘external’ evidence. In the case of cholesterol-lowering drugs, for example, 
data from cohort studies such as the Framingham study were originally used with 
models to predict changes in final outcomes (e.g. deaths and myocardial infarctions) 
from changes in risk factors such as blood serum cholesterol (Morris et al. 1997). Over 
the longer term, trials may emerge that seek to confirm the link between the intermedi-
ate and final outcomes by directly measuring the impact of an intervention on changes 
in health. In the case of cholesterol-lowering therapies, for example, this was the case 
with the Scandinavian Simvastatin Survival Study (4S) and the Heart Protection Study 
(HPS) (Heart Protection Study Collaborative Group 2002), both of which had a follow-
up period of several years. These ‘outcome trials’ have supported trial-based economic 
evaluations to inform future resource use decisions including those based on 4S (Jo-
hannesson et al. 1997) and HPS (Mihaylova et al. 2005), but this sort of trial is typically 
unavailable when new therapies enter the health care system.

A related issue is the potential for inappropriate sample sizes in RCTs. The need to 
link intermediate markers with ultimate measures of health outcomes often arises be-
cause the trial was too small to generate a sufficiently precise estimate of the ultimate 
measures. This may be a problem for many health systems hoping to understand some-
thing about the cost-effectiveness of new interventions, but pharmaceutical regulators 
and some clinical audiences will be willing to use precise estimates of an intermediate 
clinical effect to inform their decisions. The general issue of the determination of trial 
sample sizes is, in fact, an important economic decision as it balances costs (e.g. recruit-
ing and running a trial) and benefits (e.g. the value of the information generated for 
future patients). For this reason, the traditional rules of inferential statistics whereby 
trial sample size is determined to get a ‘balance’ between a type 1 error (accepting an 
intervention as (cost)-effective when it is not) and type  2 error (rejecting an inter-
vention when it is (cost)-effective) has a limited role in economic analysis. The use of 
decision theory in general, and value of information methods in particular, to deter-
mine trial sample size offers a way of linking trial design to the resource constraints to 
undertake research and the types of decisions these studies are set up to inform. Meth-
ods of statistical analysis for trial-based economic evaluation are considered further 
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in Section 8.3.2. Chapter 11 deals with the economics of research prioritization and 
design.

Inadequate patient follow-up A feature of many RCTs is that patient follow-up and 
data collection often terminate abruptly when the patient experiences one of the clin-
ical outcome ‘events’ of interest. From the perspective of the economic analyst this can 
be frustrating as the cost- effectiveness of an intervention may be dependent on the 
patient’s prognosis subsequent to the event. Many examples can be found relating to 
regulatory trials for new cancer therapies where efficacy is assessed in terms of the new 
product’s ability to delay the time until disease progression, but the trial evidence on 
overall survival may be limited. In principle this problem can be addressed by longer-
term data collection, but this imposes additional costs on trials which are often set up 
to estimate clinical effects rather than costs and cost-effectiveness.

Protocol-driven costs and outcomes A problem with basing cost estimates on data 
gathered as part of an RCT is the extent to which the resource use being captured is asso-
ciated with the effects of the trial per se (i.e. including the resource implication of doing 
the research) rather than the resource effects of providing the therapy. These so-called 
protocol-driven costs can arise in a number of different ways. For example, to preserve 
blinding in their comparison of oral gold (auranofin) versus placebo, Thompson and 
colleagues required regular blood tests for patients randomized to placebo (Thompson 
et al. 1989); in the analysis they excluded these costs from the placebo control group. 
However, excluding these protocol-driven costs may not be the only factor requiring 
adjustment because there may also be some form of ascertainment bias in that patients 
in both groups were seeing a physician more regularly for tests than in routine practice 
and therapy may have been modified based on observations that would not occur out-
side the trial. This is a similar issue to the one relating to the evaluation of drug-eluting 
stents discussed above. The point to stress is that, at the outset of any clinical trial where 
an economic question is also being addressed, it is important to establish the extent to 
which patient management and resource use reflects regular practice.

As experience with RCT-based economic evaluation has increased, there have 
been more subtle protocol biases to consider. For example, the requirement in many 
trials that the physician be blind to the treatment assigned to a patient may have a 
bearing on the way that patient is managed in the trial. In routine practice, knowing 
that the patient is receiving a given treatment may make the physician less cautious 
in terms of frequency of observation or test-ordering; this therefore poses a threat 
to the generalizability of the cost data collected within the trial (Freemantle and 
Drummond 1997).

Another central feature of many RCTs is the emphasis on conforming to the rules 
mandated by the protocol, the principle of compliance by physicians and patients. 
Great efforts are typically made in the conduct such studies to ensure that patients 
consume their prescribed medications and that physicians prescribe therapies accord-
ing to protocol. Outside the trial, when the drug is used in routine practice, there are 
no such guarantees. Hughes et al. (2001) provide a good review of the issues related to 
patient compliance in economic evaluation. Methods work has also looked at analytic 
approaches to adjust for non-compliance (Drummond et al. 1992).
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8.2.2 Explanatory versus pragmatic RCTs
The nature and extent of the challenges of using RCTs as a vehicle for economic evalu-
ation partly depends on the primary purpose and design of the RCT. Studies that have 
been designed primarily for clinical purposes (e.g. to support licensing applications for 
new pharmaceuticals) are often described as ‘explanatory’ in nature in that they seek 
to estimate the efficacy of interventions in ideal or experimental settings. The strength 
of such ‘efficacy’ studies is that they potentially have very high levels of internal valid-
ity. They also usually have a clear definition of the interventions being compared and 
the relevant patient population, which can be an advantage when different studies are 
being combined using meta-analysis (see Chapter 10).

Rather than attempting to piggyback an economic evaluation on to an existing explana-
tory clinical trial primarily designed to address safety and efficacy questions, an alternative 
option is to design trials specifically as a vehicle for economic evaluation. The alternative 
to the ‘explanatory’ orientation (i.e. can the intervention work?) is the ‘pragmatic’ orienta-
tion (i.e. does the intervention work?), a distinction introduced by Schwartz and Lellouch 
(1967), and the general aim of a RCT undertaken to support economic evaluation is to 
be more pragmatic. The intention of such a study is to offer some compromise between 
the goals of internal validity and generalizability. The pragmatic trial retains the concept 
of subjects being randomly allocated to treatments, but has fewer restrictions regarding 
how patients are recruited and followed up after randomization, thus seeking to increase 
generalizability. In other words, these studies aim to evaluate the effectiveness or cost- 
effectiveness of an intervention under something closer to the ‘real world’ conditions that 
would prevail once the intervention is in routine use.

Rather than there being a strict dichotomy between a pragmatic and an explana-
tory trial, the relevant characteristics can be seen as being on a pragmatic–explanatory 
continuum. The pragmatic–explanatory continuum indicator summary (PRECIS) was 
developed to assess and display the position of any given trial within this continuum 
(Thorpe et al. 2009). The aim of PRECIS was to help trialists assess the degree to which 
design decisions align with the trial’s stated purpose of either supporting decision-
making (pragmatic) or providing explanation. Table 8.1 shows the ten domains of the 
continuum defined by the PRECIS tool. These relate to:
 1 The criteria used to establish the eligibility of trial participants
 2 How prescriptively the protocol defines the use of the experimental intervention
 3 The level of clinical expertise in applying and monitoring the ‘new’ intervention
 4 How prescriptively the protocol defines the use of the control intervention
 5 The level of clinical expertise in applying and monitoring the control intervention
 6 How intensively trial participants are followed up
 7 The type of primary outcome measure used
 8 How much attention is given to measuring compliance with therapies and 

whether attempts are made to improve compliance
 9 How much attention is given to measuring practitioners’ adherence to the trial’s 

protocol and whether attempts are made to improve adherence
 10 The analysis of the primary outcome.



V
EH

IC
LES FO

R
 EC

O
N

O
M

IC
 EV

A
LU

A
TIO

N
275

Table 8.1 PRECIS domains illustrating the extremes of explanatory and pragmatic approaches to each domain

Domain Pragmatic trial Explanatory trial

Participants

Participant eligibility 
criteria

All participants who have the condition of interest 
are enrolled, regardless of their anticipated risk, 
responsiveness, comorbidities, or past compliance

Stepwise selection criteria are applied that (a) restrict study 
individuals to those previously shown to be at highest risk of 
unfavourable outcomes, (b) further restrict these high-risk 
individuals to those who are thought likely to be highly responsive 
to the experimental intervention, and (c) include just those 
high-risk, highly responsive study individuals who demonstrate 
high compliance with pretrial appointment-keeping and mock 
intervention

Interventions and expertise

Experimental 
intervention—flexibility

Instructions on how to apply the experimental  
intervention are highly flexible, offering practitioners 
considerable leeway in deciding how to formulate  
and apply it

Inflexible experimental intervention, with strict instructions for 
every element

Experimental  intervention—
practitioner expertise

The experimental intervention typically is applied  
by the full range of practitioners and in the full  
range of clinical settings, regardless of their  
expertise, with only ordinary attention to dose  
setting and side effects

The experimental intervention is applied only by seasoned 
practitioners previously documented to have applied that 
intervention with high rates of success and low rates of 
complications, and in practice settings where the care delivery 
system and providers are highly experienced in managing the types 
of patients enrolled in the trial. The intervention often is closely 
monitored so that its ‘dose’ can be optimized and its side effects 
treated; co-interventions against other disorders often are applied

(continued)
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Domain Pragmatic trial Explanatory trial

Comparison 
intervention—flexibility

‘Usual practice’ or the best alternative management 
strategy available, offering practitioners considerable 
leeway in deciding how to apply it

Restricted flexibility of the comparison intervention; may use a 
placebo rather than the best alternative management strategy as 
the comparator

Comparison 
 intervention—
practitioner expertise

The comparison intervention typically is applied by  
the full range of practitioners and in the full range  
of clinical settings, regardless of their expertise, with  
only ordinary attention to their training, experience  
and performance

Practitioner expertise in applying the comparison intervention(s) 
is standardized to maximize the chances of detecting whatever 
comparative benefits the experimental intervention might have

Follow-up and outcomes

Follow-up intensity No formal follow-up visits of study individuals. Instead, 
administrative databases (e.g. mortality registries)  
are searched for the detection of outcomes

Study individuals are followed with many more frequent visits 
and more extensive data collection than would occur in routine 
practice, regardless of whether patients experienced any events

Primary trial outcome The primary outcome is an objectively measured  
clinically meaningful outcome to the study 
participants. The outcome does not rely on central 
adjudication and is one that can be assessed under 
usual conditions (e.g. special tests or training are not 
required)

The outcome is known to be a direct and immediate consequence 
of the intervention. The outcome is often clinically meaningful 
but may sometimes (e.g. early dose-finding trials) be a surrogate 
marker of another downstream outcome of interest. It may 
also require specialized training or testing not normally used to 
determine outcome status or central adjudication

Compliance/adherence

Participant compliance 
with ‘prescribed 
intervention’

There is unobtrusive (or no) measurement of  
participant compliance. No special strategies to  
maintain or improve compliance are used

Study participants’ compliance with the intervention is monitored 
closely and may be a prerequisite for study entry. Both prophylactic 
strategies (to maintain) and ‘rescue’ strategies (to regain) high 
compliance are used

Table 8.1 (continued) PRECIS domains illustrating the extremes of explanatory and pragmatic approaches to each domain
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Domain Pragmatic trial Explanatory trial

Practitioner adherence 
to study protocol

There is unobtrusive (or no) measurement of 
practitioner adherence. No special strategies to 
maintain or improve adherence are used

There is close monitoring of how well the participating clinicians 
and centres are adhering to even the minute details in the trial 
protocol and ‘manual of procedures’

Analysis

Analysis of primary 
outcome

The analysis includes all patients regardless of  
compliance, eligibility, and others (intention-to-treat 
analysis). In other words, the analysis attempts to  
see if the treatment works under the usual  
conditions, with all the noise inherent therein

An intention-to-treat analysis is usually performed. However, this 
may be supplemented by a per-protocol analysis or an analysis 
restricted to ‘compliers’ or other subgroups in order to estimate 
maximum achievable treatment effect. Analyses are conducted 
that attempt to answer the narrowest, ‘mechanistic’ question 
(whether biological, educational or organizational)

Reprinted from Journal of Clinical Epidemiology, Volume 62, Issue 5, Thorpe E. et al., A pragmatic–explanatory continuum indicator summary (PRECIS): A tool to help trial de-
signers, pp. 464–475, Copyright © 2009 The Authors. Published by Elsevier Inc. All rights reserved. With permission from Elsevier, <http://www.sciencedirect.com/science/
journal/08954356>.

Table 8.1 (continued) PRECIS domains illustrating the extremes of explanatory and pragmatic approaches to each domain
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An example of a trial that may be considered more at the pragmatic end of the PRE-
CIS continuum is the REFLUX trial, which compared laparoscopic surgery with med-
ical management in individuals with chronic gastro-oesophageal reflux disease (Grant 
et al. 2013). The trial is characterized using the 10 PRECIS domains in Table 8.2. In 
general, this suggests the trial was of a more pragmatic nature, particular its primary 
outcome, analysis, and the intensity of participant follow-up. The eligibility criteria, 
flexibility of interventions, and practitioner expertise may be considered less pragmatic.

The REFLUX trial was used as the source of evidence for an initial economic evalu-
ation which, largely because of the relatively short initial follow-up period in the trial 
(1  year), used a modelling framework to explore alternative scenarios relating to 
longer-term cost-effectiveness (Epstein et al. 2009). Indeed, despite examples of suc-
cessful pragmatic randomized trials for economic evaluation, they retain many of the 
general problems associated with using trials as a vehicle for economic analysis. As well 
as the relatively short follow-up, these include the difficulty of comparing more than 
two or three options and the fact that other trial evidence may exist and need to be con-
sidered in the economic analysis (Sculpher et al. 2006). The limitations of trial-based 
economic evaluation and the role of decision-analytic modelling are discussed more 
fully in Chapter 9.

Furthermore, the pragmatic trial may not overcome the challenges of achieving gen-
eralizability as described in Section 8.2.1 and illustrated in Figure 8.1. Such studies may 
provide a way of ensuring that the RCT sample is representative of the wider popu-
lation from which it is drawn in terms of observed characteristics. However, if that 
trial is being used to inform decisions relating to a somewhat different population, a 
pragmatic study can be more difficult to interpret than a more explanatory trial. For 
example, an explanatory trial may be designed to consider the efficacy of a new inter-
vention compared to a placebo control. This will provide no direct evidence on the 
new intervention against other available active treatments; however, the use of indirect 
comparison and network meta-analysis would provide a framework for synthesizing 
different explanatory trials to offer estimates of treatment efficacy across a range of ac-
tive therapies (see Chapter 10). In contrast, a pragmatic trial may randomize patients 
to the new intervention or to a ‘usual care’ control group where the clinician chooses 
the therapy based on judgement and custom. This may enhance generalizability and 
usefulness in supporting decision-making as long as the control group treatments are 
representative of those used in the target population. If this is not the case—for ex-
ample, other new treatments are being used which were not in the control arm of the 
pragmatic trial—the generalizability of the study is limited and it is much more difficult 
to address the problem using network meta-analysis. More generally, as discussed in 
Section 8.2.1, the pragmatic trial may not be similar to the target population in terms of 
unobserved characteristics which are harder to adjust for.

8.2.3 Observational studies
In observational studies, patients receive treatments on the basis of routine decisions 
resulting from the interaction of patients, their clinicians, and the health system more 
generally. This contrasts with the randomized allocation of patients to treatments in 



Table 8.2 Use of the PRECIS domains to describe the REFLUX trial (Grant et al. 2008a, 2008b) on the explanatory–pragmatic continuum

Participant eligibility criteria For inclusion, patients required more than 12 months’ symptoms requiring maintenance medical treatment for reasonable control; evidence of GORD 
on the basis of endoscopic and/or 24 hour pH monitoring; suitability for either policy; and the recruiting doctor was uncertain which management 
policy to follow. Exclusion criteria were morbid obesity; Barrett’s oesophagus of >3 cm or with evidence of dysplasia; para-oesophageal hernia; and 
oesophageal stricture. These criteria were perhaps not the most pragmatic feature of the trial but it could be argued that, for patients to be considered 
for invasive surgery, some key criteria needed to be met

Experimental 
intervention—flexibility

Although the trial specifically focused on a laparoscopic form of fundoplication, the type of procedure was left to the surgeon, thus largely pragmatic

Experimental  intervention—
practitioner expertise

Surgeons were required to have undertaken at least 50 laparoscopic fundoplication procedures to be included in the trial. This may be considered more 
explanatory in nature

Comparison 
intervention(s)—flexibility

Patients in the medical management arm had their treatment reviewed by a local gastroenterologist to be ‘best medical management,’ based on clinical 
guidelines. The option of surgery (i.e. ‘crossover’) if a clear indication developed after randomization. This is also at the more explanatory end of the 
continuum

Comparison intervention(s)—
practitioner expertise

Care was provided by a gastroenterologist with no further requirements specified, more pragmatic

Follow-up intensity No non-routine hospital visits were scheduled, with outcomes assessed largely through routine hospital information and questionnaires sent to patients 
by post. This would be considered more towards the pragmatic end of the continuum

Primary trial outcome The primary outcome was a disease-specific patient reported outcome measure incorporating assessment of reflux and other gastrointestinal symptoms 
and the side effects and complications of both treatments. As a patient-important outcome, this is highly pragmatic

Participant compliance with 
‘prescribed’ intervention

The uptake of surgery (and repeat surgery) in both trial arms, and the use of antireflux medications was measured as an outcome and to facilitate cost analysis, 
but no attempt was made to change this uptake. This can again be considered pragmatic but not at the extreme end of the continuum

Practitioner adherence to study 
protocol

Surgeons were required to record the type of surgery they used, but gastroenterologists were not monitored for the medical therapies they prescribed. 
Again, at the pragmatic end of the continuum

Analysis of primary outcome The primary outcome was analysed on an intention-to-treat basis, thus pragmatic

GORD, gastro-oesophageal reflux disease.

Source: data from Grant, A.M. et al, The effectiveness and cost-effectiveness of minimal access surgery amongst people with gastro-oesophageal reflux disease—a UK collaborative study: The RE-
FLUX trial, Health Technology Assessment, Volume 12, Issue 31, pp. 1–204, Copyright © 2008; and Grant, A.M. et al., Minimal access surgery compared with medical management for chronic 
gastro-oesophageal reflux disease: UK collaborative randomised trial, BMJ, Volume 337, a2664, Copyright ©2008.



VEHICLES FOR ECONOMIC EVALUATION280

a RCT sample. These studies can be considered to be at the extreme pragmatic end of 
the explanatory–pragmatic spectrum discussed in Section 8.2.2 in that they generally 
impose little or no ‘protocol restrictions’ on routine practice. For this reason, observa-
tional designs have been labelled ‘real world’ studies. The disadvantage of such studies, 
however, is that their lack of randomization, whether these studies are used to estimate 
effectiveness or cost-effectiveness (Jones and Rice 2011). These issues with observa-
tional studies are illustrated in Figure 8.2 (contrasting with Figure 8.1 for RCTs).

Panel A of Figure 8.2 shows the comparison of two interventions where treatment 
allocation is determined through some selection process based on clinician and/or 
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Fig. 8.2 Issues with observational designs. Panel A illustrates an observational study where 
patients are selected for Intervention A or Intervention B rather than randomized. Panel 
B shows how patients entering the observational study are drawn from a wider target 
population on a random basis. Panel C shows the sample for the study being drawn from 
the wider target population using some form of selection.
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patient preference or some other mechanism. Unlike for RCTs, the groups are unlikely 
to be similar in terms of patients’ observed or unobserved characteristics because they 
may be related to the mechanism of selection (e.g. more severe patients are allocated to 
intervention A). To the extent that these characteristics are also prognostic (they pre-
dict patients’ outcomes), any estimate of treatment effectiveness in such a study will be 
confounded as a result of this imbalance. Unlike RCTs, statistical modelling is needed 
to adjust for imbalance in both observed and unobserved characteristics related to 
treatment selection and potentially predictive of outcomes. Furthermore, generating 
a reliable estimate of treatment effects requires that there is enough variation between 
patients with similar characteristics in the interventions they receive. For example, if 
disease severity is considered prognostic and all patients with severe disease receive 
intervention A and all patients with mild disease undergo intervention B, there is no 
basis to estimate the comparative effectiveness of the two interventions.

This can be challenging enough, but the task can become more difficult when the 
observational study is conducted in a sample of patients from the broader population. 
Panel B shows a situation where that sample is randomly selected, in which case it 
should be similar to the population in terms of observed and unobserved characteris-
tics. Examples of such studies may be the use of routine datasets used for administrative 
purposes, such as claims data from Medicare in the United States. This could include all 
patients in that system with a particular condition, and a random sample may be used 
for analysis to estimate treatment effectiveness to guide policy for Medicare patients. In 
this case, the challenge of statistical analysis relates to the within-sample observational 
study alone.

Panel C shows a more complex situation where some selection process is used to 
identify patients for the sample. As with the RCT, this could be selection based on clin-
ical criteria, geography, or patient preference, but it will result in the study sample prob-
ably differing from the population in terms of observed and unobserved characteristics 
related to the selection process and potentially predictive of outcome. Analysis of such 
a study would, therefore, need to tackle two types of selection: that determining who 
goes into the comparative observational study and that relating to treatment selection. 
The statistical techniques used to try to address the risk of confounding and selection 
bias are considered further in Section 8.3.4.

In principle, observational studies can provide valuable evidence on the (cost-) 
effectiveness of interventions. The value of such studies is particularly high when RCTs 
are simply impractical. For example, policy initiatives are rarely introduced in such a 
way that experimental designs are feasible. In such situations the use of routine obser-
vational data can provide a vehicle for evaluation. An example is the analysis by Sut-
ton and colleagues of the impact of a ‘pay for performance’ initiative which provided 
additional funding to hospitals for achieving improvements in 28 quality measures 
covering 5 clinical areas (Sutton et al. 2012). Using 30-day in-hospital mortality data, 
the study found a clinically significant reduction in mortality in patients admitted for 
pneumonia, heart failure, or acute myocardial infarction.

However, the selection processes in observational studies provide an analytical chal-
lenge, the extent of which depends on the design of the study. For example, the design 
in Panel B of Figure 8.2, where patients are randomly allocated to the study sample, 
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would generally be preferred to that in Panel C, where patients are selected using a 
range of criteria. Studies can either be undertaken prospectively as de novo studies, or 
be based on retrospective analysis of existing datasets which are often developed for 
administrative purposes. There are several advantages of de novo studies. One is that 
the full range of patients’ baseline characteristics (i.e. socio-demographic and clinical 
details at the point that interventions are selected) can be identified and measured in 
the study. There may also be scope to establish (and collect data relating to) factors that 
may explain why patients are given particular types of treatment, some of which may be 
unrelated to their expected outcome. Planning and then collecting these types of data 
maximizes the opportunity to use the statistical techniques discussed in Section 8.3.4 
to adjust for how patients are selected for specific treatments.

In principle, a second advantage of prospective observational studies is the possibil-
ity of including the range of interventions that a cost-effectiveness analysis would seek 
to compare. An example of a prospective observational study providing the vehicle 
for an economic evaluation is a comparison of alternative therapies for stress urinary  
incontinence in women (Mihaylova et  al.  2010). This study included 3739 women  
from 10 European countries who had been diagnosed with stress urinary incontinence. 
Data were collected on resource use and health-related quality of life (HRQoL) over a 
12 month follow-up period, facilitating estimates of costs and QALYs for a range of 
alternative treatments.

Many non-randomized prospective studies take the form of treatment registers: a 
collection of baseline and follow-up data on patients receiving particular treatments. 
Sometimes these relate to one treatment only and such studies offer little basis to esti-
mate relative (cost-) effectiveness. Some registers relate to several treatments, often new 
therapies—for example, the use of novel biological therapies for rheumatoid arthritis 
(McErlane et al. 2013). Consequently they lack information on the characteristics and 
outcomes of patients on older therapies or without active treatment, potentially limit-
ing their value as a vehicle for cost-effectiveness analysis and, indeed, for estimating 
treatment effects of the full range of interventions.

Retrospective observational data may lack some of the baseline characteristics of 
patients and treatment decisions and may not include the full range of compara-
tors. It may also be more difficult to model the selection process into the study than 
with a prospective design. However, they have the potential advantage of being rela-
tively low-cost sources of data. There has been much interest in recent years in the 
use for research purposes of information collected routinely by health systems. In 
some health care systems, data have been collected for many years for administra-
tive purposes including determining payments for health care providers. A number 
of health systems are now trying to link together a range of administrative datasets, 
sometimes augmented by new data collection facilitated by computerization in a 
range of provider settings, to provide datasets spanning large numbers of patients 
across a wide range of clinical areas. For example, a cost-effectiveness analysis was 
undertaken comparing a number of widely used hip prostheses using three linked 
NHS data sources from England: the National Patient Reported Outcome Measures 
programme, the National Joint Registry for England and Wales, and the Hospital 
Episode Statistics (Pennington et al. 2013).
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8.2.4 The practicalities of collecting individual patient data  
for economic evaluation
Increasingly, economists have an opportunity to work closely with those designing clin-
ical studies to determine the type of data to be collected to facilitate a ‘trial-based’ eco-
nomic evaluation. There are a number of practical issues which need to be considered.

8.2.4.1 Resource use data
As discussed in Section 8.2.1.2, it is important to identify and minimize resource con-
sequences measured in trials that are due to the research protocol and do not character-
ize the delivery of care in the normal setting. But how are resource quantities associated 
with interventions actually collected as part of the evaluation? The first point is that, to 
the extent possible, it makes sense to build upon the research infrastructure that will 
already be in place for collecting the clinical data. For example, many clinical trials of 
hospital-based acute therapies collect data using case report forms (CRFs) designed 
for completion by, for example, a study nurse. To facilitate collection of resource quan-
tities associated with interventions, pages can be added to the same CRF and extend 
the responsibility of data collection by the study nurse to include key items of resource 
use. Studies will obviously vary in the amount of detail and precision needed in the col-
lection of resource use quantities. At a minimum, for a hospital-based study, it would 
probably be desirable to know the total length of stay in hospital, the length of stay in 
high-cost areas such as intensive care, major diagnostic or therapeutic procedures such 
as MRI scans or surgery, and use of expensive pharmaceuticals. As discussed in Chap-
ters 3 and 7, depending on the intervention being evaluated, the precision of costing 
may need to be much greater. For example, if two alternative treatments in the intensive 
care unit are being compared, much more detailed information on the resources con-
sumed in the intensive care unit would probably be appropriate.

In addition to the resource quantities associated with the initiation of therapy, it is 
usually necessary to capture downstream resource consequences of the treatment or 
the disease. Typically these downstream costs could be an exacerbation of the problem 
warranting readmission to hospital, or a mild complication resulting in consultation 
with a family physician or attendance at an emergency room. Capturing these data is 
more problematic for a number of reasons. First, if a person is rehospitalized at a hos-
pital that is not part of the clinical trial, then knowledge of this rehospitalization and 
access to information on resource consumption from that hospital may be limited. To 
facilitate information retrieval it may be necessary to ensure that patients have given 
approval for such data gathering as part of the informed consent documentation. The 
monitoring of such events can be achieved either by patient recall or, depending on 
local circumstances, it may be possible to use routine data sources such as those relat-
ing to physician reimbursement claims.

In many trials, ambulatory physician visits are often recorded using patient recall. 
For example, patients could be asked whether they have seen a family doctor in the past 
3 months for a reason associated with their hypertension or its treatment. As with any 
survey technique, the reliability of patient recall comes into question, particularly when 
one is studying population groups where recall may be a problem (e.g. elderly people). 
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The use of diaries to be completed regularly by patients may be a way around the chal-
lenge of recall. The method of follow-up contact could be by mail survey, SMS texting, 
or telephone follow-up, and depending on the patient group being studied, there are 
advantages and disadvantages of these alternative methods. Readers who are interested 
in more detailed discussion of principles of data collection for economic data as part 
of trials and design of CRFs should consult a range of other papers (Glick et al. 2001; 
Mauskopf et al. 1996; Ramsey et al. 2015).

A systematic review was undertaken of resource use data collection methods in 100 
trial-based economic evaluations undertaken as part of the United Kingdom’s NIHR 
Health Technology Programme (Ridyard and Hughes 2010). The authors concluded 
that there was some convergence of methods, in particular the consistent use of rou-
tine data sources and of patient recall. However, they also noted marked variation in 
the methods used including the chosen cost perspective and the time period used for 
patient recall. The study found little evidence that resource use data capture was being 
shaped by systematic approaches to reviewing other studies in the field or by piloting of 
data collection instruments, and validation of instruments was rare. Following on from 
this work the authors have led a consortium to develop the Database of Instruments for 
Resource Use Measurement (DIRUM), which is available to review at <www.dirum.
org> (Ridyard et al. 2012). Its purpose is to provide a tool to those planning trial-based 
economic studies to help in the choice of instruments or parts of instruments which are 
relevant to researchers’ particular interests (i.e. disease, population, settings of care).

8.2.4.2 Health-related quality of life (HRQoL) data
Chapters 5 and 6 have covered some of the key approaches to measuring and valuing 
HRQoL for economic evaluation. For economic evaluations alongside clinical studies 
which aim to estimate the health impact of treatments in terms of QALYs, there is a 
need to collect relevant data from study patients.

A number of issues need to be considered in planning for this. The first is what ap-
proach to measurement is appropriate. There are some examples of clinical studies 
which include direct elicitation of patients’ preferences using the methods described 
in Chapter 5. For example, an RCT assessing the effectiveness and cost-effectiveness 
of drug interruption and intensification in advanced HIV measured the health prefer-
ences of patients using both direct standard gamble and time trade-off in a subset of 
patients (Joyce et al. 2009).

It is also possible to measure patients’ HRQoL using a disease-specific instrument 
for which preference weights are available using some form of statistical model which 
‘maps’ between the disease-specific measure and a generic one (see Chapter 5). Gen-
erally, however, primary studies such as RCTs use established preference-based meas-
ures of HRQoL with associated preference weights suitable for estimating QALYs at 
the level of the individual patient. These have a practical advantage in that they simply 
involve asking patients to complete a questionnaire to ‘describe’ their HRQoL, with 
the link to preference values having been established on the basis of separate valuation 
studies. They also provide a standardized approach to measuring and valuing HRQoL 
which provides consistency between evaluations over time and between clinical areas. 
These generally take the form of generic measures such as those described in Chapter 5, 



VEHICLES FOR ECONOMIC EVALUATION 285

including the EuroQol (EQ-5D) and the Health Utilities Index. Patients typically com-
plete the descriptive part of these instruments at baseline and various points of follow-
up. Depending on their responses, each patient allocates themselves to a health state 
which is associated with a unique weight derived from public preferences. In the case 
of the EQ-5D, for example, there are 245 health states defined by responses to the three-
level version of the instrument. With 1 for good health and 0 for dead, other weights 
range between −0.429 and 0.848 (based on a UK valuation study; Dolan et al. 1996).

A QALY is calculated for each patient based on their weights and survival status over 
time. This involves working out a ‘QALY profile’ by interpolating between the points 
and working out the area under the profile (Matthews et al. 1990). For example, in the 
REFLUX trial referred to in Section 8.2.2 evaluating laparoscopic surgery compared 
to continued drug therapy in patients with oesophageal reflux disease, EQ-5D data 
were collected on all patients at baseline, 3 months after randomization, and annually 
until 5 years after randomization (Grant et al. 2013). Table 8.3 shows the estimated 
mean EQ-5D weights in each arm at each point of measurement, together with the 
mean differences with 95% confidence intervals (CI). The results suggest that patients’ 
mean HRQoL in both groups is improving over time, that surgery seems to be associ-
ated with higher HRQoL than medical management, and that this difference is at its 
maximum at 3 years after which it begins to fall. When translated into QALYs, and in 
the absence of any difference between the groups in terms of mortality, surgery gen-
erates an estimated mean gain in QALYs over 5 weeks of 0.1976 (95% CI −0.0857, 
0.4810).

A second issue which needs to be considered, therefore, is the frequency and inter-
val of HRQoL data collection. In principle, measurements should be taken at key 
points when the patient’s health is expected to change. For example, in a trial-based 
cost-effectiveness analysis of laparoscopic-assisted hysterectomy and standard hys-
terectomy, EQ-5D data were collected at baseline and then 6 weeks, 2 months, and  
12 months after randomization (Sculpher et al. 2004a). The main difference between 
the arms of the trial was expected to be in the duration of convalescence and its im-
pact on HRQoL. At baseline, the difference in mean EQ-5D values (based on UK pref-
erences) between women randomized to laparoscopic and abdominal hysterectomy 
was 0.026. By 6 weeks follow-up, this had narrowed to 0.001. It is possible that this 
interval missed a key difference in HRQoL between the groups. Any such difference in 
HRQoL is, however, used to quality-adjust a relatively short period in terms of QALYs. 
Therefore, achieving finer granularity in the difference between trial arms in HRQoL 
measurement may ultimately have little impact on health outcomes in terms of QALYs 
or cost-effectiveness. A further consideration is that additional measurements require 
patients to devote more time to data collection which may result in a lower question-
naire completion rate and more missing data. In addition, more frequent measurement 
represents an additional cost to the study and needs to be balanced against the possibil-
ity of a more precise estimate of outcome.

Generally HRQoL data are only collected in clinical studies when there is expected to 
be some difference between the studied groups in that type of outcome, either because 
one treatment will increase HRQoL or another will reduce it. Therefore, clinicians de-
signing a study to compare two alternative interventions which are expected to impact 



V
EH

IC
LES FO

R
 EC

O
N

O
M

IC
 EV

A
LU

A
TIO

N
286

Table 8.3 Estimates of mean EQ-5D at baseline and over follow-up from the REFLUX study (Grant et al. 2013)

Completed questionnaires returned  
at each time point

Follow-up Mean (SD) EQ-5D Difference in EQ-5D (surgery – 
medical management) (95% Cl)b,c

Surgery (n = 178a) Medical management 
(n = 179a)

Surgery Medical 
management

171 173 Baseline 0.7107 (0.2581) 0.7201 (0.2545) −0.0094 (−0.0638 to 0.0445)

149 153 3 months 0.7881 (0.2328) 0.6894 (0.3012) 0.0987 (0.0376 to 0.1597)

152 164 Year 1 0.7537 (0.2468) 0.7097 (0.2715) 0.0440 (−0.0136 to 0.1016)

122 138 Year 2 0.7619 (0.2718) 0.7172 (0.3127) 0.0447 (−0.0273 to 0.1167)

129 132 Year 3 0.8034 (0.2312) 0.7474 (0.2621) 0.0560 (−0.0043 to 0.1163)

125 127 Year 4 0.7713 (0.2438) 0.7544 (0.2719) 0.0169 (−0.0472 to 0.0810)

124 117 Year 5 0.7743 (0.2590) 0.7612 (0.2815) 0.0131 (−0.0555 to 0.0817)

a n refers to the number of patients originally randomized to each trial arm.
b Confidence intervals estimated using OLS regression.
c Unadjusted for baseline EQ-5D.

Reproduced from Grant, A.M., et al., Clinical and economicevaluation of laparoscopic surgery compared with medical management for gastro-oesophageal reflux disease: 5-year 
follow-up of multicentre randomised trial (the REFLUX trial), Health Technology Assessment, Volume 17, Number 22, Copyright © Queen’s Printer and Controller of HMSO 2013.
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only on mortality may decide not to measure HRQoL at all. However, for an economic 
evaluation using QALYs as the measure of outcome, it is necessary to estimate HRQoL 
during the additional survival duration generated by the more effective treatment. 
Where no appropriate HRQoL data are collected in a clinical study, it will probably be 
necessary to move to a decision modelling framework to bring in other sources of such 
data (see Chapters 9 and 10).

8.2.4.3 Clinical data
For a clinical study being used as a vehicle for economic evaluation it might be expected 
that the focus would be on analysing resource use and HRQoL data. However, clinical 
data may be used in a range of ways in an economic analysis. Often data are collected 
for clinical purposes that can feed directly into cost estimation. An example is data 
collected on concomitant medicines used by patients in clinical studies (i.e. drugs used 
in addition to any being directly evaluated in the study). For clinical reasons, this in-
formation is often useful—for example, to judge whether patients are receiving appro-
priate care. They are also a direct source of resource use information. By applying unit 
costs to these data, this can be the basis of a category of differential cost between the 
interventions subject to evaluation. As for resource use data more generally, the analyst 
would need to consider whether this route to cost analysis is complete and appropriate.

Some cost-effectiveness analyses present differential effects in terms of clinical end-
points (or in a way derived from clinical endpoints). For instance, Sculpher and Buxton 
assessed the cost-effectiveness of two medicines for asthma in terms of incremental cost 
per day free of asthma episodes (Sculpher and Buxton 1993). However, as discussed in 
Chapters 4 and 5, the role of these types of studies to support decision- making is un-
clear, with an increasing use of generic measures of outcome, typically QALYs.

The QALY, however, also depends on clinical data of course, as it is necessary to know 
something about the mortality risks of patients in the study over time. Some interven-
tions are assumed to have no mortality impact and QALYs are estimated solely in terms 
of differences in HRQoL. In other studies, however, differential mortality will be a key 
endpoint and this will be measured carefully for clinical purposes. Although these data 
can feed directly into economic analysis, there is often a mismatch between the study 
follow-up and the time horizon of an economic evaluation. In most clinical studies, a 
proportion of patients remains alive at the end of the study; that is, they are censored 
because the study follow-up is completed before they die. However, the appropriate 
time horizon for an economic analysis is the period over which costs and benefits po-
tentially differ and, where there are mortality differences and the outcome measure 
includes gains in survival duration, the time horizon should be a patient’s expected 
lifetime. Chapters 9 and 10 discuss issues with survival data in economic evaluation 
and the frequent need to extrapolate beyond what is observed in clinical studies.

Clinical data can also be used in economic evaluations as a means of assessing the 
characteristics of patients receiving one intervention and those undergoing another (i.e. 
patients’ baseline characteristics). As discussed in Section 8.2.1, in an RCT it is usually 
possible to ensure similar types to patients in the alternative treatment groups within 
the sample entering the study. This is generally not the case with  non-randomized 
studies, so clinical data collected at baseline are necessary as a basis for some form of 
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statistical analysis to identify comparable groups (in terms of observed and unobserved 
characteristics) receiving alternative interventions (see Section 8.3.4.). Indeed, even 
in randomized studies, baseline clinical data are essential to economic evaluations: to 
assess how generalizable the study is to routine practice, possibly in different jurisdic-
tions; as a basis of statistical techniques to make the estimates of costs and effective-
ness more precise; and as a basis for subgroup estimates of cost and effectiveness (see 
Section 8.3.3).

8.3 Analytical issues with individual patient data
Undertaking economic evaluation based on individual patient data from clinical trials 
requires a range of analytical issues to be addressed. In principle, the availability of in-
dividual patient data provides a number of major advantages. There is an opportunity 
to move from deterministic to stochastic analysis for trial-based economic evaluation. 
In deterministic economic analysis, cost and effect variables are analysed as point es-
timates. In the context of trials, this could be because there has been a focus solely on 
mean estimates, with the uncertainty in those estimates ignored. If we consider a treat-
ment that is both more costly and more effective than control, the economic compari-
son is illustrated in the top right quadrant of the cost-effectiveness plane (see Box 3.2). 
The slope of the line extending from the origin (the control) through our study esti-
mate, point A, represents the incremental cost-effectiveness ratio (ICER) of the treat-
ment relative to control. A stochastic cost-effectiveness analysis is where both costs and 
effects are determined from data sampled from the same patients in a study. If cost and 
effect data are sampled and variances are available, then formal statistical methods can 
be used on observed differences in costs (treatment–control) or effects.

This section examines some of the statistical issues that arise in the conduct of sto-
chastic economic evaluation based on individual patient data. This is an area of meth-
ods that has developed rapidly over the last 15 years, and it is outside the scope of this 
book to provide a comprehensive guide to all the issues. Rather, the purpose of this 
section is to summarize the main developments. For more detailed overviews, see the 
following references (Glick et al. 2014; Willan and Briggs 2006).

8.3.1 The nature of economic data
One of the reasons why there has been so much interest in statistical methods for  
economic evaluation alongside trials is that economic data are not synonymous with 
clinical data and have required the development of new methods, or the adaptation  
of existing techniques, to analyse them appropriately. Some of the characteristics of 
economic data are described in Sections 8.3.3.1–8.3.1.4.

8.3.1.1 Skewed cost data
Cost data (and the resource use data which underlie them) often exhibit some chal-
lenging characteristics for statistical analysis. A particular problem is that cost data 
are usually right-skewed because costs are naturally bounded by zero (they cannot be 
negative), but they have no logical upper bound. In the context of a clinical study, it 
is quite common to have a small proportion of patients with very high costs, perhaps 
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reflecting serious adverse effects with low incidence. The cost of this small number 
of patients has a much bigger effect on mean cost than the median, giving the distri-
bution its characteristic right-skewed shape. This feature of cost data is illustrated in 
Figure 8.3 using results from a trial-based economic evaluation of laparoscopic com-
pared to open abdominal hysterectomy (Garry et al. 2004; Sculpher et al. 2004a). In 
addition to right skewness, cost data often tend to have ‘heavy tails’; that is, there is 
a relatively large proportion of patients with relatively large values. Furthermore, the 
distribution of costs by individual patients can be multimodal, often because a large 
proportion of patients have zero costs because they consumed no relevant resources. 
Individually and together, these features pose problems for the statistical analysis 
undertaken as part of an economic evaluation alongside a clinical study.

Faced with these characteristics, a standard approach in clinical evaluation would be 
to use non-parametric methods. This usually results in a focus on a summary measure 
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Fig. 8.3 Right-skewed cost data from a randomized trial comparing laparoscopic and 
abdominal hysterectomy (Garry et al. 2004; Sculpher et al. 2004a). Costs relate to an 
initial period of 6 weeks following surgery.

Source: data from Sculpher, M.J. et al., Cost-effectiveness analysis of laparoscopic-assisted hysterec-
tomy in comparison with standard hysterectomy: results from a randomised trial, BMJ, Volume 328, 
pp. 134–40, Copyright © 2004; and Garry, R. et al., EVALUATE hysterectomy trial: a multicentre 
randomised trial comparing abdominal, vaginal and laparoscopic methods of hysterectomy, Health 
Technology Assessment, Volume 8, Number 26, Copyright © NETSCC 2004.
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of the distribution in the form of the median. In the context of costs, however, this 
is inappropriate given that the decision-maker needs to be able to link the summary 
measure of cost per patient to the overall budget impact, and this can only be achieved 
by estimating the mean cost per patient.

Mihaylova and colleagues undertook a detailed literature review to describe the 
various methods which have been suggested—and sometimes used—to address 
these problems (Mihaylova et  al.  2011). Alternative approaches included, first, 
methods based on the normal distribution such as the use of ordinary least squares 
(OLS) regression. These methods have the advantage of ease of implementation, 
but estimates of mean outcomes can be sensitive to extreme values for individual 
costs. Mihaylova and colleagues recommend the use of these methods when sample 
sizes are sufficiently large to ensure approximate normality of sample means. This 
is on the basis of the central limit theorem (CLT) which states that, if the size of a 
sample from a population is large enough, the mean of all samples from the same 
population will be approximately equal to the mean of the population and the sam-
ples will follow an approximate normal distribution (i.e. there is an assumption of 
asymptotic normality).

A second approach is to transform cost or resource use data onto a scale which 
ameliorates the skewness and facilitates a more reliable comparison of means or use of 
OLS, usually with transformation to the log scale (although this cannot be used when 
there are zeros in the data). Although this can be a useful tool in some circumstances, 
such as dealing with heavy-tailed distributions, care has to be taken regarding back-
transformation and an appropriate transformation has to be used. A third approach 
is non-parametric methods and, in particular, commonly uses non-parametric boot-
strapping. This uses resampling from the data with replacement to generate an empir-
ical estimate of the sampling distribution of means costs (Section 8.3.2 provides more 
detail on bootstrapping methods). Nixon and colleagues compared bootstrapping and 
methods relying on normal distributions and concluded that, even with small samples 
from skewed data, both provide accurate estimates of the mean with the latter generat-
ing at least as accurate estimates of the uncertainty in mean values (Nixon et al. 2010). 
They conclude that both methods are potentially appropriate but methods invoking the 
CLT are generally easier to implement.

Mihaylova and colleagues also describe more complex methods which, in certain 
circumstances, may have advantages (Mihaylova et al. 2011). General linear models 
are increasingly used to analyse economic data. These models directly use a family of 
statistical distributions—for example, the gamma distribution to model costs and the 
Poisson to analyse resource use—and allow the use of covariables. However, the choice 
of distribution needs to be justified and sensitivity analysis undertaken to assess the 
robustness of estimates to this choice. Another analytic approach is two-part models 
which are useful for multimodal data, most typically when resource use or cost data are 
characterized by a proportion of zero counts. The first part of the model estimates the 
probability of a non-zero cost or resource use, and the second part estimates the mean 
cost/resource use conditional on a positive value.
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8.3.1.2 Missing data
In all economic studies involving the collection of patient-level data, it is likely that 
there will be some missing data. This can happen for a variety of reasons including 
patients failing to respond to questionnaires or being lost to follow-up, or items in 
CRFs not being completed by clinical or research staff. Missing data on economic 
measurements can be a particular problem if these items are accorded less prior-
ity by clinical and research staff. The problem of missing data also exists in clinical 
evaluation, but it has some particularly important implications for economic ana-
lysis. The estimation of mean cost will typically be based on a number of items of 
resource use data, each of which is multiplied by a relevant unit cost, and total cost 
is the aggregation across these items (see Chapter 7). If any one of these resource 
items is missing for a particular patient, then it is not clear how to estimate that pa-
tient’s total cost. A similar situation exists with the analysis of individual patient data 
on HRQoL for the purpose of QALY estimation. If an instrument like the EQ-5D 
is used to measure HRQoL, patients will typically be asked to indicate their level of 
health at baseline and various points of follow-up. It is possible to have missing data 
for a given dimension of health at a specific point in time (e.g. no box is ticked for 
ability to undertake ‘usual activities’ at a 1 month follow-up), a patient may fail to 
complete the entire instrument at a specific time point but then complete all others 
subsequently, or the patient may be lost to follow-up and all HRQoL data beyond 
a particular time point are missing. As the calculation of a QALY at the level of the 
individual patient relies on all measures of HRQoL, methods are necessary to deal 
with these different types of missingness. Table 8.4 shows the numbers of question-
naires (relating to EQ-5D and resource use) returned and completed in the REFLUX 
trial described in Section 8.2.2 (Grant et al. 2013). The complete case analysis (pa-
tients who completed all five questionnaires) was only 49% in the surgery arm and 
47% in the medical management group.

In identifying the best way of dealing with missing data, it is necessary to assess the 
likely mechanisms of missingness (Little and Rubin 1987). Data are missing completely at 
random (MCAR) when the likelihood of their being missing is not a function of known 
or unknown measurements (covariables). An example of this might be when an out-
come measurement is not possible in a given patient because of equipment failure. A sec-
ond mechanism is missing at random (MAR) where the likelihood of data being missing 
does not depend on unobserved measurements but can be determined on the basis of 
other measurements. An example of data being MAR could be where a patient is with-
drawn from a study because their condition becomes too severe on the basis of a prede-
fined scale. A third mechanism is missing not at random (MNAR) when neither MCAR 
nor MAR applies; that is, when the likelihood of missingness cannot be explained by 
observed data alone and depends also on unobserved measurements. However, it is not 
easy to determine which of the mechanisms applies for particular missing observations 
unless the reasons for missing data are well understood (e.g. faulty equipment, as men-
tioned earlier). Therefore, there is always a need to use sensitivity analysis to assess how 
different methods of handling missing data affect ultimate estimates of interest in a study.
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The various available methods to address missing data, depending on the mechan-
ism of missingness, have been considered in several papers (Briggs et al. 2003; Gomes 
et al. 2013; Manca and Palmer 2001; Marshall et al. 2009). None of these methods is spe-
cific to economic data but, as outlined above, missing data can be a particular problem 
in economic evaluation. A simple method is to analyse the costs of those patients for 
whom complete data are available; this is referred to as complete case analysis (CCA). 
However, in studies where there are a lot of resource use data on each patient, a large 
proportion of patients may have at least one item of missing data. This will mean that 
CCA will relate to relatively few patients and relevant data will effectively be ‘thrown 
away’, resulting in mean costs being estimated with less precision than necessary (i.e. 
the approach is inefficient). Furthermore, when data are not MCAR, the use of CCA 
can result in biased estimates of mean values. Another simple approach is mean imput-
ation where, if a measurement is missing for a particular patient, the mean value of that 
measurement in other patients is used. This will also be biased if the missingness mech-
anism is not MCAR, and will always lead to an under-representation of uncertainty in 
the relevant measurement (and those derived from it).

A generally preferred approach to dealing with missing data is multiple imputation 
(MI). This is based on a mechanism of MAR and, by generating a number of alternative 
sets of imputed data, seeks to reflect the uncertainty associated with the imputation 
process within the ultimate results of the study. There are various versions of MI and 
different software with which to apply the method (Carpenter and Kenwood 2013; Yu 
et al. 2007). The validity of MI depends on the credibility of the assumption of MAR, 
and this can be enhanced by using a full range of covariables and outcomes as the basis 

Table 8.4 Questionnaires returned and completed in the REFLUX trial comparing 
laparoscopic fundoplication with medical management in patients with gastro 
oesophagel reflux disease

Year Questionnaires returned, n (%) Completed questionnaires,a n  (%)

Surgery Medical  
management

Surgery Medical  
management

1 154 (87) 164 (92) 134 (75) 147 (82)

2 128 (72) 142 (79) 121 (68) 134 (75)

3 132 (74) 134 (75) 112 (63) 119 (66)

4 126 (71) 129 (72) 114 (64) 118 (66)

5 127 (71) 119 (66) 115 (65) 113 (63)

Number of patients in complete case analysis 88 (49) 84 (47)

aCompleted questionnaires means that all of the questions on health care resource use and EQ-5D were 
filled in.

Reproduced from Grant, A.M., et al., Clinical and economic evaluation of laparoscopic surgery compared 
with medical management for gastro-oesophageal reflux disease: 5-year follow-up of multicentre random-
ised trial (the REFLUX trial), Health Technology Assessment, Volume 17, Number 22, Copyright © Queen’s 
Printer and Controller of HMSO 2013.
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of imputation—e.g. patients’ baseline characteristics, observed costs, clinical measures 
during follow-up, and any reasons for missingness (Marshall et al. 2009).

Noble and colleagues reviewed 88 trial-based cost-effectiveness studies to establish 
what methods they had used to address missing data (Noble et al. 2010). They found 
that these approaches were generally poorly reported, and that few studies used sen-
sitivity analysis to assess the implications of alternative methods of handling missing 
data on study results. Overall, CCA was the most widely adopted method and its use 
had increased over time. Despite the potential for bias with this method, less than half 
the studies considered the possibility of bias. MI was used in 6/34 studies between 2003 
and 2005 and 10/54 studies between 2006 and 2009; however, Noble and colleagues 
argue that there should be more transparency in the use of MI including the proce-
dure, software and approach to reflecting the implications of the multiple imputation 
datasets in the measure of uncertainty in cost-effectiveness. They urge future studies to 
follow recent guidelines for MI (Sterne et al. 2009).

8.3.1.3 Censored cost data
A specific type of missing data relates to situations where patients have been followed 
up for differential time periods, which leads to censored data. One example of this is 
administrative censoring, when patients are recruited into a trial over a period of time 
(e.g. 2 years), but analysis is undertaken at a specific time based on all available data at 
that point (e.g. 1 year after the last patient is recruited). This means that the extent of 
follow-up data will vary between patients—in this example, the minimum follow-up 
period will be 1 year and the maximum 3 years.

A key assumption when analysing censored data is that censoring is ‘non- 
informative’; that is, patients who are fully followed up (uncensored) are representative 
of those who are censored. Standard survival analysis methods exist for the analysis 
of censored time-to-event data (e.g. time until death) (Machin et al. 2006). However, 
these methods are not appropriate to analyse censored cost data and will lead to biased 
estimates (Etzioni et al. 1999). This is because different patients can accumulate costs 
at different rates over time, so two patients who are censored at the same time, but with 
different accumulated cost, would ultimately be expected to have different total costs if 
they had been fully followed up. Hence the assumption of non-informative censoring 
is no longer tenable.

Various methods have been developed in recent years to analyse censored costs ap-
propriately. It is not within the scope of this book to describe these methods in detail, 
but good reviews are available (Glick et al. 2014; O’Hagan and Stevens 2004; Wijey-
sundera et  al.  2012), as well as comparisons of the available methods (Raikou and 
McGuire 2012).

8.3.1.4 Difficulties with incremental cost-effectiveness ratios (ICERs)
As described in Chapters 3, and 4, the ICER is the traditional summary result from a 
cost-effectiveness analysis. A statistical issue that has been of some interest in the lit-
erature since the mid-1990s relates to how to present the statistical uncertainty around 
the ICER when it is derived from sampled patient-level data on costs and effects. Chap-
ter 11 covers the analysis and policy uses of uncertainty in economic evaluation in 



VEHICLES FOR ECONOMIC EVALUATION294

general, whether these are based on model-based studies or clinical studies with indi-
vidual patient data. Many of the issues discussed here are also relevant to that chapter.

The development of appropriate and easily implementable ways of expressing the 
implications of sampling variation in individual patient data for uncertainty in the 
ICER has been hampered by some particular features of the ICER (Briggs 2001). One 
problem relates to the issue of negative ICERs. The consideration of the decision rules 
of cost-effectiveness analysis in Chapter 4 make clear that, if an intervention is less 
costly and more effective than a comparator (the bottom right quadrant of the cost- 
effectiveness plane in Figure 3.2), it is dominant and unequivocally cost-effective. Con-
versely, if an intervention is more costly and less effective than a comparator (the top 
left quadrant in Figure 3.2), it is dominated and cannot be considered cost-effective. 
When working with estimates of mean costs and effects, it is necessary to report the 
fact that an intervention is dominated or dominant because simply reporting an ICER, 
which in both these situations would be negative, would not indicate whether or not the 
intervention should be regarded as cost-effective.

This process is more complex, however, when presenting sampling uncertainty 
around the ICER. This can be described with reference to Figure 8.4 which reproduces 
a cost-effectiveness plane and shows two different comparisons of a new intervention 
relative to a standard intervention. In the top left quadrant, comparison A shows a 
situation where the standard intervention dominates the new intervention, with lower 
costs and higher effects. In the bottom right quadrant, the new intervention is dom-
inant (comparison B). Despite these quite different results, the ICER is identical for 
the two comparisons (−10). This feature of the ICER is not necessarily a problem for a 
deterministic analysis based on a point estimate of differential cost and effect because 
it is clear in which quadrant the comparison is located. However, when the uncertainty 
around the point estimates is allowed for, the ICER and its uncertainty could span more 
than one quadrant and the feature of the ICER shown in Figure 8.4 can make this un-
certainty difficult to present.

A second, and related, problem occurs when the comparison is located in the top left 
or bottom right quadrants of the cost-effectiveness plane where one option is dominant 
and the ICER is negative; the magnitude of the ICER has no meaning. Consider three 
different comparisons in the bottom right quadrant:
◆ X results in 1 QALY gained, a saving of £2000, and hence an ICER of −£2000
◆ Y results in 2 QALYs gained, a saving of £2000, and hence an ICER of −£1000
◆ Z results in 2 QALYs gained, a saving of £1000, and hence an ICER of −£500.

In terms of ICERs, Z would be preferred to Y, which would be preferred to X. However, 
in terms of changes in costs and QALYs, Y would clearly be preferred to X and Z as it 
has the highest combination of QALY gain and cost saving.

A third problem is, if the denominator of the ICER (the difference in effects) is 
zero, the ratio itself is infinite. Again, this is not a major problem with a determin-
istic analysis as one treatment is likely to dominate by virtue of having lower mean 
costs. With a formal analysis of uncertainty, however, this feature of the ICER will 
present problems when the uncertainty in the effect difference is allowed for if there 
is a non-negligible probability of that difference being zero. Furthermore, because 
the difference in effects could be negative, this can cause a discontinuity in the ICER, 
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which means there is no mathematically tractable expression for the variance of the 
ratio (Briggs et al. 2002).

A fourth problem with the ICER is that, as a ratio statistic, it is not easy to use as a de-
pendent variable within a regression analysis. However, such analysis may be necessary 
as it may be important to adjust the cost-effectiveness estimates generated in a trial for 
differences in patient case mix between the intervention groups at baseline. Indeed, in 
the context of an observational study, this process of adjusting for known (and where 
possible unknown) confounding variables is essential (see Section 8.3.4). It may also 
be important to assess the extent to which the cost-effectiveness of a given intervention 
varies between different subgroups of patients. The process of adjusting for differences 
in baseline case mix and of undertaking subgroup analysis would ideally be undertaken 
within a regression framework. Section 8.3.2 describes methods that have been devel-
oped to overcome some of the problems with ICERs.
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Fig. 8.4 The problem of negative incremental cost-effectiveness ratios (ICERs).
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8.3.2 Quantifying uncertainty in cost-effectiveness using 
patient-level data
It is helpful to distinguish two general approaches to representing uncertainty in 
cost-effectiveness results: (1) hypothesis testing and (2) estimation, which are dealt 
with in Sections 8.3.2.1 and 8.3.2.2 respectively. In Chapter 11 the link between these 
approaches to uncertainty and decision-making is considered.

8.3.2.1 Hypothesis testing
When patient-level sample data are available on costs and effects, it is possible to use 
formal hypothesis testing as a way of reflecting the uncertainty in cost, effects, and 
cost-effectiveness. In the analysis of effect data with associated sampling variation, the 
null hypothesis is usually that there is no difference in outcome between experimental 
and control therapy, and this is tested against either a one-tailed alternative (usually 
that the experimental treatment is more effective) or a two-tailed alternative (that the 
experimental treatment is more or less effective than the control).

The purpose of economic evaluation is, however, to inform decisions about resource 
allocation rather than to make inferences about particular phenomena. Although hy-
pothesis testing has been explored in economic evaluation (O’Brien and Drummond 
1994; O’Brien et  al.  1994), its role has been limited. One problem with hypothesis 
testing as a way of reflecting uncertainty is that an overemphasis tends to be placed 
on the statistical significance of results (the size of the P-value) in isolation from the 
magnitude of the effect size. This can be illustrated with reference to Box 1.3. If a for-
mal hypothesis test suggests that there is no statistically significant difference in ef-
fects between treatment and control, then it may seem logical to adopt the approach of 
cost-minimization analysis whereby the less costly treatment is the most cost-effective. 
However, unless the measure of effect in the cost-effectiveness study is the primary 
outcome measure, it is very unlikely that the trial would have been ‘powered’ to find 
a statistically significant difference in effects. This is likely to be the case, for example, 
when QALYs are the measure of effect in the study, but the trial was not powered to 
show a statistical difference in mortality or HRQoL. Therefore, there is likely to be an 
important risk of rejecting the alternative hypothesis (that treatment is more effective 
than control) when in fact that hypothesis is correct (i.e. a high type II error), and this 
error will be reflected in the economic evaluation (Briggs and O’Brien 2001).

Even if the trial had been formally powered to test a hypothesis around the effect 
measure used in the cost-effectiveness study, it would still be inappropriate to conclude 
that the lack of a statistically significant difference in effectiveness between a new treat-
ment and control is synonymous with a difference of zero. The difference between the 
two sample means remains the best estimate of effect difference rather than zero. The 
importance of this point can be illustrated using the example of the cost-effectiveness 
analysis of laparoscopic versus open abdominal hysterectomy introduced above and 
in Figure 8.3 (Garry et al. 2004; Sculpher et al. 2004a). Over the full follow-up period 
of 1 year (as opposed to the short-term follow-up in Figure 8.3), laparoscopic hyster-
ectomy had an additional mean cost of £186 (95% CI −£26 to £375) and additional 
mean QALYs of 0.007 (95% CI −0.008 to 0.023). In neither case, therefore, were these 
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differences statistically significant as the 95% CIs around them both crossed zero. How 
should a decision-maker react to these results? One option would be to interpret the 
data as saying that the lack of a statistically significant difference in costs and effects is 
synonymous with a zero difference in these end points, and hence the options are iden-
tical in terms of cost-effectiveness. This is inappropriate as the mean differences remain 
the best estimates of differential costs and effects.

A second option is to adopt conventional rules of statistical inference and conclude 
that the data provide no basis, using a threshold P-value of 0.05, to reject the null hy-
potheses that open abdominal hysterectomy is less costly and more effective than the 
new laparoscopic technique, and that abdominal method should remain the preferred 
option. However, this assumes that the error probability inherent in the 0.05 P-value is 
appropriate for the decision. A third option is to reject conventional methods of stat-
istical inference and focus on mean differences in costs and effects, in which case lap-
aroscopic hysterectomy would be preferred if the ICER (£186/0.007 = £26 571) is below 
the cost-effectiveness threshold. However, basing the decision on mean costs and effect 
differences alone would ignore the uncertainty associated with those mean values.

8.3.2.2 Estimation
To what extent are these difficulties overcome by using estimation for cost-effectiveness 
rather than hypothesis testing? This is consistent with clinical evaluation for which stat-
istical guidelines in a number of medical journals have generally recommended that, in 
preference to reporting only P-values, analyses should report the observed effect size 
with an associated CI (Gardner and Altman 1986). The advantage of the CI is that it 
yields information on the magnitude of the observed difference (quantitative significance 
or importance), and this may be useful in presenting the results of economic evaluation.

There have been various ways in which CIs for ICERs have been addressed. Of 
course, cost-effectiveness incorporates both cost and effect differences. The com-
bination of these simple 95% CIs for cost and effect differences can be portrayed as 
two- dimensional confidence regions for cost-effectiveness as in Figure 8.5 (O’Brien 
et al. 1994; O’Brien and Drummond 1994). The simplest definition of the confidence 
region is the ‘confidence box’ bounded by abcd. Rays from the origin passing through 
points a and d define a slice of pie based on the upper limits of each CI. The box ap-
proach assumes that the difference in costs is independent of (uncorrelated with) the 
difference in effects which would be unlikely in most situations. It is also the case that, 
when costs and effects are independent, the confidence box will represent 90% CIs al-
though it is based on 95% intervals on individual costs and effects (Briggs 2001).

In order to reflect the covariance in cost and effect differences rather than assume 
independence in these two parts of the ICER, the concept of the confidence ellipse was 
suggested (O’Brien et al. 1994; O’Brien and Drummond 1994; Van Hout et al. 1994). 
The precise shape of the ellipsoid confidence region will depend upon covariation be-
tween costs and effects. This is illustrated in Figures 8.6 and 8.7, which show situations 
where there is, respectively, positive and negative correlation between the numerator 
and denominator of the ICER. The ellipses are derived assuming a joint normal distri-
bution in costs and effects. The rays drawn from the origin as tangents to the ellipses 
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represent approximations to the 95% CI of the ICER. It is clear from Figures 8.6 and 
8.7, however, that the width of the CIs defined by this method is highly dependent on 
the correlation between costs and effects and would only be the same as that defined by 
the confidence box by coincidence.

The statistical characteristics of the ICER, which were discussed earlier, mean that 
it has not been straightforward to define methods to calculate CIs for this measure of 
cost-effectiveness. Several methods have been suggested to overcome these difficulties 
(see Briggs 2001), but two methods have been used in the applied literature. The first 
is Fieller’s method, which is based on work on ratio statistics undertaken in the 1930s. 
This was developed as a means of calculating an exact CI for the ICER allowing for the 
possible skewness in the sampling distribution of the ratio (Willan and O’Brien 1996). 
Like the ellipse method, however, the key assumption of Fieller’s theorem is that the 
numerator and denominator of the ICER follow a joint normal distribution. This as-
sumption may be overly strong given the skewness of sampled cost data.

The second method for deriving CIs for the ICER is non-parametric bootstrapping 
(Efron and Tibshirani 1993). It was discussed more generally in Section 8.3.1.1 and, 
unlike Fieller’s method, it has been widely used in applied cost-effectiveness studies. 
Rather than making assumptions about the underlying distributions in the ICER, this 
method resamples from the original data to build an empirical estimate of the sampling 
distribution of the ICER. Box 8.1 summarizes the bootstrap method as applied to der-
ivation of CIs for the ICER.

8.3.2.3 Moving to net benefits
It is clear that there are various statistical issues with the ICER that have complicated 
efforts to quantify its sampling uncertainty in a trial-based economic evaluation. In the 
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face of these statistical difficulties, the use of net benefit (NB) is increasing. The concept 
of NB was introduced in Chapter 4 as a way of moving away from a ratio and placing 
both costs and effects on a single scale, either net monetary benefit (NMB) or net health 
benefit (NHB). In NMB, the difference in effects between two options being evaluated 
is rescaled into monetary value using the cost-effectiveness threshold as a value for 
each unit of effect, and the difference in costs between the options is subtracted from 
this value. NHB is a rescaling of the measure of cost-effectiveness into health by div-
iding the difference in costs by the cost-effectiveness threshold and then subtracting 
this from the difference in health effects. Of course, whether NMB, NHB, or the ICER is 
used, it will provide exactly the same answer in terms of whether a given intervention is 
cost-effective compared with alternatives for a given cost- effectiveness threshold. Note 
that some authors define the difference in costs and effect, when rescaled into NB, as 
incremental net benefit.

For statistical analysis, compared to the ICER, either form of NB has the advan-
tage of being a linear expression, which means it is more tractable and has a sampling 
distribution that is easier to work with. The variance and confidence intervals for NB 
can be easily defined using parametric methods or bootstrapping (Briggs et al. 2002; 
Glick et al. 2014), although the issues covered earlier in this section and reviewed by 
Mihaylova and colleagues are also relevant to NBs (Mihaylova et al. 2011). Given that 
the value of the cost-effectiveness threshold may not be known with certainty by the 
analyst (see Chapter 4 for a discussion of this threshold), it is possible to present either  

 1 Draw a sample from (and of equal size to) the observations of the treatment 
group by simple random sampling with replacement. Compute C*

T  and ,E*
T  

the bootstrap replicates of CT  and .ET

 2 Draw a sample from (and of equal size to) the observations of the control 
group by simple random sampling with replacement. Compute C*

C  and ,E*
C  

the bootstrap replicates of CC  and .EC

 3 Compute the bootstrap replicate ˆ :R*
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* *b
T C

T C

 4 Repeat steps 1–3 a large number of times (say B) and obtain the independ-
ent bootstrap replications ∗ ∗ ∗ˆ , ˆ , . . . ˆ .R R RB1 2  This is the empirical estimate of the 
sampling distribution of the ICER.

 5 Several methods are then available to calculate CIs from this empirical esti-
mate. For example, a simple approach would be to base a 95% CI on the 2½ 
and 97½ centiles from the empirical sampling distribution.

Box 8.1 Summary of the stages of non-parametric 
bootstrap methods
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form of NB, and its sampling uncertainty, diagrammatically as a function of the thresh-
old. An example of this, in terms of (incremental) NMB, is shown in Figure 8.8. The ex-
ample is taken from the laparoscopic versus abdominal hysterectomy study  (Sculpher 
et al. 2004a) using 6-week follow-up data. The bold line on the figure shows the esti-
mated mean NMB (derived as explained in the previous paragraph). Where this line 
intersects the x-axis, NMB is zero and the threshold value on the x-axis is equal to the 
ICER (£203 846 as shown). This line meets the y-axis at a value of NMB that is equal 
to the negative value of the difference in mean cost between the two options (£265 as 
shown). The slope of the NMB line is equal to the difference in effects. The upper and 
lower 95% CIs in NMB are also shown in the figure as the lighter curves below and 
above the mean NMB line. Hence, for a given cost-effectiveness threshold, it is possible 
to read off the mean NMB as well as the upper and lower 95% CIs. When these CI lines 
cross the x-axis, it is possible to define the 95% CIs for the ICER. In the example shown, 
the lower 95% CI is defined (£35 000) but this is not the case with the upper 95% CI.

As a result of the statistical flexibility of NB, they can used be used with conventional hy-
pothesis testing. For a given cost-effectiveness threshold, it would be possible to undertake 
a one- or two-tailed hypothesis test and report the P-value. As with estimation, the general 
lack of clarity about the cost-effectiveness threshold (at least in some jurisdictions) may 
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Fig. 8.8 Example of the presentation of incremental net monetary benefit (NMB), together 
with its sampling uncertainty, as a function of the cost-effectiveness threshold. The 
example is based on the comparison of laparoscopic and abdominal hysterectomy based 
on 6-week follow-up (Sculpher et al. 2004a). CI, confidence interval; ICER, incremental 
cost-effectiveness ratio; QALY, quality-adjusted life-year.

Source: data from Sculpher, M.J. et al., Cost-effectiveness analysis of laparoscopic-assisted hysterec-
tomy in comparison with standard hysterectomy: results from a randomised trial, BMJ, Volume 328, 
pp. 134–40, Copyright © 2004
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lead the analyst to repeat hypothesis testing at different thresholds. Figure 8.9 shows these 
results in the form of a cost-effectiveness acceptability curve (CEAC) (Van Hout et al. 1994). 
Again using the example of laparoscopic versus abdominal hysterectomy, the figure shows, 
on the y-axis, 1 − P-value on a one-sided hypothesis of a difference between the treatments 
in terms of mean NB, as a function of the cost-effectiveness threshold. The CEAC also 
embodies other information about the comparison. Where it cuts the vertical axis is the 
P-value for a (one-sided) hypothesis test for the difference in mean costs. At the other end, 
the curve tends towards 1 − P-value for a (one-sided) hypothesis test for the difference 
in mean QALYs. The ICER is also shown on the CEAC. As the ICER is based on mean 
cost and effect differences, and the 50% point on the CEAC effectively corresponds to the 
median in those differences, the ICER will not necessarily fall at the 50% point (Fenwick 
et al. 2001). The shape of the CEAC will vary depending on the joint uncertainty in cost 
and effect differences on the cost-effectiveness plane (Fenwick et al. 2004).

In effect, the y-axis shows ‘error probabilities’ that are typically interpreted as the 
probability that a treatment is cost-effective on the basis of the available data. Chap-
ter 11 deals in more detail with these error probabilities, their different interpretations, 
and their use in decision-making.

8.3.3 Explaining variability in cost-effectiveness  
analysis—the use of regression analysis
As mentioned in Section 8.3.2, in analysing patient-level data on costs and effects, ex-
plaining variability in cost-effectiveness can be very important. If the focus of cost- 
effectiveness analysis is only on deterministic measures of the ICER, formal regression 
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analysis to explain variability is not possible. One of the implications of quantifying vari-
ability in costs and effects using patient-level economic data is that regression methods 
are made feasible. As discussed in Section 8.3.2, there is a range of regression meth-
ods which has been used on cost data which have been reviewed by Mihaylova et al. 
(2011). The ‘statistically challenging’ nature of costs described in that section is also true 
of HRQoL data which, among other things, are often skewed and have spikes at 0 and 1; 
these may also require quite sophisticated regression methods (Basu and Manca 2012).

Very often regression methods are used to estimate parameters for decision  models—
for example, a mean cost or a mean HRQoL weight associated with a clinical event. This 
use of regression analysis is considered in more detail in Chapter 10. In trial-based 
economic evaluation, where cost-effectiveness is estimated directly from the data, re-
gression methods are important for two reasons. First, regression is a way of adjusting 
estimated cost-effectiveness for any differences between the types of patients in the 
treatment groups being compared (i.e. differences in patients’ demographic and clin-
ical characteristics). This is essential in non-randomized studies where unbiased mean 
estimates of cost-effectiveness cannot be assured through random allocation and will 
always need some form of statistical analysis (see Section 8.3.4). Even in randomized 
studies, however, statistical adjustment using regression analysis is a means of increas-
ing the precision in mean estimates. This is because even randomized studies will have 
slight imbalance between treatment groups in terms of baseline characteristics, which 
occurs simply by chance. This type of adjustment is particularly important where 
QALYs are being estimated, for each individual patient, based on HRQoL measures at 
baseline and follow-up. Here the use of regression methods to estimate differences in 
HRQoL at follow-up between intervention groups needs to adjust for potential differ-
ences between the groups in baseline HRQoL (Manca et al. 2005a).

The second reason for considering regression analysis is to assess how patients’ char-
acteristics impact on the cost-effectiveness of interventions, and to use this approach 
as a means of estimating cost-effectiveness for different subgroups of patients. For ex-
ample, if it were shown that variation in cost-effectiveness could be explained, to some 
degree, by the gender of the patient, it might be appropriate to present estimates of the 
cost-effectiveness of a treatment separately for men and women. As discussed further 
in Chapters 9 and 10, this consideration of heterogeneity in cost-effectiveness as a key 
source of information for decision-making. There is a range of important caveats in 
how subgroups are identified and presented, including the need for their biological 
plausibility, and many would argue that this can only be assured if the subgroup effects 
to be estimated are defined before the data are available.

Hoch and colleagues made an important initial contribution to the development of re-
gression methods for cost-effectiveness by using the concept of NMB (see Section 8.3.2) 
as the dependent variable, calculated for each individual (i) (Hoch et al. 2002). Using 
a model regressing this patient-level NMBi against the treatment arm dummy variable 
(ti), Hoch and colleagues demonstrated the equivalence of a regression-based approach 
to CEA with a ‘standard’ cost-effectiveness analysis. Their regression framework is il-
lustrated in the equation below:

 α β= + +t eNMBi i i  
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In this formulation, the NMB for the ith patient in the trial is the patient-level NB de-
fined in terms of their absolute costs and effects, and ti represents a treatment dummy 
taking the value 0 for ‘standard’ or comparator therapy and 1 for the new intervention. 
In the context of a trial, this dummy variable would be defined in terms of the group to 
which the individual patient is randomized. The coefficients α and β are, respectively, 
the intercept and the slope term obtained from a standard OLS regression. The term ei 
is an error term with constant variance usually assumed to be normally distributed. In 
terms of the interpretation of the results from the OLS regression, the estimated coef-
ficient α represents the mean NMB in the group receiving the ‘standard treatment’ in 
the trial, the sum of the two estimated coefficients, α + β, is the mean NMB in the new 
intervention arm, and β is the incremental NMB between the two arms of the trial.

A potential limitation of NB regression is that the use of a single dependent variable, 
NB, risks neglecting important differences between the costs and effects from which it 
is derived. For example, the covariables which provide important explanatory variables 
for costs may not do so for effects, and vice versa. An alternative approach to regres-
sion analysis for cost-effectiveness is to estimate two separate statistical models, one 
for costs and one for effects. As noted in Section 8.3.2, however, costs and effects are 
correlated, so it would be inappropriate to assume that these two regression models 
are independent. Willan and colleagues used the method of ‘seemingly unrelated re-
gression’ where different covariables and functional forms for the two equations can 
be used for the cost and effect regressions, but the error terms are correlated (Willan 
et al. 2004). The use of statistical modelling using regression methods for economic 
data is discussed more fully in Chapter 10.

A third contribution offered by regression analysis is to assess whether cost- 
effectiveness varies according to the location in which the patient was treated (e.g. the 
centre or country in a trial setting). Cook and colleagues used a range of statistical ana-
lyses to assess whether there is heterogeneity in cost-effectiveness between alternative 
countries in a randomized trial (Cook et al. 2003). The use of formal regression methods 
for this purpose was explored by others. Multilevel regression modelling is an approach 
which has been used to assess the extent to which costs, effects, and cost-effectiveness 
vary systematically across locations in RCTs and other studies (Grieve et al. 2005, 2007; 
Manca et al. 2005b; Willan et al. 2005). This approach can also be used to generate 
location-specific estimates of costs, outcomes, or cost-effectiveness which takes into 
consideration the variation in data between and within locations. The use of regression 
methods to explore issues relating to the transferability of economic data from setting 
to setting is discussed further in Chapter 9.

8.3.4 Analysis of observational studies
The statistical analysis of observational studies presents particular challenges because 
the absence of randomized treatment allocation risks biased estimates of means costs, 
effects and cost-effectiveness (see Section 8.2.3). Various statistical methods are avail-
able to try to minimize this risk of bias: in general, they can be grouped into three 
types, which follow the general principle of allowing for observed differences in base-
line characteristics between the treatment and control groups. The first uses regression 
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methods simply to adjust estimated treatment effects using patients’ clinical and other 
characteristics at study outset. The second approach is matching, where an attempt 
is made to estimate treatment effects while achieving a balance in observed charac-
teristics between the comparison groups in the matched samples (Sekhon and Grieve 
2011). A popular approach to matching is to do so on the basis of propensity scores 
which are the predicted probability of a given patient being assigned to a particular 
intervention on the basis of a set of observed covariables (Mitra and Indurkhya 2005). 
In such studies it is necessary to establish that, after matching on the propensity score, 
the key baseline prognostic characteristics are balanced between the groups being 
compared (Kreif et al. 2012).

The problem with regression methods and matching is that they assume that all po-
tentially confounding variables relating to an estimated treatment effect have been ob-
served (i.e. data have been collected on them within the study). A method which, in 
principle, also allows for unobserved confounding variables is the use of instrumental 
variables (IVs) (Grootendorst 2007). If appropriate IVs can be identified, they address 
the challenge of unobserved confounding variables and the risk of selection bias. In a 
statistical model, IVs need to be able to predict patients’ treatment allocation condi-
tional on other observed covariables in the model; but they should be statistically unre-
lated to the outcome of interest. An example of the use of IVs is an evaluation of invasive 
treatment of acute myocardial infarction in elderly patients based on observational data 
from Medicare in the United States (McClellan et al. 1994). The selected IV was the dis-
tance between patients’ homes and the hospitals providing different types of care. This 
variable was found to predict accurately the type of treatment patients received but was 
not correlated with health outcomes. The analysis used differential distances effectively 
to randomize patients to different likelihoods of receiving intensive treatments.

The nature of the assumptions that need to be made in order to estimate treatment 
effects (on costs or outcomes) from observational studies is important to understand. 
This is true for those designing and analysing observational studies and for those using 
them in decision-making. A recent study developed a checklist for assessing the quality 
of such analyses (Kreif et al. 2013). This includes a series of questions about methods 
including whether or not the study assessed the validity of the assumption of no unob-
served confounding, whether an assessment was made regarding the extent to which 
the distributions of the baseline covariables overlapped between the treatment groups, 
and whether covariate balance was assessed after applying a matching method. The 
checklist was used to review 81 systematically identified economic evaluations based 
on observational data. Of these, 51% used regression methods to address potential 
selection bias, whereas 47% using matching methods (based on propensity scores or 
covariables) and only 2% used IVs. The authors concluded that economic evaluations 
based on observational studies rarely assess the main assumptions used in undertaking 
statistical analyses to address selection bias.

8.4 Conclusions
The use of clinical studies as vehicles for economic evaluation is widespread in the 
published literature. There has also been considerable interest from researchers in 
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developing statistical methods to analyse such studies. These include the use of indi-
vidual patient data on costs and effects to improve the way uncertainty is characterized, 
and the use of regression methods to reflect the heterogeneity in cost-effectiveness be-
tween patients and locations. There are, however, some major concerns with the use of 
single data sources as a vehicle for economic evaluation to support decision-making 
including the inappropriate selection of comparators and the failure to incorporate all 
relevant evidence. These issues are discussed more fully in Chapter 9.

It is often the case, however, that many interventions, programmes and policy 
changes are not easy to evaluate using experimental (randomized) designs. Further-
more, many health care systems are investing in the routine collection of clinical and 
other data on individual patients, either for administrative or research purposes. These 
routine observational datasets provide a valuable opportunity to assess the effective-
ness and cost-effectiveness of alternative ways of allocating resources (Heckman 2007). 
However, the statistical methods required to analyse these data in a way that reflects 
known and unknown sources of confounding are challenging and developing rapidly.

8.5 Exercise
Read the following journal article:

Mihaylova, B., R. Pitman, D. Tincello, H. van der Vaart, R. Tunn, L. Timlin, D. Quail, A. 
Johns and M. Sculpher (2010). ‘Cost-effectiveness of duloxetine: the Stress Urinary Incon-
tinence Treatment (SUIT) study.’ Value in Health, 13, 565–72.

Address the following questions:
◆ To what extent would this study be susceptible to selection bias? Provide some 

examples of potential sources of bias.
◆ How do the authors seek to address the risk of bias?
◆ What are the strengths and limitations of the study to inform decision-making 

about the value of duloxetine in this indication?
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Chapter 9

Economic evaluation using 
decision-analytic modelling

9.1 Some basics
Chapter 8 considered economic evaluation based on a single study such as a random-
ized controlled trial (RCT), where data collected from a sample of patients or other 
study participants on resource use and outcomes facilitate estimates of differential 
mean costs and effects relating to different interventions. Although such studies are 
still undertaken and published, there is a growing use of decision-analytic modelling as 
an alternative vehicle for economic evaluation.

The ultimate purpose of economic evaluation is to inform different types of 
 decision-maker about the efficient allocation of health care resources. In recent years, 
economic evaluation has been increasingly undertaken for specific decision-makers, 
who formally require economic evidence. For example, a number of health care systems 
now use economic evaluation to help them to decide whether new health technologies 
(particularly pharmaceuticals) represent sufficient value for money to be funded (see 
<http://www.ispor.org/HTARoadMaps/Default.asp> for details). The role of economic 
evaluation in decision-making is discussed in more detail in Chapter 2, but the greater 
use of these methods to inform particular decisions in specific jurisdictions has had 
implications for economic evaluation (Claxton et al. 2002). In particular, it has indi-
cated that relying on a randomized trial as a single vehicle for economic evaluation 
has a number of limitations (Sculpher et al. 2006). As a result, economic evaluation 
for decision-making will usually need to draw on evidence from a range of sources. 
These could include clinical, resource use, and outcome data collected alongside ran-
domized trials, but are also likely to include evidence from other types of study such 
as cohort studies and surveys. A decision-analytic model provides a means of bringing 
together this full range of evidence and directing it at a specific decision problem being 
addressed by a health system at a given point in time and in a particular jurisdiction.

Decision-analytic modelling has its theoretical foundations in statistical decision 
theory (Raiffa 1968), and shares common theoretical origins with expected utility 
theory (discussed in Chapter 5). It also has a close association with Bayesian statis-
tics where statistical analysis is closely related to decision-making (Spiegelhalter 
et al. 2004). Decision analysis has been widely used outside health care, such as in busi-
ness and engineering. It has an established basis as a framework for clinical decision-
making—that is, decision-making relating to individual patients when costs are not 
necessarily a primary consideration—and several good texts exist introducing decision 
analysis in health care generally (Hunink et al. 2014; Weinstein and Fineberg 1980). 
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This chapter introduces the use of these methods in economic evaluation in particu-
lar. More advanced material on decision analysis for economic evaluation is available 
(Briggs et al. 2006).

Decision-analytic modelling provides a framework for decision-making under con-
ditions of uncertainty. More specifically, a decision-analytic model defines a set of 
mathematical relationships between entities (usually health states or pathways) charac-
terizing the range of possible disease prognoses and the impacts of alternative interven-
tions. These entities themselves predict the quantities we are interested in for economic 
evaluation: costs and health effects. As a set of methods, decision analysis can satisfy 
five important objectives for any economic evaluation as discussed briefly here and 
more fully in subsequent sections.
◆ Structure. It can provide a structure that appropriately reflects the possible prog-

noses that individuals of interest may experience, and how the interventions 
being evaluated may impact on these prognoses. The structure will have to reflect 
the variability between apparently similar individuals in their prognoses and in 
the effect of interventions. The individuals will often be patients with a particular 
condition, but may be healthy or asymptomatic people in the context, for ex-
ample, of a screening or public health programme.

◆ Evidence. It offers an analytic framework within which the full range of evidence 
relevant to the study question can be brought to bear. This is achieved partly 
through the structure of the model, but also in the estimates of the input param-
eters of the model.

◆ Evaluation. It provides a means of translating the full extent of relevant evidence 
into estimates of the cost and effects of the alternative options being compared. 
Using appropriate decision rules (see Chapter 4), the option that the analysis 
identifies as the best can be identified based on existing evidence.

◆ Uncertainty, variability, and heterogeneity. It facilitates an assessment of the vari-
ous types of uncertainty relating to the evaluation. As described in detail in Chap-
ter 11, this includes uncertainty relating to model structure and input parameters. 
Models also provide flexibility to characterize heterogeneity across different sub-
groups of individuals.

◆ Future research. Through the assessment of uncertainty, it can estimate the value 
of future research, and identify likely priorities for it. This can provide a more nu-
anced set of decision options relating to research development to be considered 
alongside a more standard ‘adopt’ or ‘reject’ (see Chapter 11).

9.2 The role of decision-analytic models  
for economic evaluation
In considering the role of decision models in economic evaluation, it is useful to contrast 
two different activities in health care evaluation—measurement and decision  analysis—
which are summarized in Box 9.1. In part, economic evaluation is concerned with the 
process of measurement through the collection of data relating to effectiveness, resource 
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use, unit costs, and health-related quality of life (HRQoL) weights. Ultimately, though, 
economic evaluation is concerned with informing appropriate decisions in health care 
about resource allocation in specific jurisdictions under conditions of uncertainty. 
This will require the appropriate synthesis of all relevant evidence (see Chapter 10). 
Being clear about these different roles for economic evaluation emphasizes that de-
cision models and randomized trials (and other clinical studies) are not competing al-
ternatives. Rather, the latter are focused on measuring different effects of interventions 
on relevant costs and outcomes. Decision models, on the other hand, are concerned 
with informing specific decisions (Sculpher et al. 2006); they draw upon the measure-
ments undertaken in clinical studies but also provide an explicit framework for the 
inevitable assumptions and judgements needed in decision-making.

This section considers the features of economic evaluation for decision-making that 
frequently necessitate the use of decision-analytic models rather than reliance on a 

Health care evaluation in general, and economic evaluation in particular, involves 
two important but separate activities: measurement and decision analysis. Both are 
important in establishing the most economically appropriate form of management 
or intervention, but they have distinct roles. The process of measurement has the 
following features:
◆	 A focus on estimating and testing hypotheses relating to particular parameters 

and relationships between parameters (e.g. the rate of clinical events, relative 
treatment effects, resource use, and HRQoL effects).

◆	 A concentration on relatively few parameters.
◆	 A primary interest in randomized trials as a vehicle for measurement, particu-

larly of relative treatment effects.
◆	 The focus of uncertainty analysis is on parameters, usually represented in 

terms of hypothesis tests.
The activity of decision analysis can be characterized as:
◆	 The primacy of identifying an appropriate course of action from amongst a 

full range of alternatives for a specific recipient group in a particular location/
jurisdiction.

◆	 The process of informing decisions based on all relevant and currently avail-
able evidence.

◆	 Identification of a preferred option based on the expected values of the alter-
natives (e.g. expected cost-effectiveness) rather than on individual parameters.

◆	 An explicit acceptance that decisions will always be taken under conditions of 
uncertainty.

Box 9.1 Contrasting activities in economic evaluation: 
measurement versus decision analysis
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single data source such as an RCT. There are several different requirements for an eco-
nomic evaluation that are relevant, and these are detailed in Sections 9.2.1–9.2.6.

9.2.1 The need to compare all options
As described in Chapters 2, 3, and 4, economic evaluation is about comparing the 
value for money of alternative courses of action (or options) for particular recipient 
groups. It is possible that decision-makers will be misled by a study that fails to com-
pare all the relevant options, which might reflect the fact that more than one option 
is currently used in practice as well as the new option(s) available. Indeed, defining 
all relevant options will often involve specifying strategies rather than specific treat-
ments. In the evaluation of pharmaceuticals this can take the form of the comparison 
of sequences of interventions. For example, Woolacott and colleagues compared the 
cost-effectiveness of alternative sequences of treatments for psoriasis where a treat-
ment is typically used until it ceases to be effective or exhibits side effects (Woolacott 
et al. 2006). The alternative sequences consisted of several new biological treatments 
as well as older therapies and best supportive care. In the economic evaluation of diag-
nostics, strategies are specified in terms of sequences of tests and alternative decision 
rules about therapeutic choices conditional on test results. As a result, the number of 
options to compare can be very large. A particularly notable example is the 1214 (i.e.  
1 283 918 464 548 860) options initially compared for prenatal screening and treat-
ment to prevent group B streptococcal and other bacterial infections in early infancy 
(Colbourn et al. 2007). Clearly, in such circumstances, approaches need to be identi-
fied to make the number of options practical. In this study, uncertainty analysis was 
used to remove options from consideration that had a very limited probability of 
being cost-effective.

However, as discussed in Chapter 8, in randomized trials it is rarely the practice to 
compare all relevant options and a subset is typically studied. In some studies, moreover, 
the comparator is not an active intervention at all, but a placebo. To compare all rele-
vant options, it is likely that effectiveness data will have to be taken from several trials. 
For example, in a cost-effectiveness analysis (CEA) of primary angioplasty compared 
to medical therapy in patients with myocardial infarction, 22 randomized trials were 
used as the basis of estimating the relative effectiveness for the analysis (Bravo Vergel 
et al. 2007). Meta-analysis and other forms of evidence synthesis will be necessary to 
synthesize this type of evidence (see Chapter 10), but the decision model will provide 
the framework to combine it with other types of evidence such as the underlying risk of 
clinical events (sometimes called natural history), resource use, and HRQoL weights. 
Models also provide a means of structuring the relationships between clinical variables 
and how their magnitudes change over time.

9.2.2 The need to reflect all relevant evidence
To offer a decision-maker guidance on the best course of action from an economic per-
spective, for a given patient group, it is important that all relevant evidence is brought 
to bear on the decision problem. This is consistent with the axioms of evidence-based 
medicine, where appropriate evidence is systematically and comprehensibly used to 
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make clinical decisions (Sackett et al. 1996). For economic evaluation, however, it is not 
just effectiveness evidence that is required. In addition, evidence relating to resource 
use, unit costs, and HRQoL is necessary, as well as the relationship between different 
parameters and how they change with time. This array of evidence is often not collected 
in trials and, if it is, it is unlikely to be the only source. Again, the decision model is used 
to combine all sources of evidence.

9.2.3 The need to link intermediate to final end points
As discussed in Section 8.2.1.2, many clinical studies measure effects in terms of 
end points which are clinically meaningful but which are only indirectly related to 
the ultimate measures of health that are central to most economic evaluations (e.g. 
changes in life expectancy and/or patients’ HRQoL). Examples are the use of CD4 
count and viral load in studies of the efficacy of therapies for HIV, time until pro-
gression in cancer, and cases detected in screening studies. Intermediate end points 
are often a challenge when assessing the cost- effectiveness of diagnostic strategies 
as clinical studies often focus on the accuracy of tests using, for example, estimates 
of sensitivity and specificity. A focus on these intermediate end points will limit the 
value of clinical studies as a vehicle for economic evaluation as they are unlikely to 
provide a reliable estimate of ultimate health outcomes. Decision analysis provides 
a means of linking intermediate and final outcomes. Evidence is still required on 
the relationships between the different types of outcomes, and these may be taken 
from observational studies. The clinical plausibility of these links and the asso-
ciated uncertainty needs to be fully considered in developing the model. Box 9.2 
contains some examples of studies which used models to link intermediate to final 
outcomes for economic evaluation.

9.2.4 The need to extrapolate over the appropriate time 
horizon of the evaluation
The issue of the appropriate time horizon for an economic evaluation was discussed 
in Chapter 3. In principle, the time horizon should be the period over which the costs 
and/or effects of the alternative options being compared might be expected to differ. 
Often the appropriate time horizon will need to be the patient’s lifetime to capture these 
differences fully. For example, in the case of the treatment of chronic disease, the initi-
ation of an intervention in a middle-aged patient may have cost and effect implications 
for the remainder of their life. Except in rare cases where palliative treatments are being 
compared (e.g. for advanced cancer), clinical studies will not follow all patients up until 
they die. An important role of decision models, then, is to bridge the gap between what 
has been observed in trials and what would be expected to happen, in terms of costs 
and effects, over a long-term time horizon.

It is frequently necessary to extrapolate when the options being compared differ 
in terms of mortality and this difference is to be expressed in terms of life-years or 
 quality-adjusted life-years (QALYs) gained. This is illustrated in Figure 9.1 in the form 
of the survival curves of two interventions (treatment and control) being compared in 
a randomized trial. These show the proportion of patients surviving until particular 
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Box 9.2 Examples of studies where decision models 
have been used to link intermediate end points  
to measures of ultimate health outcome

Study Intermediate  
endpoints

Method of extrapolation

A model 
to assess 
the cost-
effectiveness 
of donepezil 
in mild to 
moderate 
Alzheimer’s 
disease (AD) 
(Neumann 
et al. 1999)

Treatment effect from 
trial between baseline 
and 24 weeks in terms 
of transition between 
Clinical Dementia 
Rating (CDR) scale 2 
(moderate) and CDR 
0.5 or 1 (mild)

Markov model with states defined in terms of 
mild, moderate, and severe disease (in terms 
of CDR); also a dead state. Baseline disease 
progression between states was taken from a 
longitudinal cohort study. HRQoL weights  were 
estimated for each Markov state using the 
Health Utilities Index (HUI)-2 (see Chapter 5) 
in a cross-sectional survey of caregivers of AD 
patients. The treatment effect was applied to 
the baseline transitions, with several alternative 
durations. After coming off the drug, patients 
return to baseline progression rate

A model to 
assess the  
cost-
effectiveness 
of infliximab 
in rheumatoid 
arthritis  
(Kobelt 
et al. 2003)

Treatment effect in 
terms of change in 
Health Assessment 
Questionnaire 
(HAQ)- score, which is 
focused on functional 
 disability—over a period 
of 54 weeks

A Markov model was developed with seven 
states—six relating to HAQ levels (functional 
disability) and one for death. HRQoL weights 
for each HAQ state were estimated using the 
EQ5D. The trial data were used to show short-
term movements between the HAQ states on 
infliximab and for its comparator. Data from 
cohort studies were used to estimate longer-
term transitions between states

A model to 
assess the  
cost-
effectiveness  
of 
cardiovascular 
magnetic 
resonance in 
the diagnosis 
of coronary 
heart disease 
(Walker 
et al. 2013)

The sensitivity and 
specificity of a range of 
testing strategies was 
estimated in a non-
randomized study with 
a reference standard of 
coronary angioplasty

A combination of a decision tree, to capture 
alternative diagnostic pathways, and a Markov 
model, to reflect treatments and their effect on 
outcomes, was used. The prevalence of disease 
requiring revascularization, together with the 
sensitivity and specificity of each test, were used 
to estimate the probability of a given patient 
being in one of four groups: true positive, false 
negative, true negative, and false positive. Based 
on group allocation, treatments received or 
delayed were modelled. Evidence from other 
studies linked treatments to outcomes in terms 
of rates of non-fatal cardiovascular events 
and mortality. The HRQoL effects, costs, and 
prognostic implications (in terms of mortality 
risk) of non-fatal events were included
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points of follow-up (measured in months). Figure 9.1a relates to the maximum follow-
up during the trial of 24 months. It indicates that, in terms of mortality, treatment is 
more effective than control as it reduces the mortality rate by 50%. If the time horizon 
of the study is taken to be the same as the maximum follow-up in the trial, the measure 
of life-years gained from surgery is equivalent to the area between the two curves over 
2 years (area abc in Figure 9.1a). This estimate of the restricted mean life-years over a 
2 year time horizon assumes that patients who remain alive at the end of trial follow-
up receive a maximum benefit of 2 years additional life expectancy—this effectively 
assumes that they die at the end of the trial! In reality, the patients living at the end of 
the trial will continue living afterwards, including the additional patients alive having 
received the treatment, so this ‘within-trial’ measure of life-years gained will inevitably 
be an underestimate.

The use of modelling to extrapolate beyond the follow-up period in the clinical study 
involves predicting what the survival curves will look like beyond what has been ob-
served. A key question with extrapolation relates to appropriate assumptions about 
the shape of the survival curves after follow-up. For interventions that take place only 
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Fig. 9.1 Alternative extrapolation assumptions relating to survival data observed in a trial 
over a 24-month follow-up. Solid line, control group; dotted line, treatment group.  
(a) The curves as observed in the trial, with a 50% reduction in mortality rate with 
treatment compared with control. (b) The survival curves extrapolated over 144 months 
with the assumption of a ‘one-time’ benefit to patients. (c) Extrapolation with a rebound 
effect. (d) Assumption of a continuous treatment effect.
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during the trial period, one assumption is that the more effective treatment during the 
trial confers a ‘one-time’ benefit to patients. As illustrated in Figure 9.1b, this means 
that, beyond the period of the trial, the rate of death per period of time, conditional 
on surviving until the end of the trial, is the same for patients originally allocated to 
treatment and to control. In other words, beyond the 24 month period, the 50% treat-
ment effect (the reduction in the rate of mortality in the trial) is assumed to end and 
both groups become identical in terms of the mortality rate. The area between the two 
survival curves represents the gain in mean survival duration with treatment. This as-
sumption of a one-time benefit has been used in several studies, particularly in the 
cardiovascular field. For example, in the base-case of their CEA of alternative thrombo-
lytic therapies for acute myocardial infarction, Mark and colleagues used a model to 
extrapolate beyond the 1 year period of trial follow-up (Mark et al. 1995). To do this 
they used a separate source of data (a register of patients who had experienced acute 
myocardial infarction and survived the first year) to provide 15 year estimates of risk of 
mortality; beyond 15 years these risks were based on general population data.

In some contexts, it might be more appropriate to assume that the survival curves 
converge more rapidly after the trial follow-up period. That is, the conditional rate 
of death beyond trial follow-up becomes higher with treatment compared to control. 
This is illustrated in Figure 9.1c, where it is assumed that, beyond the trial follow-up 
period, the mortality rate increases by 40% in the treatment arm compared to control. 
This could happen, for example, if the more effective intervention delays the death of a 
high-risk subgroup of patients who, once treatment is ended (at the end of trial follow-
up), die at a faster rate than those patients surviving in the other arm. This scenario is 
sometimes known as a ‘rebound effect’. It can be seen that the area between the survival 
curves (the gain in mean survival duration with treatment) is less than when a ‘one-
time’ benefit is assumed. The scenario was one considered in a CEA of endovascular 
aneurysm repair which extrapolated from a randomized trial (Epstein et al. 2008).

At the other extreme, it may be reasonable to assume that the treatment confers a 
continuous benefit beyond trial follow-up, and this is shown in Figure 9.1d. That is, the 
curves continue to diverge in the longer term, the 50% reduction in mortality of treat-
ment continues, and patients randomized to that option continue to die at a slower rate. 
It can be seen that the area between the curves, assuming a continuous benefit, is larger 
than in Figures 9.1b and 9.1c. This may be a more appropriate assumption when treat-
ment is still ongoing at the end of trial follow-up when, of course, costs are extrapo-
lated as well as benefits. This was the base-case assumption of a CEA of ivabradine in 
heart failure, although alternative scenarios were used in sensitivity analysis (Griffiths 
et al. 2014).

The issue of the most reasonable assumption can be informed by the shape of the 
survival curves within the trial. For example, if they are ceasing to diverge in the latter 
period of follow-up, an assumption of continued divergence in the extrapolation is 
likely to be unwarranted. External non-trial data may also hold some clues. It is also im-
portant, however, to identify an appropriate assumption on the basis of what is known 
about the biology of the intervention—for example, in the case of a pharmaceutical, the 
length of time it remains active in the patient’s body. Chapter 10 considers the use of 
evidence to model long-term extrapolation in more detail.
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The choice of assumption made regarding extrapolation may have major implica-
tions on study results. For example, in an early cost-effectiveness study of therapy for 
patients with HIV, Schulman et al. (1991) estimated the incremental cost per life-year 
gained under two alternative assumptions about the effect of zidovudine on the devel-
opment of AIDS and hence on mortality: a one-time effect and a continuous effect. The 
incremental cost per life-year gained of therapy ranged widely, from $6553 to $70 526 
under those two scenarios. This shows that it is important to run alternative scenarios 
regarding plausible extrapolation assumptions. The judgements about plausibility are 
usually based on our knowledge about the epidemiology of the disease and the effects 
of other treatments that have been evaluated in the past.

It should be noted that extrapolating survival curves relates not just to mortality; 
rather, this can relate to any evidence on the time until a particular event and can in-
clude, for example, time until cancer progression and time until non-fatal cardiovascu-
lar event. Extrapolation can also relate to other assumptions regarding the effectiveness 
of treatments, for example what happens to outcomes once treatment is discontinued. 
An example is a CEA of biological therapies for psoriatic arthritis (Bojke et al. 2011). 
Evidence on efficacy was available for three biological therapies based on trial data with 
3 month follow-up, and clinical treatment effects were mapped to HRQoL weights to 
estimate QALYs. It was assumed that HRQoL improvement continued while the pa-
tient was on therapy. When biological treatment was withdrawn, the effect on patients’ 
HRQoL was modelled in terms of two alternative profiles. Firstly, that their HRQoL re-
turned to what it was prior to treatment; or, alternatively, it rebounded to what it would 
have been had they never received treatment. The first of these was used in the base 
case, informed by a formal elicitation of opinion from clinical experts (see Chapter 10). 
Sensitivity analysis showed cost-effectiveness to be highly sensitive to this assumption.

9.2.5 The need to make results applicable to the  
decision-making context
Another situation where there may be a gap between the available evidence, particu-
larly from randomized trials, and the requirements for a decision, relates to situations 
where the decision problem being addressed is inconsistent with the nature of the 
available clinical evidence. An example of the use of decision models to relate available 
evidence to a particular decision context is when some types of evidence are available 
from outside the jurisdiction where the decision is being taken and may not gener-
alize to that location. In such a context, a model can be used to combine this outside 
evidence with other information and explicit assumptions to inform the relevant de-
cision. An example of a study where the generalizability of clinical evidence to the 
decision-making jurisdiction, the United Kingdom, was subject to doubt was a CEA 
of glycoprotein IIb/IIIa antagonists for acute coronary syndrome where effectiveness 
was assessed in terms of the rate of fatal and non-fatal cardiovascular events (Palmer 
et al. 2005). As most of the trials of these therapies had randomized patients from out-
side the United Kingdom and, at the time, some aspects of cardiac care in the United 
Kingdom were considered to be at variance with those in the trials, the relevance of 
this evidence to the decision needed to be carefully assessed. The approach adopted 
was to distinguish the underlying (or baseline) rates of cardiovascular events under 



USING DECISION-ANALYTIC MODELLING320

usual practice (i.e. without the new drug therapy) from the relative effectiveness of the 
glycoprotein IIb/IIIa antagonists on that baseline risk. The former type of evidence 
was taken from a longitudinal observational study undertaken in the United Kingdom 
rather than from the randomized trials. Relative effectiveness, however, was based on 
a meta-analysis of the trials. Brought together within the model, these two types of 
evidence generated estimates of the absolute reduction in the risk of cardiovascular 
events generated by the new therapy. The explicit assumption with this approach was 
that the relative risk of events with glycoprotein IIb/IIIa antagonists (compared with 
usual care) from the trials generalizes to routine care in the United Kingdom; however, 
the absolute baseline risk does not generalize from the trials and needed to be esti-
mated from UK sources. This example highlights a more general point with RCTs: that 
they are mainly designed to estimate relative effectiveness, and that the baseline rates 
of event may vary significantly between jurisdictions and indeed between patient sub-
groups. A key role for decision models, then, is often to bring together jurisdiction- or  
subgroup-specific estimates of baseline risk, often derived from non-randomized 
studies, with relative effectiveness estimates from a single RCT or meta-analysis.

Issues of generalizability in economic evaluation in general, and the use of models to fa-
cilitate the generalizability of evidence, have been considered (Sculpher et al. 2004). More 
recently, an International Society of Pharmacoeconomics and Outcomes Research (ISPOR) 
Task Force considered good practice in assessing and implementing transferability of eco-
nomic evaluations across jurisdictions and made recommendations in areas including the 
interpretation of studies, economic evaluations based on individual patient studies (see 
Chapter 8), modelling studies, and further research activities (Drummond et al. 2009).

9.2.6 Using models to assess heterogeneity
Decision models can also be used to identify subgroups of a wider population of 
patients in whom an intervention is cost-effective, based on patients’ clinical and 
 socio-demographic characteristics. Understanding heterogeneity in cost-effectiveness 
between different types of patients is important in decision-making because, in prin-
ciple, different decisions regarding the funding of interventions can be made for dif-
ferent subgroups (Sculpher 2008). Indeed, failing to reflect heterogeneity in economic 
evaluation (and hence in decisions) can impose costs on the health system in terms of 
opportunities for health gain forgone or resources wasted. This is because some types of 
patients will receive treatments which are not the most cost-effective given their char-
acteristics (Coyle et al. 2003). The term expected value of individualized care has been 
developed (Basu and Meltzer 2007) to represent the added value of reflecting hetero-
geneity analytically and in decisions.

Chapter 8 considered how regression methods can be used to assess heterogeneity 
based on patient-specific estimates of total costs and benefits based on single studies 
such as trials. An advantage of the use of decision models in this context is that het-
erogeneity in different types of evidence can be more explicitly considered. Interest 
in subgroups for CEA extends beyond the clinical trialist’s usual concerns regarding 
whether the relative effectiveness of an intervention is consistent across different types 
of patients (formally, whether any patient characteristics at baseline are treatment effect 
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modifiers). Economic evaluation includes consideration of possible heterogeneity in 
baseline risks, costs, and HRQoL. Heterogeneity in patients’ preferences for different 
states of health has also been considered using modelling (Basu and Meltzer 2007; 
Owens and Nease 1997; Sculpher and Gafni 2001).

As discussed in Section 9.2.5, the methods used to estimate cost-effectiveness for spe-
cific subgroups often divides the absolute clinical benefit of a treatment upon which 
cost-effectiveness is based (e.g. the absolute reduction in the risk of an event such as the 
rate of cardiovascular events in the glycoprotein IIb/IIIa antagonists example in Sec-
tion 9.2.5) into two elements: baseline risks and relative treatment effects. Baseline risks 
are the measure of events under (one of) the comparator intervention(s). The relative 
treatment effect is often a ratio (e.g. an odds ratio, relative risk, or hazard ratio) represent-
ing the effectiveness of the newer therapy relative to the comparator intervention, which 
is typically the main focus when the clinical results of a randomized trial are reported. 
Often the clinical report of a trial will indicate that there is no evidence of differences 
between subgroups in terms of relative treatment effect. However, cost-effectiveness is 
driven by absolute benefit, and there may still be important heterogeneity between sub-
groups in baseline event rates. Indeed, an assumption of constant relative effects being 
applied to  subgroup-specific baseline event rates is common in cost-effectiveness models.

An example of a modelling study using this assumption compared lifetime costs 
and QALYs of two alternative hip prostheses used in primary hip replacement (Briggs 
et al. 2004). The effectiveness of the two prostheses, in terms of their failure rate over 
time, was taken from a large register developed in Sweden. Reflecting the register data, 
the model allowed the baseline failure rate (that for the ‘usual care’ prosthesis) to vary 
by the patient’s age and sex. The relative reduction in failure rate with the newer pros-
thesis was, however, assumed constant over those subgroups. It is also important to 
note that the ‘background’ mortality rate (i.e. the population rate from all causes) is 
known to vary by age and sex. As death from reasons unrelated to hip replacement 
was also included in the model (as a ‘competing risk’), this increases the differences 
between age and sex subgroups in terms of the cost-effectiveness of the newer pros-
thesis. Using the top-right and bottom-right quadrants of the cost-effectiveness plane 
(see Figure 3.2), Figure 9.2 shows how the cost-effectiveness of the newer prosthesis 
varied by age and sex. The top line relates to incremental costs and effects of the newer 
prosthesis relative to the older one for females, with various points on that line repre-
senting subgroups based on patients’ age. The lower line shows the similar relationship 
for males. It can be seen that, for both males and females, the newer prosthesis is more 
cost-effective for the younger age groups: the newer device is dominant for men aged 
70 or younger and for women aged 60 or younger. This is because the lifetime risk of 
failure with the older prosthesis is higher in younger patients because they impose 
greater wear and tear on their hips due to their greater activity, and because they would 
be expected to live longer. Therefore, a constant relative reduction in the failure rate 
with the newer prosthesis will confer a greater absolute benefit in these younger age 
groups. In addition to heterogeneity in the cost-effectiveness of the newer prosthesis by 
age, it is also less cost-effective in women (i.e. the line in Figure 9.2 is higher). Again, 
this is because men have a higher baseline event rate with the existing prosthesis as 
their activity levels place greater stress on their hips.
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In some clinical settings the cost-effectiveness of an intervention is very sensitive 
to a range of parameter values which are heterogeneous across a number of different 
patient-specific characteristics. For example, Henriksson and colleagues considered 
the cost-effectiveness of early intervention with angiography and possible revasculari-
zation, compared to pharmaceutical therapy alone, in patients with non-ST-elevation 
myocardial infarction (Henriksson et al. 2008). Based on evidence from an RCT, the 
study quantified the probability of non-fatal myocardial infarction or cardiovascular 
death as a function of the intervention received as well as a series of baseline patient 
characteristics including age, presence of diabetes, whether or not there had been a 
prior myocardial infarction, and smoking status. Mean costs during the initial hos-
pitalization and 1 year afterwards were also estimated as a function of treatment re-
ceived as well as covariables including age, sex, and severity of angina. Finally, patients’ 
HRQoL at baseline and the change over follow-up was also estimated as a function of 
a similar set of covariables. Ultimately, the cost-effectiveness of early intervention was 
shown to be heterogeneous with respect to a patient’s underlying risk of a further clin-
ical event. Incremental cost-effectiveness ratios ranged from £12 750 per additional 
QALY in the most high-risk patients to £53 760 per additional QALY in the most low-
risk patients. When heterogeneity in the relative effectiveness of early intervention—as 
well as the underlying risk of events—was allowed for, early intervention became dom-
inated by pharmaceutical therapy in the most low-risk patients with an incremental 
cost- effectiveness ratio (ICER) of £10 476 in the most high-risk patients.
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Fig. 9.2 Results of a cost-effectiveness study by Briggs et al. (2004) showing heterogeneity 
in the cost-effectiveness of a newer prosthesis by patient subgroup defined in terms of 
age and sex. QALY, quality-adjusted life-year.

Reproduced from Springer, Applied Health Economics and Health Policy, Volume 3, Issue 2, 2004, 
pp. 78–89, The use of probabilistic decision models in technology assessment, Briggs, A., Copyright 
© 2004, Adis Data Information BV. All rights reserved. With kind permission from Springer Science 
and Business Media.
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9.3 Key elements of decision-analytic modelling
There are some key elements to decision analysis that are common to all models. These 
are the use of probabilities to reflect the likelihood of events or changes in health, and 
the expected values to inform decisions. Different model types such as decision trees 
and Markov models could also be added to this list, but these are discussed more fully 
in Section 9.4.

9.3.1 Probabilities
Probabilities are used widely in quantitative methods in many fields, and have an im-
portant role in clinical decision-making (Weinstein and Fineberg 1980). A common 
way of thinking about probability is as the measured frequency of an event in a given 
sample or population. For example, if a sample of 200 patients is treated with a par-
ticular medicine over 1 year and 10 patients have an adverse event, the proportion of 
0.05 can be taken as an estimate of the 1 year probability of a patient experiencing an 
adverse event with that therapy. Assuming this estimate generalizes to other patients, 
a future patient will either experience the adverse event or not; when the decision is 
being taken regarding whether to administer the therapy, the uncertain outcome for 
the individual can be expressed in terms of a probability estimated from the experi-
ences of similar patients.

This concept of probability as a number indicating our ‘state of knowledge’ regarding 
whether an event will or will not take place is a feature of Bayesian statistics, and is not 
shared with the classical or ‘frequentist’ statistical methods that are widely used in the 
analysis of randomized trials (Spiegelhalter et al. 2004). This emphasizes the common 
origins of decision analysis and Bayesian statistics. This concept of probability can be 
generalized to represent strength of belief which, for a given individual, is based on their 
previous knowledge and experience. This view of probability is important in decision 
analysis as, in many analyses, especially when the probability of particular events may 
not have been informed by formal studies such as trials, estimates from relevant experts 
may need to be elicited. Given that decisions about the use of finite resources have to be 
taken regardless of the strength of the evidence available, on the basis of assumptions 
and judgements, decision analysis provides an analytical framework within which this 
can be done explicitly. Chapter 10 considers the use of elicitation of expert beliefs as an 
input into decision models in more detail. Bayesian statistical methods are also valuable 
in thinking about uncertainty in the context of decision-making (see Chapter 11).

Some specific probability principles are also important in decision analysis, and 
these are summarized in Box 9.3.

9.3.2 Expected values
A key concept in decision analysis is the expected value of the costs or outcomes or 
a measure of cost-effectiveness of an option. This is illustrated in Figure 9.3, which 
compares two alternative interventions, medical and surgical. For each intervention, a 
given patient can follow one of three possible pathways which result, respectively, in a 
bad, intermediate, or good outcome. Before treatment, it is unknown which pathway 
a specific patient will follow, but probabilities are used to express the likelihood of each 
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Surgical
(Cost = 500) 

Medical 
(Cost = 300)

Good result (P = 0.35)

Intermediate result (P = 0.40)

Intermediate result (P = 0.30)

Bad result (P = 0.25)

Bad result (P = 0.60)

Good result (P = 0.10)

Cost = 1000; QALYs = 20

Cost = 1200; QALYs = 15

Cost = 1500; QALYs = 10

Cost = 1000; QALYs = 20

Cost = 1200; QALYs = 15

Cost = 1500; QALYs = 10

Expected QALYs of surgery: (0.35 × 20) + (0.40 × 15) + (0.25 × 10) = 15.5
Expected cost of medicine: 300 + (0.10 × 1000) + (0.30 × 1200) + (0.60×1500) = 1660

Incremental cost per QALY gained of surgery: (1705 – 1660)/(15.5 – 12.5) = 15

Expected QALYs of medicine: (0.10 × 20) + (0.30 × 15) + (0.60 × 10) = 12.5

Expected cost of surgery: 500 + (0.35 × 1000) + (0.40 × 1200) + (0.25 × 1500) = 1705

Fig. 9.3 Simple decision tree showing example of the calculation of expected values. 
QALY, quality-adjusted life-year.

Box 9.3 Probability concepts

Joint probability The probability of two events occurring 
concomitantly. In terms of notation, the joint 
probability of events A and B: P[A and B]. When the 
events are independent, P[A and B] = P[A] × P[B]

Conditional probability The probability of an event A given that an event B 
is known to have occurred. The notation is P[A|B]. 
Joint and conditional probabilities are related in the 
following equation: P[A and B] = P[A|B] × P[B]

Independence Events A and B are independent if P[A] is the same as 
P[A|B]

occurring. These are likely to differ by therapy. For the alternative therapies, each path-
way has a cost and an outcome expressed in terms of QALYs; there is also a cost of the 
intervention itself which is incurred whatever pathway the patient follows. For each of 
the therapies, an expected cost and expected outcome can be calculated. The expected 
cost is the cost of the intervention plus the therapy-specific sum of the costs of the three 
pathways, weighted by the probability of a patient following each pathway with that 
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treatment. The same idea is applied to calculate expected outcome. On that basis, it is 
clear that surgery has both a higher expected cost and higher expected QALYs. Using 
the methods of incremental analysis introduced in Chapter 3, the incremental cost per 
additional QALY generated by surgery can be calculated.

The concept of expected value is clearly analogous to the mean value of an end point 
when sample data are available. In a trial-based CEA, for example, the mean costs and 
QALYs across patients in each of the randomized groups are used as the basis of the 
incremental analysis (see Chapter 8). As for mean values in studies based on a single 
trial, the expected value from a decision model represents the best estimate of the end-
points of interest for decision-making. As decision analysis shares common theoret-
ical origins with expected utility theory described in Chapter 5, the expected values 
calculated in decision models were originally seen as being strictly von Neumann–
Morgenstern utilities. Given that expected utility theory is a normative framework for 
decision-making under conditions of uncertainty, the expected utilities from decision 
models would provide a clear indication of the preferred option from those being com-
pared. However, decision analysis is widely used for situations when outcomes other 
than von  Neumann–Morgenstern utilities are used. The expected value can still pro-
vide the key input to guide decision-making as long as the outcomes have been chosen 
appropriately.

9.4 Stages in the development of a decision-analytic 
model
The development of a decision-analytic model for economic evaluation involves a 
number of stages. This section considers each of the stages to provide a fuller under-
standing of the role of decision modelling in this field.

9.4.1 Defining the decision problem
One of the key stages in the development of the model is the specification of the question 
being addressed, sometimes called the decision problem. This process closely mirrors 
the specification of the study question for economic evaluation in general as discussed in 
Chapters 2 and 3. In particular, there is a need to define the recipient group (patients or 
others) and the relevant options being compared. It is important to emphasize that, in de-
fining these options, this may include more than specific interventions. It may include, for 
instance, starting and stopping rules for treatments—for example, when to start and stop 
medical therapy for a particular chronic condition. As discussed in Section 9.2.1, for some 
evaluations the options will represent clinical treatment strategies or pathways, such as the 
sequence of therapies that might be used for the treatment of a condition characterized 
by treatment failure with some therapies. An example of such a study is a decision model 
looking at the cost-effectiveness of alternative therapies for epilepsy where assumptions 
were made about which therapies patients were placed on if they failed on initial treatment 
(Wilby et al. 2005).

9.4.2 Defining the boundaries of the model
All models are simplifications of reality so, in developing an analysis, decisions have 
to be taken about what to include. In part, this relates to general issues in economic 



USING DECISION-ANALYTIC MODELLING326

evaluation such as the choice of perspective, the appropriate measure of effect/bene-
fit, and the time horizon (see Chapter 2). However, it is important to consider how 
far a model should go to cover all the possible implications of an intervention or pro-
gramme. A simple example would be whether or not to include rare side effects in 
a model. A more complex example is that, in considering the cost-effectiveness of 
antibiotic treatment for a given condition, the issue of the cost and health effects of 
antibiotic resistance could be an important consideration for decision-making, but 
relatively few cost-effectiveness models consider this aspect—that is, they have drawn 
the boundaries of the model to exclude it from consideration. For decision-making, it 
would be important to consider whether this exclusion limits the value of the model. 
The CEA of alternative preventive strategies for group B streptococcal infection re-
ferred to in Section 9.2.1 assessed the extent to which resistance would have to impact 
negatively on population health to change the cost-effectiveness ordering of the options 
evaluated (Colbourn et al. 2007).

Another example is a decision model that was developed to assess the cost- 
effectiveness of routine antenatal HIV testing (Ades et  al.  1999). These authors as-
sessed the impact of different screening strategies on the extent to which a woman’s 
HIV status was known during pregnancy. Through the use of interventions, this know-
ledge could have three beneficial health effects on: (1) the woman through earlier use 
of antiretroviral therapy; (2) the child through the use of interventions to reduce the 
mother-to-child (vertical) transmission rate; and (3) the child through the earlier use 
of antiretroviral therapy and prophylaxis if the child is born with HIV. The broader 
health benefit relating to reductions in infections to others through changes in sexual 
behaviour (horizontal transmission) was not, however, considered in the model, thus 
defining the model boundary.

Decisions about the boundaries in decision models will partly be based on the avail-
ability of data and complexity of the modelling task, but they should mainly be driven 
by the extent to which extending the boundaries (adding complexity) is considered 
likely to impact on the cost-effectiveness of the options being compared and hence the 
most appropriate decision.

9.4.3 Conceptualizing a decision model
A key stage in the development of a decision model is the process of deciding on a 
structure. Formally, this involves a series of decisions concerning how the input param-
eters in the model are to be related and, in particular, choices about how to characterize 
the clinical events and health states of interest (e.g. episodes of a disease, disease pro-
gression, case identification). Each economic evaluation brings with it different struc-
tural issues, but a few common ones are given below.
◆ Do the events of interest occur just once (e.g. death) or could they happen several 

times over the relevant time horizon (e.g. a non-fatal myocardial infarction)?
◆ Are patients at risk of several events over time (i.e. competing risks); for example, 

the risk of a heart attack but also of stroke?
◆ As discussed in Section 9.2.4, when extrapolating events over time, what is the 

durability of the effectiveness of an intervention relative to comparators?
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◆ Do the probabilities of events change as time elapses or are they constant with 
respect to time?

◆ Are all important events included and has double counting of events been 
avoided?

◆ Does a patient’s prognosis partly depend on the events they have already experi-
enced in the model?

◆ For the management of a chronic disease, does the structure of the model allow 
for the costs and effects of subsequent therapies to be included?

◆ Is the clinical prognosis of a given patient partly dependent on the clinical status 
of other patients as might be the case, for example, with infectious diseases?

The way in which these issues are handled can essentially be defined as a series of 
mathematical relationships between parameters. Indeed, some studies present the 
structure of their decision models in terms of a series of equations (e.g. see Spiegel-
halter and Best 2003). Most decision models used in economic evaluation, however, 
present the structure of their model schematically. The collaboration between the 
ISPOR and the Society of Medical Decision Making (SMDM) developed a number 
of useful guidance documents, one of which focused on model conceptualization 
(Roberts et al. 2012).

9.4.4 Implementing a model—the decision tree
The judgements that are taken by an analyst to characterize the nature of a disease and 
the impacts of alternative interventions are implemented in a specific decision model. 
Various types of model are used for economic evaluation, but one of the most widely 
used is the decision tree.

The decision tree represents individuals’ possible prognoses, following some sort of 
intervention, by a series of pathways. Figure 9.3 used a simple decision tree to explain 
the concept of expected value. A clinical example is used to illustrate the use of decision 
models in more detail—the comparison of two antiemetic prophylactic therapies for 
patients undergoing chemotherapy for cancer. The example is based on a published 
study comparing ondansetron and metoclopramide which was undertaken before a 
price had been determined for ondansetron (Buxton and O’Brien 1992). The study 
considered the acquisition cost of the therapies, as well as the cost of the adverse events 
and of their treatment, and the cost of treatment failure (i.e. an episode of emesis). 
 Effects were expressed in terms of the probability of a patient being successfully treated, 
which was defined as the absence of emesis and adverse events. The decision tree is 
shown in Figure 9.4, and this can be used to describe a series of general features with 
this sort of model structure.

9.4.4.1 Nodes

Decision nodes The square box at the start of the tree is a decision node and rep-
resents the decision being addressed in the model: here, which of ondansetron and 
metoclopramide is the more cost-effective in preventing episodes of emesis without 
adverse events.
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Metoclopramide

Signi�cant

emesis (0.58)

No signi�cant

emesis (0.42)

No signi�cant ADEs (0.66)

Signi�cant

ADEs (0.34)

Treated (0.6)

Not treated (0.4)

Resolved (0.78)

Unresolved (0.22)
Resolved (1.0)

Unresolved (0)

No signi�cant ADEs (0.88)

Signi�cant

Treated (0.5)

Not treated (0.5)

Resolved (1.0)

Unresolved (0)
Resolved (1.0)

Unresolved (0)

ADEs (0.12)

Probability Cost Expected cost

0.383 40 15.32 0
0.092 65 5.99 0

0.026 65 1.69 0
0.079 60 4.74 0

0 60 0 0

0 35 0 0
0.025 30 0.76 0

0.185 40 7.4 0
0.026 65 1.67 0

0.013 65 0.85 0
0.026 60 1.56 0

0 60 0 0

0.668 10 6.68 1
0.014 35 0.49 0

0 35 0 0
0.068 30 2.05 0

0 30 0 0

1 21

0 30 0 0

1 34

0.370 10 3.7 1
0.025 35 0.88 0

Metoclopramide total

Ondansetron

Signi�cant

emesis (0.25)

No signi�cant

emesis (0.75)

No signi�cant ADEs (0.74)

Signi�cant

ADEs (0.26)

Treated (0.6)

Not treated (0.4)

Resolved (0.66)

Unresolved (0.33)
Resolved (1.0)

Unresolved (0)

No signi�cant ADEs (0.89)

Signi�cant

Treated (0.17)

Not treated (0.83)

Resolved (1.0)

Unresolved (0)
Resolved (1.0)

Unresolved (0)

ADEs (0.11)

Ondansetron total

Effects

Probability Cost Expected cost Effects

Fig. 9.4 Example of a decision tree taken from Buxton and O’Brien (1992). Other inputs 
into the model: price of both treatments, £10; cost of an episode of emesis, £30; cost of 
side effects, £20; cost of treating side effects, £5. ADE, adverse drug events.

Reprinted by permission from Macmillan Publishers Ltd on behalf of Cancer Research UK: British 
Journal of Cancer, Buxton, M.J. and O’Brien, B.J., Economic evaluation of ondansetron: preliminary 
analysis using clinical trial data prior to price setting, Volume 66, Supplement XIX, pp. S64–S67, 
Copyright © 1992, Rights Managed by Nature Publishing Group.

Chance nodes Coming out of the decision node is the range of possible pathways that 
characterize the effects of the alternative therapies. The pathways are built up through a 
series of branches representing particular events. Here the events are significant emesis, 
significant adverse events, the treatment of adverse events and the resolution of adverse 
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events. Given that, ex ante, it is not known whether a particular patient will experience 
a given event and follow a particular branch, the circular nodes (chance nodes) define 
points of uncertainty for an individual in the tree.

9.4.4.2 Probabilities

Branch probabilities The branches issuing from a chance node represent the possible 
events patients may experience at that point in the tree. The likelihood of the event 
is represented in terms of branch probabilities. For both treatments, the first chance 
node relates to whether or not a patient experiences an episode of emesis, and the 
probability of emesis and its complement (i.e. 1 − the probability of that event) are 
shown on the respective branches.

Conditional probabilities Moving from left to right, chance nodes show subsequent 
uncertain events. The probabilities of these events are conditional probabilities (see 
Box 9.3) because they can differ according to whether or not patients have experienced 
particular previous events. For example, for those patients who have experienced an 
episode of emesis on metoclopramide, the conditional probability of significant ad-
verse events is 0.34; and the probability of treatment conditional on having experienced 
such an event is 0.6. It can be seen that, although the possible events are the same for the 

Signi�cant

Signi�cant

ADEs (0.34)

Treated (0.6)

Resolved (0.78)

Unresolved (0.22)
Resolved (1.0)

Unresolved (0)

No signi�cant

emesis (0.58)

emesis (0.42)

EC: £10 + (0.58 × (£30 + £7.82))
+ (0.42 × 2.70) = £34

EC: 0.34 × (£20 + £3)
= £7.82

EC: 0.6 × £5
= £3

Metoclopramide

No signi�cant ADEs (0.66)

Not treated (0.4)

Signi�cant

ADEs (0.12)

Treated (0.5)

Resolved (1.0)

Unresolved (0)
Resolved (1.0)

Unresolved (0)

EC: 0.12 × (£20 + £2.50)
= £2.70

EC: 0.5 × £5
= £2.50

No signi�cant ADEs (0.88)

Not treated (0.5)

Fig. 9.5 The process of ‘rolling back’ a decision tree to calculate expected values. The 
example shows the calculation of expected cost for metoclopramide in the decision tree 
shown in Figure 9.4. ADE, adverse drug events; EC, expected costs.

Source: data from Buxton, M.J. and O’Brien, B.J., Economic evaluation of ondansetron: prelim-
inary analysis using clinical trial data prior to price setting, British Journal of Cancer, Volume 66, 
Supplement XIX, pp. S64–S67, Copyright © 1992.
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two therapies, the probabilities in the two parts of the tree are not the same. Specifically, 
the efficacy of ondansetron was considered higher than that of metoclopramide, so 
there is a lower probability of emesis. Ondansetron was also considered less toxic, as the 
probabilities of adverse events (whether or not the drug had been efficacious) are lower 
than those for metoclopramide. There are also differences between the two therapies in 
the probabilities of an adverse event being treated and of it resolving.

9.4.4.3 Pathways
The combination of the different branches in the tree determines a series of pathways 
along which patients can pass in the tree. For both treatments, there are ten possible 
pathways. The top pathway for each treatment incorporates significant emesis and no 
adverse events; the second pathway contains significant emesis and a significant ad-
verse event which is treated and resolves, and so on. The final pathway for each treat-
ment relates to no significant emesis and an adverse event that is not treated and that 
does not resolve. These pathways are mutually exclusive (a given patient can only follow 
one of the pathways) and exhaustive (a given patient must follow one of the pathways).

Pathway probabilities To the right of the decision tree in Figure 9.4 is a series of col-
umns of numbers. The first contains the probability of a given patient passing along 
each of the pathways. These probabilities are calculated by multiplying the initial branch 
probability by subsequent conditional probabilities. So the probability of the first path-
way, with ondansetron, is the product of the probability of significant emesis (0.25) and 
the probability of no significant adverse events conditional on significant emesis (0.74), 
which equals 0.185. As the pathways are mutually exclusive, the probabilities for a given 
treatment must sum to 1.

Pathway costs Each pathway in the tree also has costs associated with it. These repre-
sent the sum of the costs of each of the events patients experience in that pathway. For 
the first pathway, for example, the relevant costs are the cost of the drug itself (£10) and 
the cost of significant emesis (£30), totalling £40. The second pathway cost is the sum 
of the drug cost (£10), significant emesis (£30), and significant adverse events (£20) 
which are treated (£5), equalling £65. The same principle is applied to the other path-
ways in the tree. It can be seen that the pathway costs are the same for metoclopramide 
and ondansetron as it is assumed that the two products have the same acquisition price 
and event costs.

9.4.4.4 Expected values
The expected cost for the two therapies can be calculated by weighting each pathway 
cost by its respective probability, and then summing across all the pathways. This can 
be seen in the expected cost column of Figure 9.4, and adding down this column gener-
ates expected costs for metoclopramide and ondansetron of £34 and £21, respectively.

This decision model used the probability of successful treatment as the relevant 
measure of effect in the CEA (i.e. the probability of no emesis and no adverse events). 
In terms of expected values, this is equivalent to giving the pathway of no emesis and no 
adverse events the value 1 and all other pathways the value 0. Assuming equal prices for 
the products, this version of the model indicates that ondansetron is dominant, as it has 
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a lower expected cost than metoclopramide and a higher expected effect. The original 
paper considered a number of sensitivity analyses involving alternative assumptions 
about the prices for the products (Buxton and O’Brien 1992). Another way of working 
out the expected costs and effectiveness for a given option in a decision tree is by ‘roll-
ing back’ the tree. It will give exactly the same answer as the approach outlined above, 
but involves working from the right-hand side of the tree towards the left, calculating 
expected values at each chance node. Figure 9.5 shows how the decision tree for the 
alternative antiemetics is rolled back to estimate expected costs for metoclopramide. It 
could be argued that the use of the probability of successful treatment as the effective-
ness measure is a weakness of this analysis as it assumes that all other pathways have 
the same (zero) value. Weighting each pathway using HRQoL and calculating expected 
QALYs for each treatment would probably have been a more informative analysis.

9.4.4.5 Limitations of the decision tree
The decision tree is widely used in economic evaluation, but has important limitations. 
The first is that events are implicitly taken as occurring over an instantaneous discrete 
period. In the antiemetic case study discussed above, for example, costs and effects 
over an undefined treatment period were considered. In other words, time is not expli-
citly defined in a decision tree unless the analyst does so in characterizing the different 
branches. Therefore, those elements of an economic evaluation that are time dependent 
can be difficult to implement. This is true of discounting, where the time at which costs 
and outcomes are accrued is very important. It also applies to the process of adjusting 
survival duration for HRQoL in calculating QALYs where it is necessary to know when 
a change in health status occurs (e.g. to reflect the impact of age on HRQoL).

The second, and related, limitation of decision trees is that they can become very 
complex when they are used to model complicated long-term prognoses, particularly 
related to chronic diseases. For example, to model the future prognosis of a woman 
with early-stage breast cancer, a decision tree would have to characterize a whole series 
of competing risks that a patient would have to face including adverse treatment effects, 
cancer recurrence (of various types), remission from cancer, and death (from various 
causes). Once an event is experienced in one time period (e.g. cancer recurrence), a 
series of new risks may present themselves for future time periods. In principle, these 
recurring event risks could be structured using a decision tree where a set of chance 
nodes and branches could be used to characterize events in a particular time period, 
and the same or similar ones could be used for subsequent time periods. However, for 
a long-term chronic disease, where a patient is at risk of events for many years, the tree 
could become very ‘bushy’, with many mutually exclusive pathways. A model of this 
type would probably be very time consuming to programme and analyse.

9.4.5 Implementing a model—the Markov model
The limitations of the decision tree are the main reason why another model structure—
the Markov model—is also widely used in economic evaluation to handle particular 
decision problems (Briggs and Sculpher 1998; Sonnenberg and Beck 1993). Whereas 
decision trees characterize possible prognoses in terms of alternative branches, Mar-
kov models are based on a series of ‘states’ that a patient can occupy at a given point 
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in time. Time elapses explicitly with a Markov model, with the probability of a patient 
occupying a given state assessed over a series of discrete time periods, called cycles. The 
length of these cycles will depend on the disease and interventions being evaluated, but 
might be a month or a year. In judging the appropriate cycle length, a key consideration 
is to limit the probability that a given patient could experience more than one event the 
period of the cycle. Each state in the model generally has a cost associated with it and, 
when QALYs are used as the ultimate outcome measure, a HRQoL weight. The time 
duration during which the average patient occupies the various states in the model will, 
when weighted by the relevant cost or HRQoL weight, be used to calculate expected 
costs and outcomes. The speed with which patients move between the states in the 
model is determined by a set of transition probabilities.

These concepts are described in more detail using an example from the published 
literature, which evaluated the cost-effectiveness of two antiretroviral therapies (zi-
dovudine monotherapy versus zidovudine plus lamivudine combination therapy) for 
patients with HIV infection (Chancellor et al. 1997). Although more recent models for 
HIV are more complex, this study provides a good example to understand the key fea-
tures of Markov models.

9.4.5.1 Markov states
Figure 9.6 shows a schematic of the Markov model used in the HIV example. The model 
is structured in terms of four Markov states. Two of these are related to a patient’s CD4 
count, which indicates the strength of their immune system. State A represents the 
healthiest patients with relatively high CD4 counts, and State B includes patients with 
lower CD4 counts. State C includes patients who have progressed to AIDS, and the pa-
tient moves to State D when they die. The arrows in the model show how patients can 
progress through the model over the cycles, which were taken to be 1 year. If a patient 
starts in State A in the first cycle, various transitions are possible in the second cycle: 
the patient can (1) remain in State A; (2) move to State B as their CD4 count drops; (3) 
move to State C if they suffer an AIDS-defining illness; or (4) move to State D if they die. 
Once a patient has moved to State B, in the next cycle they can remain in this state, or 
progress to State C or to State D. In this particular model, it is not possible for a patient’s 
health to improve, so they cannot, for example, move from State B to State A. Once 
in State C, in the next cycle they can remain in that state or die, but not move back to 
States A or B. State D (death) is an absorbing state from which, sadly, there is no escape!

9.4.5.2 Transition probabilities
Figure 9.6 shows the transition probabilities that define the speed at which patients 
move between the Markov states under monotherapy, and the cycle length is 1 year. 
The matrix shows the state in which the patient starts the cycle, and the probabil-
ities associated with the various transitions during one cycle conditional on a starting 
state (so these are conditional probabilities). For example, if a patient is in State A on 
monotherapy, there is a probability of 0.721 that they will remain in that state in the 
next cycle, of 0.202 that they will progress to State B, of 0.067 that they will progress 
to State C, and of 0.01 that they will die. The zeros in the matrix represent situations 
where backwards transitions are not considered feasible in this particular model. It 
can be seen that, because a patient always has to be in one of the states, the sum of the 
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probabilities across the lines must always equal 1. These ‘baseline’ probabilities, relat-
ing to what was then current practice, were taken from a longitudinal cohort study, 
which is a common type of evidence source for this type of parameter. Appropriate 
analytical methods are required to translate longitudinal data into transition prob-
abilities over discrete cycles—see Chapter 10, also Briggs et al. (2006). A second set of 
transition probabilities was calculated for combination therapy in an attempt to reflect 
its effectiveness, compared to monotherapy, based on a meta-analysis of RCTs.

In this model the transition probabilities are the same for every cycle in the model. 
This implies, for example, that a patient with AIDS is at the same risk of death over 
the next year regardless of factors such as their age or the duration of time they have 
had AIDS. Markov models with fixed transition probabilities with respect to time are 
known as Markov chains. Some transition probabilities can also be allowed to vary over 
time depending on the structure of the model (Briggs et al. 2006).

DeathDeath

State A
200 <CD4 <500

cells/mm3  

State B
CD4 <200
cells/mm3

State C
AIDS

Transition probabilities—monotherapy

Transition to

Transition from

State A
State B
State C
State D

State A State B State C State D

0.721 0.202 0.067 0.01
0 0.581 0.407 0.012
0 0 0.75 0.25
0 0 0 1

Fig. 9.6 Markov diagram for a cost-effectiveness model in HIV taken from Chancellor 
et al. (1997). Below the diagram are the transition probabilities used for the monotherapy 
treatment.

Reproduced from Springer, PharmacoEconomics, Volume 12, Issue 1, 1997, pp. 1–13. Modelling the 
cost effectiveness of lamivudine/zidovudine combination therapy in HIV infection, Chancellor, J.V. 
et al., Copyright © 1997, Adis International Limited. All rights reserved. With kind permission from 
Springer Science and Business Media.
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9.4.5.3 Costs and outcomes
In the Markov model, costs are typically implemented each cycle according to the state 
a patient occupies (although they can also be applied to the proportion making a tran-
sition, e.g. to a ‘dead’ state). For the two therapies being evaluated in the HIV example, 
the cost of being in a given state is the same, and the only difference is in the acquisition 
price of the therapies. Hence, as for the decision tree example above, the only elements 
of the Markov model that differ between the two therapies are the acquisition cost 
of the therapies themselves and the probabilities that determine how a patient moves 
through the model. On the outcomes side, the HIV model used expected survival dur-
ation (life-years) as the measure of effectiveness, and this was evaluated over a lifetime 
time horizon (i.e. until the probability of being alive is very small).

9.4.5.4 Expected values
The process of calculating expected costs and effectiveness with a Markov model is very 
similar to that in a decision tree. This because both models are examples of cohort models 
which are set up to calculate the outcomes of interest in the average patient, and there is no 
consideration to how individual patients vary between each other. Instead of summing path-
way costs and effects and weighting by their probabilities as with the decision tree (or rolling 
back the tree), the costs and values of each Markov state are weighted by the time a patient 
spends in that state. This is made up of two stages. In the first, the probability of a patient 
being in a given state for each cycle is calculated (this can also be understood as the propor-
tion of the patient cohort in that state at a point in time). This is usually done in a spreadsheet 
or similar software using a method known as the cohort simulation method, which pro-
duces a ‘Markov trace’ showing the proportion of the cohort in each state over time.

This is illustrated in Figure 9.7 with respect to the monotherapy intervention in the 
HIV example, using a time horizon of 20 annual cycles. It is assumed that 1000 patients 
begin in the cohort, but the number is irrelevant in a cohort model as the focus is the 
average patient and only the proportions of the cohort in particular states at a given time 
point matter. One patient or one million patients could be used as the starting cohort, 
and the answer will be the same. For each cycle, the proportion of the cohort in each 
state is calculated on the basis of the proportions in the various states in the last cycle 
and the transition probabilities. Figure 9.7 shows the calculations for the first cycle. In 
a spreadsheet or other software, once the equations have been determined for the first 
cycle, it is normally a case of simply copying down the formulas for subsequent cycles. 
As more and more cycles are added, the proportion of the cohort in the absorbing state 
(here death) increases, and all but a very small proportion should have died once a cycle 
number that is consistent with the relevant life expectancy has been reached.

Once the proportion of patients (or, in other words, the probability of a given patient 
being) in each state for each cycle has been calculated, the second stage involves work-
ing out expected costs and effects. On the cost side, this involves calculating an expected 
cost per cycle by adding the cost of each state weighted by the proportion of the cohort 
in each state. The overall expected cost simply involves summing the expected cost of 
all cycles. Implementing discounting is straightforward, with the standard formula (see 
Chapter 4) used to adjust the expected cost of every individual cycle. Expected outcomes 
are calculated on a similar basis. In the case of survival duration, this simply involves 
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weighting the proportion of patients in each state per cycle by 1 if they are alive, and by 0 
if they are dead. Adding up across the cycles (with discounting as necessary) will provide 
the expected number of life-years experienced by the cohort. In the case of QALYs, this 
is slightly different because the proportion of the cohort in each state is weighted by the 
HRQoL value associated with that state, and then summed across the cycles.

A cohort simulation is undertaken for each option being evaluated. In the case of 
the HIV model, cohort simulations were undertaken separately for monotherapy and 
combination therapy. On this basis, combination therapy was found to be more costly 
and more effective, with an incremental cost per life-year gained of £6276.

9.4.6 Implementing a model—other model types
This chapter has considered two popular model types used in economic evaluation. The 
Markov model is used in situations when the decision tree would become too unwieldy, 
typically when events can recur over a long time horizon. The HIV example in Sec-
tion 9.4.5 used a Markov model in a conventional manner, where a cohort simulation 
is undertaken for each of the respective options being compared. The two interven-
tions differed only in terms of the initial (acquisition) costs of the interventions and the 
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Fig. 9.7 The results of the Markov trace for the monotherapy group in the HIV example 
shown in Figure 9.6. The trace assumes a starting cohort of 1000 beginning in State A.
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transition probabilities. In some situations, a decision analysis may involve the com-
bination of both a decision tree and a Markov model. This was the case in the evaluation 
of glycoprotein IIb/IIIa antagonists example discussed in Section 9.2.5, for example 
(Palmer et al. 2005). A short-term decision tree was used to establish the proportion of 
patients with each therapy experiencing non-fatal myocardial infarction or death over 
an initial 6 month period reflecting trial results; a Markov model was used to calculate 
long-term expected costs and quality-adjusted survival duration conditional on which 
events had been experienced in the short-term model.

9.4.6.1 Time dependency and the memoryless property
A simple Markov model may be unsuitable to capture the key aspects of some prog-
noses. The HIV example described above, for example, assumed that transition prob-
abilities did not vary over time. However, in some situations, this assumption may be 
difficult to sustain because of evidence suggesting that the probability increases or de-
creases with time. Some forms of ‘time dependency’ in transition probabilities can be 
handled quite easily in Markov models. This is the case, for instance, when the transi-
tion probability changes as the age of the patient increases. This can be implemented 
simply by having a different transition probability for each cycle in the cohort simula-
tion. Equivalently, it is not difficult to implement transition probabilities that change 
as a function of the time a patient has been in a state, as long as all patients start in that 
state, and none returns to it once they have left it. The use of time-dependent transition 
probabilities in Markov models is dealt with in more detail in Briggs et al. (2006).

In other situations, it is less straightforward to implement time dependency in tran-
sition probabilities because of the key assumption underlying Markov models. This 
‘Markov assumption’ is often described as the ‘memoryless’ feature of these models. It 
holds that the probability of a given transition in the model is independent of the nature 
or timing of earlier transitions. This can be illustrated using the HIV model shown in 
Figure 9.6. In this model, patients can enter the AIDS state (State C) from either State 
A or State B. However, once a patient has entered the AIDS state, the model cannot 
‘remember’ where the patient came from; that is, it cannot distinguish the origin of 
the patients in the state at a given time point and treats them as homogenous. So, if the 
prognosis (cost and/or health impact) of being in the AIDS state was considered likely 
to differ according to the CD4 count a patient had at the point of entering that state, this 
particular Markov model would not be able to reflect this.

This assumption might be difficult to justify if evidence suggests, for example, that 
mortality risk is higher in patients who have experienced AIDS-defining events having 
previously had lower CD4 counts. If the memoryless feature represents an oversimplifi-
cation of the epidemiological evidence, then one approach is to add additional states to 
the Markov model. In the example above, for example, two AIDS states could be used: 
one containing patients who moved there from State A and the other including patients 
who arrived from State B. These two AIDS states could then differ with respect to the 
risk of mortality and, if necessary, in terms of the cost per cycle of occupying that state.

Giving a Markov model additional ‘memory’ by adding states can, however, become 
unwieldy if numerous additional states have to be added. In this situation, one option is 
to move to a different modelling approach. The decision tree and Markov model are ex-
amples of cohort models. As shown above, this involves calculating the proportions of 
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a homogeneous cohort that would move along particular pathways or occupy specific 
Markov states. Using these proportions to weight the costs and outcomes associated 
with pathways or Markov states, this provides the route to calculating overall expected 
costs and outcomes for each of the options being compared.

9.4.6.2 Individual sampling models
The difficulty in incorporating ‘memory’ and time dependency are two of the limitations 
of cohort models. An alternative approach to decision modelling is to move away from the 
cohort model towards modelling individual patients moving through models. These indi-
vidual sampling models (ISM) calculate the costs and effects of a large number of simulated 
patients and average across these patients to estimate expected values for the alternatives 
under evaluation. When ISM is used in the context of state transition models with discrete 
cycles, this is referred to as micro-simulation or first-order Monte-Carlo simulation (Sie-
bert et al. 2012). This type of modelling literally tracks the process of individual simulated 
patients through particular states, and allows them to accumulate costs and benefit over 
time. They have the potential to offer greater flexibility than cohort models as the future 
prognosis of a given patient can vary according to their ‘history’. In the case of the HIV ex-
ample, the use of micro-simulation would mean that a patient who experiences an AIDS 
event with a CD4 count of 400 could have a different risk of future events than a patient 
who experienced such an event with a CD4 count of 200. Given the focus of economic 
evaluation on expected values, such a model has to simulate the costs and outcomes of a 
large number of patients and estimate the average over those simulations.

An alternative form of an ISM is discrete event simulation (DES) (Karnon et al. 2012). 
Whereas micro-simulation retains the concept of the state and discrete cycles as with 
a Markov model, DES simulates the time until the next event for a given simulated pa-
tient. The way time is handled in DES means that these models can advance to the next 
time a given simulated patient has an event, thus avoiding modelling time and effort in 
unnecessary interim computations. More detail about the use of ISM models in eco-
nomic evaluation can be found elsewhere (Barton et al. 2004; Caro et al. 2010; Davies 
1985; Standfield et al. 2014).

ISMs have some important limitations, however. The opportunity to incorporate pa-
tient history with such models may allow greater structural flexibility, but it will typic-
ally require additional evidence to populate such models. This is because parameters 
representing possible future prognoses for a given patient need to be conditional on 
history, thus increasing the number of parameters to be estimated. A second limitation 
is that the simulation requirements of these models can be time consuming, even with 
modern computers. This is particularly the case when probabilistic sensitivity analysis 
(PSA) is undertaken to quantify parameter uncertainty (see Chapter 11).

9.4.6.3 Dynamic transmission models
All of the types of models considered so far in this chapter assume that the individuals 
being modelled are independent from each other with respect to their health. That is, the 
health of one individual does not impact on the health of one or more others. This inde-
pendence assumption may be untenable in the context of infectious disease where the 
 incidence of new infections depends on the existing number of individuals who are in-
fected. During an epidemic this number changes dynamically. Therefore, decision- analytic 
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models relating to infectious diseases may need to consider explicitly this dynamic fea-
ture of such diseases. Allowing for the interaction between individuals in the context of 
infectious disease may be necessary for interventions including vaccination, screening, 
and treatments where the transmissibility of the individual is affected. Many economic 
evaluations of these types of intervention for infectious disease often retain the standard 
‘static’ decision model which does not allow for the non-linear interactions between in-
dividuals. For example, it has been found that most models used for the economic evalu-
ation of screening for Chlamydia trachomatis used static methods and, therefore, were 
unlikely to have correctly estimated its cost-effectiveness (Roberts et al. 2006).

The importance of using dynamic transmission models for economic evaluation is 
now more fully understood. Useful introductions to the specifics of these models are 
available (Brisson and Edmunds 2003; Jit and Brisson 2011; Pitman 2014). There has 
also been a recent report from a task force on infectious disease modelling established 
by SMDM and ISPOR which, as well as providing another accessible introduction to the 
area, also offers a useful guide to good practice (Pitman et al. 2012). Further details of 
different model types can be found elsewhere (Barton et al. 2004; Brennan et al. 2006).

9.4.7 Selecting a model
Identifying an appropriate structure, and the type of model with which to implement it, 
is an extremely important stage of the decision modelling process. It is not possible to 
provide definitive guidelines for the selection of a particular model structure, as these 
have to depend on the overall objective of the economic evaluation as well as the nature 
of the disease process and impacts of the interventions. It has to be emphasized that all 
models are simplifications of reality, and the ultimate objective in selecting an appro-
priate structure for a decision model is to make the model no more complex than it has 
to be to address the policy questions appropriately. The value of a model is limited if 
it has been made highly complex in order to provide a more ‘accurate’ estimate of ex-
pected cost-effectiveness but its complexity precludes full uncertainty analysis.

9.5 Critical appraisal of decision-analytic models
Although decision-analytic modelling can provide a valuable framework for economic 
evaluation, its results are always conditional on the evidence used and on structural as-
sumptions. In other words, there are good and bad decision models. As for any other form 
of evaluation, it is crucial that decision models are subject to careful critical review, and 
their results should not be used blindly in decision-making. There are a number of ex-
amples in the literature of papers that have discussed the characteristics of a ‘good model’ 
(Eddy et al. 2012; McCabe and Dixon 2000; Sculpher et al. 2000; Shemilt et al. 2013).

Methods guidelines in decision modelling were reviewed to compare and contrast 
their recommendations for good practice by Philips et al. (2004). There was a fair amount 
of consistency between the papers in their guidelines, but some areas of conflict. One 
example of this was the extent to which the availability of data should constrain the struc-
ture of a model as opposed to structure being determined based on the understanding of 
a condition and the effect of a treatment. The authors argued that, in principle, structure 
should not be influenced by the extent or quality of the data available to populate a model 
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but, in practice, this will not always be possible and more detailed guidance would be of 
value for analysts. Philips and colleagues went on to synthesize the available guidelines 
and, based on this, came up with a checklist to apply to specific decision models used in 
economic evaluation. It should be emphasized that this checklist relates to models and is 
not a substitute for those that relate to economic evaluation in general, including the one 
introduced in Chapter 3. This modelling checklist is reproduced in Annex 9.1.

9.6 Conclusions
Decision modelling is an important vehicle for economic evaluation, particularly where 
there is a specific resource allocation decision to be taken. The value of a formal ana-
lytic framework for decision-making is that it offers a means of synthesizing available 
evidence from a range of sources rather than relying on a single study, provides a way of 
relating the available evidence to the specific decision problem being posed, provides a 
framework within which the limitations of a single clinical study as a vehicle for economic 
evaluation can be addressed, helps decision-makers identify optimal interventions under 
conditions of uncertainty, and can contribute to the process of setting research priorities.

This chapter has provided an introduction to these methods, and further reading is 
available (Briggs et al. 2006). There remain important methods questions to address 
in decision modelling. These include how to develop efficient methods to identify 
evidence relating to all parameters in decision models and not just those relating to 
treatment effects, how to synthesize all available evidence in models and reflect the 
uncertainty and correlation in these data, and how to deal with uncertainty in the 
structure of decision models and reflect this in the value of information analysis. These 
issues are dealt with in Chapters 10 and 11. Although decision modelling has the po-
tential to provide a powerful input for decision-making, there are good and bad appli-
cations of these methods, and critical appraisal is essential.

9.7 Exercise: developing a decision-analytic model

9.7.1 Background
Imagine that you have been asked to advise local decision-makers on the cost- 
effectiveness of antenatal HIV testing (i.e. testing pregnant women for HIV infection). 
You undertake a literature search to identify published economic evaluations, but find 
nothing to help you in your analysis. You quickly realize that you will have to undertake 
a decision analysis of your own using evidence from available sources.

9.7.2 The evidence
From a literature search you identify publications that provide you with the following 
information:
◆ If a woman has HIV and her infection is not known during pregnancy, the prob-

ability that she will transmit the infection to her child is 26%.
◆ If a woman’s infection is known during pregnancy, however, it is possible to use 

risk-reduction interventions such as caesarean section, antiretroviral therapy, and 
bottle-feeding. These interventions cost £800 more than a normal delivery and 
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reduce the probability of vertical transmission to 7%, but only 95% of infected 
women accept them.

◆ Discussion with midwifery staff indicates that offering the test to women could 
be achieved at negligible additional cost, but your pathology laboratories suggest 
that each blood test will cost £10; they also indicate that the tests are 100% accur-
ate (i.e. there are no false negatives or false positives).

◆ A published paper suggests that the prevalence of previously undetected HIV in 
the antenatal population in your area is 5%.

9.7.3 Assumptions
Discussions with professional staff indicate that the following assumptions can be justified:
◆ No woman will select to terminate on discovering she has HIV infection.
◆ All women who are tested positive will be offered risk-reduction interventions.

9.7.4 The task

1 Your task is the following:
a To structure a decision tree characterizing the decision regarding whether or 

not to offer antenatal HIV testing.
b To calculate the expected cost per true positive case detected.

2 What are likely to be the key sensitivity analyses to undertake?
3 What are the weaknesses of the analysis?

9.7.5 Solutions

1a  The decision tree is shown in Figure 9.8.
1b Expected cost of testing
  = (810 × 0.0033) + (810 × 0.0441) + (10 × 0.0007) + (10 × 0.0019) + (10 × 0.95)
  = £47.92.
  Probability of vertical transmission with testing = 0.0033 + 0.0007 = 0.004.
  Expected cost of no testing = 0.
  Probability of vertical transmission = 0.013.
Additional expected cost per HIV-infected child avoided:
•	 additional	cost	= £47.92
•	 reduced	vertical	transmission	= 0.013 − 0.004 = 0.009
•	 additional	cost	per	HIV-infected	birth	avoided	= 47.92/0.009 = £5324.

2 The following sensitivity analyses would be warranted:
•	 Due	to	parameter	uncertainty:

■	 probabilities of transmission
■	 probability of acceptance of interventions
■	 prevalence.
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•	 Due	to	heterogeneity:
■	 costs
■	 probability of acceptance of interventions
■	 prevalence.

•	 Due	to	structural	uncertainty:
■	 accuracy of test (need to restructure tree)
■	 termination rate: in this model, termination may increase or decrease costs; 

there would be a difficulty in how this is dealt with on the outcomes side
■	 uptake of test will not affect cost-effectiveness.

3 Weaknesses of the analysis:
•	 In	reality,	the	relevant	options	to	compare	would	be	more	likely	to	be	universal	

testing versus high-risk group testing versus on-demand testing, rather than 
testing versus not.

•	 A	full	PSA	would	ideally	be	undertaken	for	to	assess	parameter	uncertainty.
•	 The	scope	of	analysis	is	limited:

■	 It should have a longer-term model to include an assessment of the costs 
and (quality-adjusted) life-years conditional on HIV transmission.

Acceptance of
interventions
P = 0.95 
C = £800

No acceptance 
of interventions

Vertical transmission

P = 0.07

P = 0.93

Vertical transmission
P = 0.26

P = 0.74
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No vertical transmission
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P = 0.05 

C = £0
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Fig. 9.8 Decision tree for antenatal HIV testing.
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■	 There should be a consideration of lifetime costs and outcomes.
■	 The model should consider the effect of testing on the women themselves in 

terms of the costs and outcomes of earlier treatment than would be expected 
without testing.

■	 Possible effects on horizontal transmission might be considered in a wider 
scope.
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Table A9.1 A suggested checklist for assessing quality in decision-analytic models

Dimension of quality Attributes of good practice Questions for critical appraisal

Structure

S1 Statement of decision 
problem/objective

There should be a clear statement of the decision problem 
prompting the analysis.

The objective of the evaluation and of the model should be 
defined.

The primary decision-maker should be stated clearly.

Is there a clear statement of the decision problem?

Is the objective of the evaluation and model specified 
and consistent with the stated decision problem?

Is the primary decision-maker specified?

S2 Statement of scope /
perspective

The perspective of the model (relevant costs and 
consequences) should be stated clearly, and the model  
inputs should be consistent with the stated perspective and 
overall objective of the model.

The scope of the decision model should be specified and 
justified.

The outcomes of the model should reflect the perspective  
and scope of the model and should be consistent with the 
objective of the evaluation.

Is the perspective of the model stated clearly?

Are the model inputs consistent with the stated 
perspective?

Has the scope of the model been stated and justified?

Are the outcomes of the model consistent with 
the perspective, scope, and overall objective of the 
model?

Annex 9.1 Checklist for assessing quality in decision-analytic models
Table A9.1, from Philips et al. (2004), provides a suggested checklist for assessing quality in decision-analytic models.

(continued)
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Dimension of quality Attributes of good practice Questions for critical appraisal

S3 Rationale for

structure

The structure of the model should be consistent with a 
coherent theory of the health condition under evaluation  
and the treatment pathways (disease states or branches) 
should be chosen to reflect the underlying biological process  
of the disease in question and the impact of the intervention. 
The structure should not be dictated by current patterns of 
service provision.

All sources of evidence used to develop and inform the 
structure of the model (i.e. the theory of disease) should 
be described. The structure should be consistent with this 
evidence.

Is the structure of the model consistent with a 
coherent theory of the health condition under 
evaluation?

Are the sources of data used to develop the structure 
of the model specified?

Are the causal relationships described by the model 
structure justified appropriately?

S4 Structural assumptions All structural assumptions should be transparent and  
justified. They should be reasonable in the light of the  
needs and purposes of the decision-maker.

Are the structural assumptions transparent and 
justified?

Are the structural assumptions reasonable given 
the overall objective, perspective, and scope of the 
model?

S5 Strategies/comparators There should be a clear definition of the options under 
evaluation.

All feasible and practical options relating to  
the stated decision problem should be evaluated.

Is there a clear definition of the options under 
evaluation?

Have all feasible and practical options been 
evaluated?

Options should not be constrained by the immediate  
concerns of the decision-maker, or data availability, nor  
limited to current clinical practice.

Is there justification for the exclusion of feasible 
options?

Table A9.1 (continued) A suggested checklist for assessing quality in decision-analytic models
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Dimension of quality Attributes of good practice Questions for critical appraisal

S6 Model type The appropriate model type will be dictated by the stated 
decision problem and the choices made regarding the causal 
relationships within the model.

Is the chosen model type appropriate given the 
decision problem and specified causal relationships 
within the model?

S7 Time horizon A model’s time horizon should extend far enough into the 
future in order for it to reflect important differences between 
options.

It is important to distinguish between the time horizon of 
the model, the duration of treatment and the duration of 
treatment effect.

Is the time horizon of the model sufficient to reflect  
all important differences between options?

Are the time horizon of the model, the duration 
of treatment, and the duration of treatment effect 
described and justified?

S8 Disease states/pathways Disease states/pathways should reflect the underlying 
biological process of the disease in question and the impact  
of interventions.

Do the disease states (state transition model) or the 
pathways (decision tree model) reflect the underlying 
biological process of the disease in question and the 
impact of interventions?

S9 Cycle length For discrete time models, the cycle length should be dictated 
by the natural history of disease. It should be the minimum 
interval over which the pathology or symptoms are expected 
to alter.

Is the cycle length defined and justified in terms of the 
natural history of disease?

Table A9.1 (continued) A suggested checklist for assessing quality in decision-analytic models

(continued)
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Dimension of quality Attributes of good practice Questions for critical appraisal

Data

D1 Data identification Methods for identifying data should be transparent and it 
should be clear that the data identified are appropriate given  
the objectives of the model.

There should be justification of any choices that have been 
made about which specific data inputs are included in a model.

It should be clear that particular attention has been paid to 
identifying data for those parameters to which the results of 
the model are particularly sensitive.

Where expert opinion has been used to estimate particular 
parameters, sources and methods of elicitation should be 
described.

Are the data identification methods transparent and 
appropriate given the objectives of the model?

Where choices have been made between data 
sources, are these justified appropriately?

Has particular attention been paid to identifying data 
for the important parameters in the model?

Has the quality of the data been assessed 
appropriately?

Where expert opinion has been used, are the methods 
described and justified?

D2 Data modelling All data modelling methodology should be described and 
based on justifiable statistical and epidemiological methods. 
Specific issues to consider include those below.

Is the data modelling methodology based on 
justifiable statistical and epidemiological techniques?

D2a Baseline data Baseline probabilities may be based on natural history data 
derived from epidemiological/observational studies or relate  
to the control group of an experimental study.

Rates and interval probabilities should be transformed into 
transition probabilities appropriately. If there is evidence that 
time is an important factor in the calculation of transition 
probabilities in state transition models, this should be 
incorporated.

If a half-cycle correction has not been used on all transitions 
in state transition model (costs and outcomes), this should be 
justified.

Is the choice of baseline data described and  
justified?

Are transition probabilities calculated appropriately?

Has a half-cycle correction been applied to both cost 
and outcome?

If not, has this omission been justified?

Table A9.1 (continued) A suggested checklist for assessing quality in decision-analytic models
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Dimension of quality Attributes of good practice Questions for critical appraisal

D2b Treatment effects Relative treatment effects derived from trial data should  
be synthesized using recognized meta-analytic  
techniques.

The methods and assumptions that are used to  
extrapolate short-term results to final outcomes  
should be documented and justified. This should include 
justification of the choice of survival function (e.g.  
exponential or Weibull forms). Alternative assumptions  
should be explored through sensitivity analysis.

Assumptions regarding the continuing effect of treatment  
once treatment is complete should be documented and 
justified. If evidence regarding the long-term effect of 
treatment is lacking, alternative assumptions should be 
explored through sensitivity analysis.

If relative treatment effects have been derived 
from trial data, have they been synthesized using 
appropriate techniques? Have the methods and 
assumptions used to extrapolate short-term results 
to final outcomes been documented and justified? 
Have alternative assumptions been explored through 
sensitivity analysis? Have assumptions regarding 
the continuing effect of treatment once treatment 
is complete been documented and justified? Have 
alternative assumptions been explored through 
sensitivity analysis?

D2c Costs Costing and discounting methods should accord with  
standard guidelines for economic evaluation.

Are the costs incorporated into the model justified?

Has the source for all costs been described?

Have discount rates been described andjustified given 
the target decision-maker?

D2d Quality of life weights 
(utilities)

Utilities incorporated into the model should be  
appropriate for the specified decision problem.

Are the utilities incorporated into the model 
appropriate?

Is the source for the utility weights referenced?

Are the methods of derivation for the utility weights 
justified?

Table A9.1 (continued) A suggested checklist for assessing quality in decision-analytic models

(continued)
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Dimension of quality Attributes of good practice Questions for critical appraisal

D3 Data incorporation All data incorporated into the model should be described 
and the sources of all data should be given and reported in 
sufficient detail to allow the reader to be aware of the type of 
data that have been incorporated.

Where data are not mutually consistent in the model, the 
choices and assumptions that have been made should be 
explicit and justified.

Have all data incorporated into the model been 
described and referenced in sufficient detail?

Has the use of mutually inconsistent data been 
justified (i.e. are assumptions and choices 
appropriate)?

Is the process of data incorporation transparent?

If data have been incorporated as distributions, has 
the choice of distribution for each parameter been 
described and justified?

If data have been incorporated as distributions, is it 
clear that second-order uncertainty is reflected?

The process of data incorporation should be transparent. 
It should be clear whether data are incorporated as a point 
estimate or as a distribution. If data have been incorporated 
as distributions as part of probabilistic analysis, the choice 
of distribution and its parameters should be described and 
justified.

D4 Assessment of  
uncertainty

In assessing uncertainty, modellers should distinguish  
between the four principal types of uncertainty.

Have the four principal types of uncertainty been 
addressed?

If not, has the omission of particular forms of 
uncertainty been justified?

D4a Methodological Methodological uncertainty relates to whether particular 
analytic steps taken in the analysis are the most appropriate.

Have methodological uncertainties been addressed 
by running alternative versions of the model with 
different methodological assumptions?

D4b Structural There should be evidence that structural uncertainties have 
been evaluated using sensitivity analysis.

Is there evidence that structural uncertainties have 
been addressed via sensitivity analysis?

D4c Heterogeneity It is important to distinguish between uncertainty resulting 
from the process of sampling from a population and  
variability due to heterogeneity (i.e. systematic differences 
between patient subgroups).

Has heterogeneity been dealt with by running the 
model separately for different subgroups?

Table A9.1 (continued) A suggested checklist for assessing quality in decision-analytic models
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Dimension of quality Attributes of good practice Questions for critical appraisal

D4d Parameter Where data have been incorporated into the model as point 
estimates, the ranges used for sensitivity analysis should be 
stated and justified.

Probabilistic analysis is the most appropriate method of 
handling parameter uncertainty because it facilitates 
assessment of the joint effect of uncertainty over all 
parameters (see data incorporation).

Are the methods of assessment of parameter 
uncertainty appropriate? If data are incorporated as 
point estimates, are the ranges used for sensitivity 
analysis stated clearly and justified?

Consistency

C1 Internal consistency There should be evidence that the internal consistency of the 
model has been evaluated in terms of its mathematical logic.

Is there evidence that the mathematical logic of the 
model has been tested thoroughly before use?

C2 External consistency The results of a model should be explicable. Results should 
either make intuitive sense or counter-intuitive results should 
be fully explained.

All relevant available data should be incorporated into a  
model. Data should not be withheld for purposes of  
assessing external consistency.

The results of a model should be compared with those of 
previous models and any differences should be explained.

Are any counter-intuitive results from the model 
explained and justified?

If the model has been calibrated against independent 
data, have any differences been explained and 
justified?

Have the results of the model been compared with 
those of previous models and any differences in 
results explained?

Reproduced from Philips, Z., et al., A review of guidelines for good practice in decision-analytic modelling in health technology assessment, Health Technology Assessment,  
Volume 8, Issue 36, Copyright © Queen’s Printer and Controller of HMSO 2004. All rights reserved. Originally adapted from Springer, PharmacoEconomics, Volume 17, Issue 5, 
2000, pp. 461–47, Assessing quality in decision-analytic cost-effectiveness models: a suggested framework and example of application, Sculpher M, et al, Table 1, Copyright © Adis 
International Limited. All rights reserved. With kind permission from Springer Science and Business Media.

Table A9.1 (continued) A suggested checklist for assessing quality in decision-analytic models





Chapter 10

Identifying, synthesizing,  
and analysing evidence  
for economic evaluation

10.1 Introduction to evidence in economic evaluation
Chapter 8 considered the methods and practice of economic evaluation undertaken 
using a vehicle of a single trial or observational study. A more general approach to eco-
nomic evaluation is where evidence is drawn together from a range of sources within a 
decision-analytic model. The rationale for modelling studies and their key characteris-
tics were described in Chapter 9. An important feature of any model-based economic 
evaluation is the evidence to include in the analysis. This evidence generally relates 
to what can be described as ‘clinical’ parameters such as the relative effectiveness of a 
treatment, the underlying or baseline risks of particular clinical events, the prevalence 
or incidence of conditions, or the accuracy of particular tests. These types of param-
eters are also relevant in non-clinical settings such as evaluations of public health or 
prevention interventions. In addition, and depending on the type of economic ana-
lysis, evidence on the impact of a disease or intervention on health-related quality of 
life (HRQoL) may be needed, as is evidence for parameters relating to resource use and 
the cost of those resources. In addition to the need to acquire appropriate evidence on 
input parameters in models, the process of designing and structuring a model will also 
require various types of evidence. These include evidence relating to disease natural 
history, the effects of interventions, and the configuration of existing services.

The process of evidence-gathering for economic evaluation brings economics to-
gether with other disciplines such as clinical epidemiology, statistics, and information 
specialists. This chapter considers how different types of evidence are identified, syn-
thesized, and appropriately analysed to feed into models. The chapter starts by con-
sidering how to define ‘relevant evidence’ for economic evaluation. It then considers 
methods for identifying and synthesizing evidence. The chapter also deals with some 
issues regarding the estimation of some types of parameters.

10.2 Defining relevant evidence
It is inevitable that any economic evaluation will need to make judgements regarding 
the evidence to include, and a key consideration is the ‘relevance’ of the evidence to the 
decision problem being informed by the economic evaluation. This can be character-
ized on several dimensions. The first is the nature of the populations and subpopulations 
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being considered. For an evaluation of alternative therapeutic interventions, this could 
cover a patient group with a given diagnosis and subgroups with, for example, different 
levels of severity of the diagnosed condition. In a study of diagnostics, the population 
may be a group of individuals with signs and symptoms suggestive of one or more pos-
sible conditions. For an analysis of preventive interventions, the population could be 
individuals at risk of developing a given disease. Suitable evidence for an analysis will 
relate to the specifics of these defined populations.

The second aspect of a decision problem is the options being compared. In some stud-
ies it is possible to distinguish interventions of interest and comparators; this is true, 
for example, of economic evaluations of newly licensed pharmaceutical interventions 
compared to the range of existing therapies for the population(s) (comparators). Other 
economic evaluations simply compare the range of options available without making 
a distinction between interventions and comparators. However defined, the evidence 
gathered for the study needs to relate to the full range of options being compared.

A third element of the decision problem that helps to define relevant evidence is the 
jurisdiction, health care system, or subsystem where the resource allocation decision 
is to be made. For example, the problem may be whether to introduce a screening 
programme for diabetic retinopathy in a primary care setting in the United Kingdom. 
In judging the relevance of available evidence for use in an economic evaluation, the 
analyst needs to assess whether it was generated in this setting and jurisdiction. If not, 
(s)he has to assess whether the evidence is sufficiently generalizable to be reasonably 
comparable to the evidence that could have been collected in that setting. Issues of 
 generalizability—in particular in contrast to internal validity—are discussed in Chap-
ter 8. The degree of generalizability of evidence across settings requires an assessment 
of the extent of differences in factors such as the recipient populations, types of medical 
practice, and the nature of the health care system (e.g. its funding arrangements) (Scul-
pher et al. 2004). Some types of evidence may be more generalizable than others (e.g. 
treatment effectiveness may be expected to generalize across settings more than esti-
mates of resource use). Furthermore, issues of generalizability can be relevant across 
time as well as between settings. Even if a particular type of evidence has been collected 
in the system for which the economic evaluation is being undertaken, if the study from 
which that evidence is taken was completed 20 years ago, it may be of limited relevance 
today as a result, for example, of changes in clinical practice.

10.3 Identifying and reviewing evidence

10.3.1 Reviewing economic evaluations
A key principle of evidence-based medicine and decision-making is that evidence 
should not be selected to suit a particular point of view. Rather, it should be the entirety 
of the evidence available for a particular parameter or, at least, it should be represen-
tative of the entire evidence base. A starting point in any economic evaluation should 
be to consider whether such a study has been undertaken before and, if so, whether 
further work is necessary. Therefore, reviewing previous economic evaluations is an 
important precursor for this type of research. There are resources available to support 
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this including databases, search terms for electronic databases like Medline, and check-
lists (Anderson and Shemilt 2010). Even if it is clear that an additional study is needed, 
there is value in a reviewing earlier research. For example, such studies can help to 
establish the best approach to developing a decision model for a specific decision prob-
lem, sources of evidence, and appropriate comparators. In some instances it may be 
possible to take an earlier economic evaluation and to update it using recent evidence, 
or using data which are more appropriate for a different jurisdiction. An example of 
this is a cost-effectiveness analysis (CEA) of a new pharmaceutical product for psoriatic 
arthritis which was based on an earlier model developed for similar products (Cum-
mins et al. 2011). Although there are some examples in the literature (Anderson and 
Shemilt 2010), it is rare for studies to synthesize the various cost-effectiveness results 
from a systematic review. The reasons for this relate to the requirements of economic 
evaluation to support decision-making considered in Chapter 9. It is unlikely that a 
systematic review would identify a number of studies that have used sufficiently simi-
lar methods and all appropriate comparators suitable for the jurisdiction in which the 
decision is to be taken. Even if that were the case, a formal synthesis would only make 
sense if, together, they included all relevant evidence but there was no overlap in the 
evidence they used. In reality, the studies identified are likely to be heterogeneous in 
their methods and data, and to have been focused on different decision problems in 
different locations. In those circumstances formal synthesis would make little sense.

10.3.2 Identifying evidence for decision models
Many economic evaluations will, therefore, be based on newly developed decision 
models (albeit perhaps influenced by earlier versions in the literature). As discussed in 
Chapter 8, decision models provide a framework to direct all relevant evidence at the 
specific decision problem which is defined in terms of populations and subpopulations, 
the  options being compared, and the relevant jurisdiction. Cooper and colleagues re-
viewed 180 HTA reports, of which 42 included decision-analytic models, with the 
purpose of assessing how evidence was sourced for models (Cooper et al. 2005). The 
authors concluded that evidence on the main measure of clinical effect was usually 
obtained using an explicit systematic review. For other types of evidence (e.g. resource 
use and HRQoL weights), the approach to identifying evidence was rarely transparent. 
A key component of systematic literature reviews, therefore, is to undertake searches 
for studies using, for example, bibliographic databases, which are transparent and re-
producible, and use explicit selection criteria (Centre for Reviews and Dissemination 
2009). The general methods of systematic review are well understood and widely used 
in relation to effectiveness evidence (Centre for Reviews and Dissemination 2009; 
Cochrane Collaboration 2011; Institute of Medicine 2011). Table 10.1 summarizes the 
key standards for systematic review as set out by the Institute of Medicine (Institute of 
Medicine 2011).

Consistent with the findings of Cooper and colleagues, however, methods for re-
viewing other types of evidence for economic analysis are less established (Cooper 
et al. 2005). This relates to the databases to search, the search strategies, quality assess-
ment, and synthesis. Good reviews of the challenges, methods, and available sources 
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Table 10.1 A summary of the standards for systematic review defined by the Institute  
of Medicine

Domain Standard

Initiating a Systematic Review Establish a team with appropriate expertise and 
experience to conduct the systematic review

Manage bias and conflict of interest of the team 
conducting the systematic review

Ensure user and stakeholder input as the review is 
designed and conducted

Manage bias and conflict of interest for 
individuals providing input into the systematic 
review

Formulate the topic for the systematic review

Develop a systematic review protocol

Submit the protocol for peer review

Make the final protocol publicly available, and 
add any amendments to the protocol in a timely 
fashion

Standards for Finding and Assessing 
Individual Studies

Conduct a comprehensive systematic search for 
evidence

Take action to address potentially biased reporting 
of research results

Screen and select studies

Document the search

Manage data collection

Critically appraise each study

Standards for Synthesizing the Body  
of Evidence

Use a prespecified method to evaluate the body 
of evidence

Conduct a qualitative synthesis

Decide if, in addition to a qualitative analysis, 
the systematic review will include a quantitative 
analysis (meta-analysis)

If conducting a meta-analysis:

◆  Use expert methodologists to develop, execute 
and peer review the meta-analyses

◆  Address the heterogeneity among study effects

◆  Accompany all estimates with measures of 
statistical uncertainty

◆  Assess the sensitivity of conclusions to changes 
in the protocol, assumptions, and study 
selection
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for these other evidence sources can be found elsewhere (Paisley 2014). Some spe-
cific databases have also been developed which can be helpful for identifying economic 
evaluation studies and hence non-clinical evidence which might be suitable for models. 
These include the NHS Economic Evaluation Database (EED) (<http://www.crd.york.
ac.uk/crdweb/AboutPage.asp>) and the Tufts Cost-effectiveness Analysis Registry 
(<https://research.tufts-nemc.org/cear4/>).

Time and other resource constraints will limit the extent to which a given litera-
ture search can be exhaustive—for example, not every bibliographic database may be 
searched. Researchers should, therefore, focus on being able to justify the extent of 
their searching on the basis that it is reasonable given resource constraints and the re-
sulting studies are representative.

There will also be situations where it can be justified not to use a full systematic re-
view to identify relevant evidence for models. First, some types of evidence may be 
judged to be very specific to a jurisdiction and, furthermore, there are few sources 
of that evidence; in which case an exhaustive search for international sources may be 
considered unnecessary. This situation is particularly true of costs. For example, in the 
United Kingdom, costs for many items of resource use are taken from a small num-
ber of sources based on routinely collected data, such as the Personal Social Services 
Research Unit’s unit costs in health and social care (Personal Social Services Research 
Unit 2013), NHS Reference Costs (Department of Health Payment by Results Team 
2013), and the British National Formulary (Joint Formulary Committee 2013). It may 
also be true for certain epidemiological evidence—for example, the incidence of par-
ticular cancers is collected centrally and routinely in most resource-rich countries, as 
cancer is a registrable disease. A second reason why a full systematic review may not 
be needed to estimate particular model parameters is that the results of the analysis are 
very insensitive to that variation in that parameter. Here ‘results’ may not just be the 
mean measure of interest (e.g. the mean incremental cost-effectiveness ratio), but also 
include, for example, a measure of decision uncertainty and value of further research 
(see Chapter 11). In such circumstances relatively simple search methods may be jus-
tified, such as the use of a single literature database. Although an exhaustive search for 
all types of evidence for a decision model may not always be necessary, an important 

Domain Standard

Standards for Reporting Systematic  
Reviews

Prepare final report using a structured format

Peer review the draft report

Publish the final report in a manner that ensures 
free public access

Text extracts reproduced with permission from Institute of Medicine of the National Academies, Finding what 
works in health care: standards for systematic reviews, March 2011, Copyright © 2011 National Academy 
of Sciences. All rights reserved, <http://www.iom.edu/Reports/2011/Finding-What-Works-in-Health-Care-
Standards-for-Systematic-Reviews.aspx#sthash.3Y0nnB3T.dpuf>.

Table 10.1 (continued) A summary of the standards for systematic review defined by the 
Institute of Medicine
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principle that should always be adhered to is the need for transparency in reporting 
the sources of evidence used (for all parameters) and justification for the selection of 
particular sources.

As shown in Table 10.1, critical appraisal is an important element of systematic 
review. There are various guides and checklists to help the assessment of the qual-
ity of different sources of clinical evidence, including randomized trials (Schulz 
et  al.  2010) and diagnostic studies (Whiting et  al.  2003). There are fewer ex-
amples for other types of parameter, although the general methods of economic 
evaluation covered in this book can help in the assessment of quality relating to 
HRQoL weights, resource use, and cost. For studies being undertaken for particular  
decision-making authorities, there may be published methods guides which indi-
cate how the decision-maker views quality in evidence. For example, the methods 
guide issued by National Institute for Health and Care Excellence (NICE) in the 
United Kingdom is clear about the type of HRQoL weights it prefers, based on the 
EQ5D instrument (NICE 2013). More generally, the concept of the ‘reference case’ is 
used by NICE to reflect the characteristics of an economic evaluation that need to be 
present for at least one of the analyses presented to its decision-making committees. 
This follows the general principles of the reference case set out by a panel of experts 
established by the US Public Health Service in 1996, the main focus of which was 
to promote consistency in methods between studies to enhance comparability over 
time (Gold et al. 1996). The concept of the reference case has also been taken up in 
methods guidelines for economic evaluations funded by the Bill and Melinda Gates 
Foundation, generally in low- and middle-income countries (Bill and Melinda Gates 
Foundation et al. 2014).

10.3.3 Hierarchy of evidence
Systematic review methods in effectiveness research have often included the concept 
of the hierarchy of evidence. That is, a ranking of research designs reflecting the likeli-
hood that they will provide suitable estimates of effectiveness. The term ‘suitable’ here 
generally relates to the study design providing high levels of internal validity (see Chap-
ter 8). For example, Guyatt and colleagues suggested the following hierarchy of evi-
dence for treatment decisions (Guyatt et al. 2000):
1 N-of-1 randomized trial
2 Systematic review of randomized trials
3 Single randomized trial
4 Systematic review of observational studies
5 Single observational study
6 Physiological study
7 Unsystematic clinical observations.
An N-of-1 randomized trial is a study which includes only one patient, with a random-
ized order in which they receive the experimental or control therapies, and has little 
role in generating evidence for economic evaluation.
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Even in the context of clinical effectiveness alone, such hierarchies can be criticized— 
indeed, Guyatt and colleagues argued that they should not be considered ‘absolute’. One criti-
cism is that the general design of a study is only one consideration; it is also important to 
consider how the study has been implemented using detailed quality assessment. It may be 
the case, for example, that a well-designed and implemented observational study can provide 
a more suitable estimate of effectiveness than a poor-quality trial. A second issue relates to 
the trade-off between internal and external validity as discussed in Chapter 8. Again, a well- 
conducted observational study may provide a more appropriate estimate of effectiveness than 
a trial conducted in a setting unrelated to where the decision is being taken (see Section 10.2).

If the hierarchy of evidence is used to guide systematic reviews for evidence to include 
in economic evaluation studies, additional problems emerge. First, the concept of ‘effect-
iveness’ in an economic evaluation can often be divided into distinct types of parameter 
when the clinical focus is on changing the rate of particular events (e.g. the rate of heart 
attacks or strokes in patients with high blood cholesterol). As discussed in Chapters 8 
and 9, studies will often seek an estimate of the underlying (or baseline) rate of events 
with usual care, as well as the relative effectiveness of another intervention compared 
with the baseline (e.g. a hazard ratio). The measure of relative effectiveness would ideally 
be taken from a (well-designed and implemented) randomized trial, due to the risk of 
selection bias in an observational study. However, the estimate of the baseline rate may 
be more appropriately taken from an observational study. This is because such a design 
may recruit a more representative sample of patients (at least in a given jurisdiction), may 
be large enough to look at how baseline risk varies between particular subgroups, and is 
not susceptible to selection bias for such a parameter. The conventional hierarchies of evi-
dence focus on relative effectiveness, not baseline risks. Ideally the parameters required 
for a cost-effectiveness model would be estimated using a synthesis of all studies, what-
ever their design or quality. However, this would require the risk of bias resulting from a 
lack of internal or external validity to be reflected in the measure of uncertainty associ-
ated with the estimates. This could then be expressed in the measure of decision uncer-
tainty and the value of additional research which are concepts considered in more detail 
in Chapter 11. Although there is some literature on such ‘generalized evidence synthesis’ 
(Prevost et al. 2000) and on quantifying bias in clinical evidence (Turner et al. 2009), these 
are not yet widely used in parameter estimation for economic evaluation.

Secondly, economic evaluations require a range of evidence other than effectiveness. 
When identifying evidence on HRQoL, resource use, and costs, for example, such hier-
archies of evidence can provide little guidance.

10.4 Synthesizing evidence
In seeking relevant evidence for a model-based economic evaluation, the focus will 
often be on identifying studies described in published literature (e.g. randomized trials 
and observational studies). Examples of the types of parameters which could be esti-
mated include:
◆ the rate of cancer progression in a particular type of patient under standard care
◆ a hazard ratio showing the rate of progression with a new treatment compared to 

standard care
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◆ the rate of mortality in patients whose cancer has progressed
◆ the probability of a given side effect with a new treatment
◆ the mean HRQoL weight associated with the use of the new therapy
◆ the mean resource use or cost associated with cancer progression.

10.4.1 To synthesize or not to synthesize: the question  
of heterogeneity
As described above, a key principle in identifying evidence for models is to seek to 
capture all relevant evidence, or at least a representative selection. For many model 
parameters, therefore, there will be multiple estimates. An important issue to address 
in such situations is whether to combine (synthesize) these different sources into a 
single estimated mean with uncertainty, or to keep them separate. An important con-
cept to understand in considering the appropriateness and nature of any synthesis is 
heterogeneity, which is relevant in several ways in the context of estimating parameters 
for models. When evidence is taken from several studies, differences in the estimated 
parameters between studies may reveal themselves. These differences may just be ran-
dom statistical ‘noise’ due to their coming from small samples; or they could reflect 
genuine differences between studies such as the definition of the control group, the 
countries in which the studies were undertaken, or the types of patients included. There 
can also be heterogeneity in the definition of end points in studies or in the way out-
comes are measured. For economic evaluation to support decisions, the ideal is to be 
able to disentangle this heterogeneity by explaining its different sources and potentially 
using estimates of parameters in models that most suitably reflect the nature of the 
decision—e.g. specific to a particular jurisdiction/locality or to different subgroups of 
patients which could be distinguished in decisions. By reflecting heterogeneity in par-
ameter estimates it is also possible to explore whether, for example, a particular therapy 
is more cost-effective in some types of patients, locations, or settings than others.

Chapter 8 covered the use of a single randomized trial or observational study as a 
vehicle for economic evaluation. One of the strengths of such a study is that the data 
on the various effects and resource use implications of interventions are collected on 
individual patients (or participants in non-clinical settings). This provides a means of 
studying how costs and effects vary between patients, offering a more rigorous means 
of reflecting uncertainty and heterogeneity. An advantage of modelling studies is that, 
when there are multiple sources of evidence for a given parameter, these can all be in-
corporated into the model. However, a careful assessment of heterogeneity, with a view 
to estimating results by subgroup, is also an important objective. Whether such data 
come from a single study, several studies, or are used in combination with summary 
data, access to individual patient data allows heterogeneity in parameter estimates to 
be carefully explored using appropriate statistical analysis (Espinoza et al. 2014). For a 
full assessment of the most cost-effective form of management of a given patient group, 
it is important both to bring to bear all appropriate evidence (suggesting a search for all 
relevant studies), and also to have access to some or all studies in the form of individual 
patient data if possible. This can provide a basis for the modelling to establish which 
intervention is most cost-effective for particular types of patient. Table 10.2 shows an 
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Table 10.2 Example of cost-effectiveness analysis with detailed analysis of heterogeneity. It shows how the cost per QALY gained from endovascular 
aneurysm repair (EVAR) compared with open surgery varies with particular patient characteristics: the size of the abdominal aortic aneurysm (AAA), 
and fitness. The table also shows the effect of some of the uncertain assumptions in the model in the form of alternative scenarios

Fitness

Good Moderate Poor

Age (years)

Scenario AAA (cm) 70 75 80 85 70 75 80 85 70 75 80 85

Base case 5.5 1 120 563 215 306 96 902 62 817 79 539 53 000 38 006 28 181 27 658 21 442 17 354 14 604

6.5 Dom 2 918 114 132 053 59 579 91 947 48 990 32 801 24 959 23 267 17 954 14 857 13 131

7.5 Dom 138 913 63 775 37 757 44 264 29 560 21 816 17 248 15 168 12 313 10 669 9855

Lower cost of 
follow-up and 
lower rate of 
reinterventions

5.5 178 616 76 951 43 055 31 317 33 486 24 572 19 272 15 568 13 108 10 939 9588 8724

6.5 Dom 338 899 61 553 31 980 40 766 24 227 17 735 14 631 11 615 9666 8670 8264

7.5 Dom 60 551 31 961 20 810 20 795 15.014 12 002 10 253 7686 6714 6299 6274

Odds ratio of 
operative mortality 
0.25 not 0.35

5 5 129 313 70 922 46 805 33 019 35 001 26 132 19 819 15 627 14 188 11 506 9647 8533

6.5 346 307 77 388 43 933 28 413 31 102 21 922 16 737 13 499 11 602 9626 8418 7378

7.5 74 231 38 924 25 945 18 974 18 792 14 233 11 441 9710 7978 6876 6273 6146

(continued)
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Fitness

Good Moderate Poor

Age (years)

Lower cost of 
follow-up, lower  
rate of 
reinterventions  
and equal cost  
of procedures

5.5 107 229 43 213 22 396 15 019 19 277 13 115 9457 7020 7183 5510 4412 3682

6 5 Dom 181 687 30 406 14 545 22 467 12 305 8252 6258 6069 4619 3776 3307

7.5 Dom 32 405 15 749 9434 11 436 7602 5561 4361 4001 3192 2724 2483

Key: Dark grey shading, incremental cost-effectiveness ratio (ICER) >£30 001 per QALY or EVAR dominated; light grey shading, £20 001 per QALY <ICER <£30 000 per QALY; un-
shaded, ICER <£20 000 per QALY. The ICER is the difference in expected costs/difference in expected QALYs. Dominated (Dom) means that EVAR has less expected benefits and 
higher costs than open repair.

Reproduced from Chambers D., et al., Endovascular stents for abdominal aortic aneurysms: a systematic review and economic model, Health Technology Assessment, Volume 13, 
Number 48, Copyright © 2009 Queen’s Printer and Controller of HMSO.

Table 10.2 (continued) Example of cost-effectiveness analysis with detailed analysis of heterogeneity. It shows how the cost per QALY gained from 
endovascular aneurysm repair (EVAR) compared with open surgery varies with particular patient characteristics: the size of the abdominal aortic 
aneurysm (AAA), and fitness. The table also shows the effect of some of the uncertain assumptions in the model in the form of alternative scenarios
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example of a modelling study which looked at the cost-effectiveness of endovascular 
aneurysm repair compared with open surgery for abdominal aortic aneurysm (Cham-
bers et al. 2009). On the basis of individual patient data from a particular randomized 
controlled trial (RCT), heterogeneity in cost-effectiveness according to the size of the 
aneurysm, age, and fitness was assessed. In principle, decision-makers are able to make 
different decisions regarding the funding of an intervention for different types of pa-
tients (Sculpher 2008).

10.4.2 Treatment effects: fixed- and random-effects methods
The methods of evidence synthesis are most widely described in the context of effect-
iveness data. The key principles and methods developed with such evidence are, how-
ever, relevant to all parameters used in economic evaluation.

In economic evaluations of alternative therapeutic interventions, the effectiveness of 
one intervention compared to another (the relative effect or treatment effect) is often a 
major factor in determining cost-effectiveness. It is, therefore, particularly important 
for these parameters to be identified and estimated carefully. RCTs are generally pre-
ferred as a source of estimates of treatment effect due to their internal validity, secured 
by randomization of patients to alternative interventions (although see comments in 
Section 10.3.3). As discussed in Chapter 8, however, there can be challenges to the 
generalizability of treatment effect estimates from RCTs given that patients are usually 
selected from a wider population, and the observed and/or unobserved characteristics 
of that sample may be different from those of the wider population.

It is expected that some form of systematic review will be used to establish which esti-
mates are available and meta-analysis will often be necessary to synthesize these estimates 
for inclusion in a decision model. It is not the purpose of this book to cover meta-analysis 
in detail; many good texts are devoted to these methods (e.g. Borenstein et al. 2009; Lip-
sey and Wilson 2001; Sutton et al. 2000). As a brief overview, it is important to outline 
here two different approaches to meta-analysis: fixed-effects and random-effects.

10.4.2.1 Fixed-effects meta-analysis
With a fixed-effects meta-analysis there is an assumption that all studies share a com-
mon (true) effect; in other words, that the characteristics of the various studies that 
could influence the estimated effects are the same across studies so they are all esti-
mating the same underlying effect. Between-study variation in the observed effect is, 
therefore, assumed simply random. A fixed-effects meta-analysis seeks to estimate the 
population effect from a number of observed effects for each study. This is achieved by 
calculating a weighted mean across studies where the weight for each study is the in-
verse of the variance for that study.

The assumption of fixed-effects may be open to challenge in some situations because 
of between-study sources of heterogeneity such as differences in study participants or 
interventions being administered. As discussed in Section 10.4.1, in such a situation 
a judgement is needed as to whether the studies identified are so different from each 
other that they are estimating markedly different underlying effects and should not be 
synthesized because this may result in misleading findings in the decision model. In 
such a situation, subgroup estimates of the parameter (and hence of cost-effectiveness 
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through the decision model) may be more appropriate. One way of implementing this 
is by using each study estimate separately in the model and presenting a series of dif-
ferent results reflecting the specifics of each particular study (i.e. each study provides 
a unique subgroup estimate). This effectively puts the onus on the decision-maker to 
establish which of the studies from which the evidence is taken is closest or more ap-
propriate to their decision problem.

Alternatively, the studies may be different in terms of particular characteristics 
which can be used as covariables in regression analysis to generate subgroup-specific 
estimates of particular parameters. An example of this form of ‘meta-regression’ was a 
synthesis of trial evidence on the effectiveness of primary angioplasty versus medical 
management in patients with acute myocardial infarction (MI) (Asseburg et al. 2007). 
The effectiveness of primary angioplasty—in terms of the risk of mortality, non-fatal 
MIs, and non-fatal strokes—varied across studies and this could be partially explained 
by differences between studies in the average time from symptom onset until angio-
plasty was undertaken. Meta-regression was used to generate estimates of the treat-
ment effect as a function of this time duration. Figure 10.1 shows the results for the 
mortality outcome 1 month and 6 months after primary angioplasty. Each circle repre-
sents a randomized trial, with its size proportional to the sample size in the study. The 
central bold line is the estimate of the mean relationship between the absolute mor-
tality difference and the additional delay in providing primary angioplasty compared 
to thrombolytics; the two thinner lines are the 95% credibility intervals. This was also 
used in a cost-effectiveness model which found that angioplasty was cost-effective for 
‘delay times’ below about 80 minutes (Bravo Vergel et al. 2007).
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Fig. 10.1 Results of a meta-regression showing the treatment effect on mortality of 
primary angioplasty relative to thrombolytic treatment. The graphs show means and 
95% credibility intervals plotted against the additional time delay to initiating primary 
angioplasty. Values above the 0.0 horizontal line indicate that angioplasty results in fewer 
clinical events. Each point represents a trial and the size is proportional to the trial sample 
size.

Reproduced from Heart, Asseburg, C. et al., Assessing the effectiveness of primary compared with 
thrombolysis and its relationship to time delay: a Bayesian evidence synthesis, Volume 93, Issue 10, 
pp. 1244–50, Copyright © 2007, with permission from BMJ Publishing Group Ltd
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Although meta-regression can be a powerful tool for explaining heterogeneity, it 
should be used carefully given that the effective sample size for such analyses relates 
to the number of studies, which is often small. This can be a particular problem as the 
covariables are often average patient characteristics for each study which can lead to 
‘ecological bias’ (Thompson and Higgins 2002). There is also a risk of confounding with 
meta-regression where an association may actually reflect correlation with another vari-
able not included in the analysis. Further details on methods to explain heterogeneity 
in synthesis are available elsewhere (Welton et al. 2012). One possible way to use meta-
regression is to adjust estimates of a parameter, such as a treatment effect, for the quality 
or relevance of the study which may be an important source of heterogeneity. This can 
involve assessment of quality on the basis of individual characteristics (e.g. concealment 
of treatment allocation) or using a standardized scale covering a range of characteristics 
and using these as covariables in a statistical model. In principle, the estimates from 
such a model could be used to parametrize a decision model with ‘quality-adjusted’ 
parameter estimates. Juni and colleagues considered the use of quality adjustment using 
a meta-analysis of trials looking at low-molecular weight heparin compared with stand-
ard heparin to prevent postoperative deep vein thrombosis (Juni et al. 1999). Regression 
analysis was used to assess the importance of 25 different quality scales and individual 
quality characteristics. The study found that the type of scale could dramatically affect 
how studies were defined as ‘low quality’ and ‘high quality’, and hence the interpretation 
of the meta-analysis. The authors were critical of the use of composite quality scales 
given the variation in how they are developed and, in particular, their use to adjust 
statistically the results of meta-analyses. Rather, they advocated the selection of a small 
number of relevant quality characteristics and caution with any statistical modelling.

10.4.2.2 Random-effects meta-analysis
In some situations a judgement may be reached that the studies, while not estimating the 
same underlying effect, are sufficiently common to be meaningfully synthesized. Here 
random-effects meta-analysis can be considered, which assumes that the true effects 
being estimated by the studies are not identical but drawn from a common probabil-
ity distribution. For a random-effects meta-analysis, the weights used to calculate the 
weighted mean are a function of both a study’s within-study variance and variation in 
the true effect between studies. Although the estimated mean effect will often be similar 
for fixed- and random-effects meta-analyses, the measure of parameter uncertainty is 
likely to be different. In general, random-effects analysis generates greater uncertainty 
in parameter estimates, in particular when this uncertainty appropriately reflects the 
heterogeneity itself rather than just the mean of the random-effects (Ades and Higgins 
2005). When a random-effects meta-analysis is used to estimate a particular parameter 
for a decision model, the assumption is effectively that it is reasonable to ‘average’ the 
estimates across the available studies even though they exhibit some between-study dif-
ferences (i.e. they are sufficiently similar studies for purposes of decision-making), but 
that the parameter uncertainty needs to reflect the fact that these studies are measuring 
slightly different things. The way in which random-effects analyses are implemented in 
a decision model should reflect our understanding about the similarities between the 
trials included in the synthesis and the target decision problem.
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10.4.3 Network meta-analysis
One area of evidence synthesis for treatment effects that has developed rapidly in recent 
years and has been increasingly used in economic evaluation is network meta-analysis. 
As described in Chapters 1, 2, 3, and 4, one of the key principles of economic evaluation 
is the need for careful selection of options to compare. For example, it would gener-
ally not be appropriate to assess the cost-effectiveness of a new treatment for a given 
condition with one currently available treatment if there are six other interventions 
that are widely used and there is no evidence as to which existing therapy is the most 
cost-effective. Therefore, it will often be necessary to compare a number of alternative 
treatments within a given economic analysis, but all of these will seldom have been 
compared directly within a randomized trial. So the analysis will need to use a synthesis 
of treatment effect estimates coming from trials comparing a small number of alterna-
tive treatments (usually two) but which can be linked together (networked) to provide 
comparable overall effect estimates across all interventions. Crucially, this wider ap-
proach to synthesis using networks of evidence must not break randomization; that is, 
all treatment effects being synthesized must be based on comparisons from one or more 
RCTs. Indeed, even when there is ‘direct’ evidence from one or more trials comparing 
all relevant interventions, if studies also exist that compare subsets of treatments, this 
may call for a network meta-analysis to bring all these sources of evidence together.

10.4.3.1 Indirect and mixed treatment comparisons
Figure 10.2 illustrates the concepts behind network meta-analysis adapted from Sutton 
et al. (2008). Panel a shows the conventional randomized trial with the lines connecting 
the circles showing the direct comparison of two treatments of interest (A and B) for 
the economic evaluation (shown by the A and B circles being filled in). Panel b, how-
ever, shows a situation where the two treatments being assessed in the economic evalu-
ation (A and B) have not been compared directly in a trial. In such a situation network 
meta-analysis would seek one or more other treatments that could facilitate an indirect 
estimate of the treatment effect of A compared to B.

Panel b shows a third treatment, C, which has been compared directly to both A and 
B in separate randomized trials. Treatment C is not considered relevant to the economic 
evaluation (indicated by the circle C being unfilled) because, for example, it is not avail-
able in the health system for which the analysis is being undertaken. The incorrect way 
of undertaking this indirect comparison between A and B (sometimes called an ‘un-
adjusted indirect comparison’) would to break randomization and simply to compare 
the absolute effects in treatment A patients (in the AC trial) with the absolute effects in 
treatment B patients (in the BC trial): as these patients are not distinguished by ran-
domization, the resulting estimate would be potentially biased. The correct approach 
(the ‘adjusted’ indirect comparison) would be to retain randomization and to use the 
relative treatment effects from the AC comparison (which can be defined as dAC) and 
from the BC comparison (dBC) to estimate dAB (Bucher et al. 1997). This is achieved by 
using conventional pairwise meta-analysis to estimate dAC and dBC (or taking these dir-
ectly from a study if only one trial exists for each comparison), and estimating dAB as:

 d d dAB AC BC= −  (10.1)
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Panels c and d in Figure 10.2 show how this method can be generalized to situations 
when there is not only direct evidence from a trial on treatments A versus B, but also 
indirect evidence as before (through A versus C, and B versus C). Panels c and d dif-
fer in terms of whether treatment C is considered of interest in the evaluation. This 
type of synthesis is termed mixed treatment comparison, and methods have been exten-
sively used to bring these different types of evidence together simultaneously (Welton 
et al. 2012).

Figure 10.3 provides an example of the type of complex networks of evidence that 
can be synthesized using mixed treatment comparison. This is based on a study which 
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Fig. 10.2 Diagrams showing network meta-analysis using indirect and direct evidence.

Reproduced from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp. 753–67, Use of 
indirect and mixed treatment comparisons for technology assessment, Sutton, A. et al., Copyright 
© 2008, Adis International Limited. All rights reserved. With kind permission from Springer Science 
and Business Media.
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looked to compare the effectiveness of different interventions to prevent stroke in pa-
tients with non-rheumatic atrial fibrillation (Cooper et  al.  2009). Each box (node) 
shows an option being compared in the synthesis, with the shading representing a class 
of treatment (white boxes represent anticoagulants, dark grey boxes antiplatelet treat-
ment, light grey mixed, black placebo/no treatment). The lines linking the boxes are  
trials or pairs of trial arms (with the numbers shown on the lines). This synthesis in-
cludes the indirect comparison considered in panel b of Figure 10.2. For example, al-
though options 17 and 8 have not been directly compared in an RCT, there are various 
common comparators for these interventions (e.g. non-treatment/placebo) which fa-
cilitate an indirect comparison. In estimating the comparative effectiveness of, for ex-
ample, options 9 and 12, the links are more complex but they exist (e.g. via 3 and 1). The 
choice between fixed- and random-effects methods is also relevant to these analyses.

To return to Figure 10.2, Panel e shows a situation where one of the interventions of 
interest (D) is not linked to the network. This means that, in order to compare D with the 
alternatives, it would be necessary to break randomization, thus reducing the internal val-
idity of the comparisons. In some circumstances, however, it may be possible to locate a 
fifth intervention (E, as shown in panel f) which, although not of interest in the evaluation 
in its own right (e.g. because it is no longer available), links D to the network and facilitates 
comparison with the other options without breaking randomization.
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Fig. 10.3 An example of a full network meta-analysis considering alternative treatments 
for atrial fibrillation.

* In a number of trials clinicians were free in their choice of oral anti-coagulants.

Reproduced with permission from Cooper, N.J. et al, Addressing between-study heterogeneity 
and inconsistency in mixed treatment comparisons: Application to stroke prevention treatments 
in  individuals with non-rheumatic atrial fibrillation, Statistics in Medicine, Volume 28, Issue 14, 
pp. 1861–81, Copyright © 2009 John Wiley & Sons, Ltd.
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10.4.3.2 Decision space and evidence space
An important implication of network meta-analysis is that a network of evidence can 
consist of decision space and evidence space (Hoaglin et al. 2011). The former describes 
the options being compared which are directly relevant to the decision. The latter refers 
to trials that include these options but may also include other options which may not 
be related to the decision but which contribute evidence relating to those that are. In 
panel f of Figure 10.2, for example, the evidence space includes some trials involving 
interventions not currently in the decision space (interventions C and E). In some situ-
ations the inclusion into the network of options which are not related to the decision 
but which still contribute evidence that may influence estimates of the effectiveness 
of relevant options would have the potential to make the network very large. In such 
situations there is a need for careful consideration as to where to place the boundar-
ies of the evidence space within the total network. This needs a judgement regarding 
the likely impact of adding additional trials into the network which do not include 
 decision-relevant options. In general this impact can be expected to be smaller when 
such trials are further away in the network from decision-relevant options and the 
smaller their sample sizes.

10.4.3.3 Critical assessment of network meta-analyses
Although network meta-analyses are now increasingly used to estimate treatment effects 
for decision-analytic models assessing cost-effectiveness, it is important to be clear about 
the nature of the evidence lying behind them and the implications for the validity of, and 
uncertainty in, the estimates. A task force on indirect comparison and network meta-
analysis undertaken by the International Society for Pharmacoeconomics and Outcomes 
Research (ISPOR) outlined the key assessments which have to be made for such analyses 
(Hoaglin et al. 2011). As with ‘pairwise’ meta-analysis (see Section 10.4.2), it is necessary 
to consider heterogeneity between studies due to the characteristics of patients who were 
randomized or the features of the study such as its design, location or age. The type and 
extent of heterogeneity, and whether it threatens the validity of a synthesis, is generally a 
judgement based on clinical guidance. The key issue to consider is whether any differences 
between the trials are likely to impact on the treatment effect estimates. This means these 
differences would need to be potential treatment effect modifiers and not just impact on 
the baseline risk of events in a given study.

For network meta-analyses which include both direct and indirect evidence of par-
ticular treatment effects, it is important to assess the degree of consistency between 
these two sources of evidence. Dias and colleagues offer alternative methods to assess 
consistency and to present this graphically (Dias et al. 2013). When these analyses 
suggest inconsistency between direct and indirect estimates, it is important to recon-
sider all the evidence, and not just that which was shown to be inconsistent as the 
methods do not indicate which evidence is ‘wrong’. This needs clinical input as is it 
not a statistical issue.

The ISPOR Task Force presents a checklist for assessing network meta-analyses with 
items relating to search strategies, data collection, the statistical analysis plan, data analysis 
and reporting (Hoaglin et al. 2011). Readers interested in learning more about network 
meta-analysis are directed towards Welton et al. (Welton et al. 2012).
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10.5 Estimating other parameters for economic 
evaluation
Most methods guidance regarding parameter estimation relates to treatment effective-
ness parameters. This applies, in particular, to the methods of systematic review and evi-
dence synthesis. The results of an economic evaluation may often be driven by estimates 
of clinical effectiveness, but there are other types of parameter (clinical and economic) 
that must be estimated for decision models, and these are often central to decision- 
making about the value of a given intervention. Although often described in terms of 
estimates of treatment effectiveness, the principles outlined in Sections 10.3 and 10.4 also 
apply to other types of parameters in models. These general principles include:
◆ being transparent in identifying evidence for parameter estimation
◆ being systematic in identifying evidence, in the sense that a given search can be 

replicated by others
◆ careful assessment of heterogeneity in parameter estimates
◆ the need to estimate mean parameter values as well as to characterize uncertainty 

in those estimates
◆ appropriate synthesis of estimates from different sources reflecting heterogeneity 

as far as possible.

10.5.1 Event probabilities
Most decision models rely on probability estimates to characterize the likelihood of 
specific events over a particular time period. These include the risk of a disease pro-
gressing, the likelihood of an adverse effect from a treatment, the probability of a cor-
rect diagnosis in patients with the disease in question, and the risk of death over time. 
These types of parameter estimates can be drawn from a review of previously published 
studies and from the analysis of individual patient data from single or multiple studies. 
Section 10.3.3 describes how the effectiveness of an intervention in terms of absolute 
risk reduction of a particular event such as death is made up of two components: base-
line risk (without treatment or with existing therapy) and the effectiveness of a new 
intervention relative to that baseline. The baseline risk is a probability that may be taken 
from a randomized trial but could also be taken from an observational study. Sources 
exist for detailed introductions to probability theory in general (Ross 2013) and in de-
cision analysis in health care in particular (Briggs et al. 2006a; Hunink et al. 2014; Pettiti 
1999). Some of the issues that need to be considered regarding estimating probability 
parameters for models are considered in the following sections.

10.5.1.1 Probabilities in diagnostics
Economic evaluations of diagnostic interventions and strategies are perhaps one of the 
most challenging areas of the field (Laking et al. 2006; Phelps and Mushlin 1988). This 
is partly because they can include a range of different aspects of clinical management 
including testing, screening, establishing prognosis, and monitoring. Complexity is also 
a challenge as evaluations will often have to compare a very large number of alternative 
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diagnostic strategies—e.g. a number of tests used in alternative sequences or jointly (re-
member the group B streptococcus example from Section 9.2.1). Diagnostic models can 
be complex as they often have to link the results of particular testing strategies with sub-
sequent changes in therapies and ultimate impacts on outcomes. Probabilities are used 
widely to model the characteristics of diagnostics. The prevalence (or prior probability) 
of a disease is an important starting point in most diagnostic models: what is the prob-
ability that a given disease exists in the particular population to be tested? The accuracy 
of tests is also expressed in terms of probabilities. For example, a test’s sensitivity is the 
probability that the test will be positive in patients with the disease, and a test’s specifi-
city is the probability of the test being negative in patients without the disease. Further 
reading on the clinical epidemiology of diagnostics is available elsewhere (Newman and 
Kohn 2009).

10.5.1.2 Probabilities and rates
The terms probabilities (or risks) and rates are often used as if they are synonymous. 
In fact there are important differences between these concepts which it is important to 
understand when working with probability estimates in decision modelling. A probabil-
ity is defined as the likelihood of a particular event over a given period of time and is ex-
pressed on a scale running from 0 to 1. In contrast, a rate is defined as the instantaneous 
potential for an event at any point in time, and runs from 0 to infinity. The two measures 
are related in that the magnitude of a probability, and how it varies with time, is governed 
by an underlying rate. Specifically, a rate can be derived using the following expression:

 r = −[ln(1 −p)] / t (10.2)

where r is the rate (which is assumed to be constant over time), p is the probability over 
the time period t and ln is the natural log. Although the rate is formally an instantan-
eous potential, it cannot be observed in this form and is expressed in terms of events 
per patient per unit of time. By rearranging this equation it is possible to express a 
probability as a function of a rate (where the latter is again assumed to be constant over 
time):

 p = 1 − exp(−rt) (10.3)

where exp is the exponent. This has very practical importance for analysts seeking esti-
mates of probabilities in the literature. This is because probabilities are typically sought 
to relate to a period defined by the model—for example, the probability of a particu-
lar adverse event over the first month of a treatment or transition probabilities in a 
monthly cycle in a Markov model. If the literature presents estimates of the probability 
over a different period (say 6 months), it would be inappropriate simply to divide the 
estimate in the literature (e.g. by 6) to adjust the estimate to the period of a month re-
quired for the model. Rather, it is necessary to calculate the underlying rate (which is 
assumed constant over time), to adjust this to the appropriate time period and then to 
recalculate the probability for that time period.

As an example, assume that an estimate of a probability of a particular event over 1 year 
is required for a model. Only one estimate is identified in the published literature, but 
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only a 5 year probability (estimated at 0.2). It would be incorrect simply to divide 0.2 by 
5 to calculate a 1 year probability. Instead, it is necessary, firstly, to recover the underlying 
rate per patient-year assuming it is constant over time using the expression in equation 
10.2 above:

 . / .Rate per patient-year ln 1 0 2 5 0 04463[ ]( )= − − =              (10.4)

This can then be translated into an annual probability using equation 10.3: 

 ( )= − − =. .     1 year probability 1 exp 0 04463 0 043648  (10.5)

It can be seen that the correct annual probability is different to a recalculation based 
on dividing 0.2 by 5 (i.e. 0.4) and to the rate per person-year. Although these differ-
ences are small, using an incorrect probability estimate in a model will result in errors. 
A fuller discussion of the differences between rates and probabilities is available in 
Fleurence and Hollenbeak (2007) or Miller and Homan (1994).

10.5.1.3 Synthesizing probability estimates
As estimates of the probability of a given event may be available from a number of 
studies, synthesis may be appropriate as long as it can be assumed that the studies 
are sufficiently similar to be estimating the same ‘true’ effect (fixed-effects meta-
analysis) or the differences in the ‘true’ effect being estimated between studies is 
modest and can be characterized with a probability distribution (random-effects 
probability distribution). As outlined in Section 10.4.2, it is important to estab-
lish whether studies exhibit heterogeneity which is too great to be handled with 
random-effects analysis and/or which can be explained using covariables and 
meta-regression.

Most meta-analysis methods focus on treatment effects and are, therefore, com-
paring variables across, for example, arms of a trial (see Section 10.4.2). Sometimes 
it might be necessary to synthesis non-comparative probability estimates from a 
set of  studies—these can be called one-variable relationships (Lipsey and Wilson 
2001). This might be, for example, prevalence estimates or the risks of side effects 
from a specific treatment. The methods of meta-analysis are very similar to those 
used for treatment effects. For example, Lipsey and Wilson present two methods, 
one based directly on proportions and the other using conversion to the logit scale 
(Lipsey and Wilson 2001).

10.5.1.4 Probabilities that vary with time: applying survival analysis
For many aspects of decision analysis, a judgement needs to be made regarding 
whether a simplifying assumption is a reasonable approximation of known reality and, 
if not, whether it risks the model generating misleadingly inaccurate results. This is 
often true with respect to probabilities and whether they are constant over time or 
vary. This may be particularly important in state transition models such as Markov 
models where transition probabilities can predict a patient’s progression through states 
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representing, for example, disease severity over a large number of years. In some in-
stances the available evidence limits an assessment of whether probabilities are time 
varying—the example above where summary evidence in a published paper only indi-
cates a 0.2 probability of an event over 5 years is an instance of this.

When there is access to individual patient data from studies it is possible to explore 
how probabilities change over time. This involves applying the statistical tools for sur-
vival analysis to understand how the rate of an event changes over time and using this 
as the basis to calculate probabilities. Good general texts on survival analysis are avail-
able (Collett 1994), and a detailed consideration of how survival analysis is used to 
estimate time-varying transition probabilities for decision analysis can be found in 
Chapter 3 of Briggs et al. (2006a). As discussed in Chapter 9, an important aspect of 
the use of survival analysis to estimate time-varying transition probabilities relates to 
the frequent need to extrapolate probability estimates beyond the period over which 
data are observed in studies. It is often necessary to adopt a lifetime time horizon for 
economic evaluations. This is particularly the case when there is expected to be a differ-
ence in mortality between the options being compared and the measure of benefits is 
life-years or QALYs gained. Even though this may be observed over a short period such 
as, say, a 3 year follow-up in a clinical trial, considering only differential life-years or 
QALYs over 3 years may be a significant underestimate of the lifetime benefit. A long-
term estimate of life-years and QALYs would need predictions of how mortality prob-
abilities change beyond the clinical study, and how these vary by intervention. This is 
true not just for the probability of death but can be generalized to any longer-term risks.

As described in Section 9.2.4, various assumptions can be used to achieve this. A 
feature of modelling studies for economic evaluation over recent years has been the 
use of parametric survival models to extrapolate long-term probabilities. In a review 
of technology appraisals in cancer undertaken for the National Institute for Health 
and Care Excellence (NICE) up until 2009, Latimer found that 32 studies (71% of the 
sample) used some form of parametric survival model (Latimer 2013a). For this type 
of modelling the choice of specific survival model is crucial as this determines how the 
rate of events changes over time. A widely used parametric model for estimating transi-
tion probabilities for cost-effectiveness models is the Weibull function which can take a 
range of shapes depending on the value of the parameters estimated from the available 
data. For example, the CEA of alternative forms of management for patients with non-
ST-elevation acute coronary syndrome described in Section 9.2.6 used a Weibull distri-
bution to estimate the long-term probability of a composite event of death or non-fatal 
MI, and how that probability varied with time (Henriksson et al. 2008). The model was 
fitted to trial data over a follow-up period of 5 years and then used to estimate transi-
tion probabilities for the Markov model over a patient’s lifetime. This also included a 
series of covariables which modelled how the rate of events varied depending on char-
acteristics of patients when they were first identified (e.g. smoking status and previous 
diagnoses), and this facilitated various subgroup analyses for the CEA.

The use of parametric survival models as the basis of extrapolation on cost-effectiveness  
needs to be undertaken with considerable care. The first challenge is the choice of 
which survival function to use as this can have a large impact on long-term results. 
It is always necessary to assess how well a range of functions fits the available data  
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using appropriate statistical ‘diagnostics’. However, providing a good fit to the observed 
short-term data is not a sufficient basis for choosing a function for extrapolation. This 
is because the different approaches can give widely different long-term estimates even 
though they may appear to fit the observed data similarly well. This is illustrated in Fig-
ure 10.4 which shows the results of alternative approaches to extrapolation using trial 
mortality data for the management of higher-risk myelodysplastic syndromes (Connock 
et al. 2011). Log-logistic and Weibull parametric functions were fitted to the trial data—
to the azacitidine–best supportive care (BSC) group (Figures 10.4a and 10.4c) and the 
BSC group (Figures 10.4b and 10.4d). Despite both functions fitting the observed data 
relatively well over about 3 years (Figures 10.4a and b), there were marked differences 
in the proportion estimated to remain alive after 30 years (Figures 10.4c and d). It is, 
therefore, always necessary to select functions which generate plausible long-term pro-
jections. Where possible, this process should be informed by other datasets (typically 
non-trials) which provide longer-term time-to-event estimates than those being used in 
the survival analysis (Latimer 2013b).
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Fig. 10.4 Fitting two alternative parametric functions to trial data as a basis of 
extrapolation. Kaplan–Meier estimates show the observed trial data (uneven lines) and 
log-logistic and Weibull functions are shown as smooth lines. Panels a and b show the 
within-trial period (about 35 months) for two groups of patients. Panels c and d show the 
longer-term extrapolation over approximately 30 years.

Reproduced from Springer, PharmacoEconomics, Volume 29, Issue 10, 2011, pp. 827–37, Cautions 
regarding the fitting and interpretation of survival curves, Connock, M., et al., Copyright © 2011, 
Adis Data Information BV. All rights reserved. With kind permission from Springer Science and 
Business Media.



EVIDENCE FOR ECONOMIC EVALUATION 375

10.5.2 Health-related quality of life weights
Chapter 5 described how HRQoL weights are measured and valued for economic evalu-
ation. Chapter 8 covered issues related to the collection of these data in clinical studies 
and their use in economic evaluations based on those studies. When decision-analytic 
models are the vehicle for economic evaluation, there are a number of considerations 
regarding HRQoL estimates. An important issue is what the decision model structure 
and approach imply about HRQoL weights. In particular, are the options being com-
pared considered to have a direct and potentially differential impact on HRQoL, or are 
these effects mediated via treatment effects on clinical events or periods in health states 
which have consequences for HRQoL? An example of a model with direct HRQoL 
effects is an analysis of the cost-effectiveness of enhanced external counterpulsation 
(EECP) compared with no active treatment in patients with chronic stable angina, with 
outcomes expressed as QALYs (McKenna et al. 2010). Using HRQoL data based on 
patients’ responses to the SF36 instrument in a RCT, the model incorporated the dif-
ference between EECP and no treatment in mean change in HRQoL (in terms of pref-
erence weights) between baseline and 1 year’s follow-up. The model then used elicited 
parameter estimates from clinical experts to incorporate changes in HRQoL over time 
and to estimate long-term QALYs (Section 10.5.5 describes expert elicitation in more 
detail). The structure of this model reflected the fact that EECP was considered to im-
pact directly on symptoms, and hence HRQoL, rather than on clinical events.

An example of a model where HRQoL was incorporated indirectly as a function 
of clinical evidence is an analysis of salmeterol/fluticasone propionate compared with 
fluticasone propionate alone in patients with asthma being managed in accordance 
with clinical guidelines (Briggs et al. 2006b). The model categorized patients into mu-
tually exclusive health states based on control of symptoms using data from an RCT. 
These states were labelled ‘totally controlled’, ‘well controlled’, ‘not well controlled but 
without exacerbation’, and ‘exacerbation’. The time in these states represented the key 
source of the difference in effectiveness between the treatments. HRQoL for each state 
was estimated using regression analysis based on a disease-specific HRQoL instrument 
collected in the same RCT. This was mapped to preference weights using a published 
mapping function. QALYs for each treatment were calculated as the sum of the ex-
pected time in each state weighted by their respective preference scores. In this ex-
ample, therefore, the impact of the alternative treatments on HRQoL and QALYs was 
mediated through patients’ mean time in health states.

The second, and more general, issue to consider with HRQoL parameters is to re-
flect the range of health states and populations within a decision model in identifying 
appropriate estimates of HRQoL weights. Figure 10.5 was developed by Papaioannou 
and colleagues to summarize these considerations for a model relating to interventions 
for osteoporosis (Papaioannou et al. 2010). It reflects the model structure in terms of 
the full range of health states relating to disease stage, fracture history, fracture type, 
and non-osteoporotic health states. It also includes a baseline HRQoL level before the 
fracture which is expected to differ by age and whether or not an individual already 
has established osteoporosis. The figure also shows the patient populations of interest, 
indicating that HRQoL weights for the various health states may, in principle, vary 
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according to a woman’s age and menopausal status. There is also a consideration of 
whether HRQoL weights might vary between the different settings in which a patient is 
located, specifically in a nursing home compared to independent living.

As with other parameters, the principle is that estimates of HRQoL values are iden-
tified in a systematic and transparent manner, with clear justification for the estimates 
selected. This is rarely the case in practice, however: in a review of cost-effectiveness 
analyses submitted to NICE between 2004 and 2008, 39 submissions (55% of the total 
sample) took HRQoL estimates from published studies, and only 31% of these were 
identified through a systematic review (Tosh et al. 2011). A rare example of a system-
atic review of HRQoL weights was a review and synthesis in the area of breast can-
cer by Peasgood et al. (2010). The study searched 13 databases, identifying 49 relevant 
 papers and 476 estimates of HRQoL weights. As with any review, an assessment of the 
appropriateness and quality of the range of studies providing estimates of HRQoL is 
important. Papaioannou and colleagues suggest a number of quality criteria to assess 
with HRQoL studies (Papaioannou et al. 2010). These are similar to those that would be 

Population subgroups
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Pre-fracture (age and sex-matched norms)

Disease stage

Established osteoporosis
With vertebral deformity

Without vertebral

Time post-
fracture

Fracture

Fracture type
Vertebral fracture (with clinical input)
Hip
Shoulder
Wrist
Multiple fractures

Non-osteoporosis health states
Breast cancer (Newcomb et al. 2010)
Atrial �brillation (Vestergaard et al. 2010)
Bone loss in periodontal disease (Jeffcoat et al. 2007)

Age group
Menopausal state

Pre-menopausal
Post-menopausal

Setting
Nursing home
Independent living

With a history of fracture
Without history of fracture

Other considerations

Fig. 10.5 Establishing the need for HRQoL weights for a model. Example of osteoporosis.

Reprinted from Value in Health, Volume 16, Issue 4, Papaioannou D. et al., Systematic search-
ing and selection of health state utility values from the literature, pp. 686–95, Copyright © 2013 
International Society for Pharmacoeconomics and Outcomes Research (ISPOR), with permission from 
Elsevier, <http://www.sciencedirect.com/science/journal/10983015>.
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suitable for a clinical study, such as how well the sample matches the target population 
(e.g. respondent selection and recruitment, and inclusion/exclusion criteria), response 
rates, loss to follow-up, and missing data. The relevance of the data to the decision 
being modelled is also important, and would suggest a consideration of the jurisdiction 
where the data were collected and whether the data reflect any guidelines a decision-
maker has issued regarding HRQoL.

A systematic review of HRQoL weights for models would consider a full range of lit-
erature, including specific HRQoL estimates from clinical studies in patient populations 
of interest. There are also published reviews going across a range of disease areas (Bell 
et al. 2001; Tengs and Wallace 2000). More recently, large general population surveys have 
been undertaken from which estimates of HRQoL in a range of conditions have been es-
timated. An example is the nationally representative Medical Expenditure Panel Survey 
(MEPS) in the United States which, between 2000 and 2002, collected EQ5D data as well 
as information about medical conditions (Sullivan and Ghushchyan 2006). A sample of 
38 678 individuals from the US civilian non-institutionalized population completed the 
instrument. Statistical modelling was used to estimate the HRQoL decrements associated 
with a range of medical conditions which were categorized into 693 groups based on three-
digit International Classification of Disease-9 (ICD) codes. These models also allowed for 
other characteristics of individuals which may influence HRQoL, such as age and number 
of comorbidities. The original analysis used the US valuations of the EQ5D, and the UK 
valuations were used in a follow-up paper (Sullivan et al. 2011).

The literature holds few examples of the use of meta-analysis to synthesize HRQoL 
weights when a range of estimates exists. Again, the study by Peasgood and colleagues 
provides a rare example of the use of such methods (Peasgood et  al.  2010). Where 
there were considered to be sufficient data reflecting reasonable homogeneity in stud-
ies, meta-analysis was used, together with meta-regression to control for disease state, 
valuation method, and source of valuations. The study looked at health states across 
breast cancer, and categorized these into six groups: screening-related, preventive, ad-
verse events, non-specific, metastatic, and early breast cancer (Peasgood et al. 2010).

Most studies using models focus on specific decision problems relating to particular 
types of patient, which generally include fewer health states with a limited number of 
available studies. Together with the difficulty in synthesizing different types of HRQoL 
measure, this probably explains the limited use of meta-analysis. There will often be 
more than one estimate of a HRQoL weight for a given health state, however. Therefore, 
even in the absence of formal methods of synthesis, there remains a need for the analyst 
to justify the selection of the base-case value. Sensitivity analyses should then be used 
to assess the implications of the uncertainty in the base-case value (i.e. the precision of 
the estimate, reflecting variability in the measurement and the sample size); and scen-
ario analysis would be important to consider the impact of using alternative sources of 
estimates (Chapter 11 considers uncertainty in detail).

One source of HRQoL weights for decision models is a particular RCT or observa-
tional study in which relevant data were collected and to which the analyst has access in 
terms of individual patient data. This is often the case when researchers have collected 
resource use and HRQoL data within a particular clinical study but have used a de-
cision model as the vehicle for their economic analysis. As described in Chapter 9, there 
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may very good reasons to do this, including the need to have a wider set of alternative 
options than those in the clinical study, to extrapolate estimates of costs and benefits 
beyond the follow-up period of the trial, or to incorporate a wider set of evidence about 
key parameters than that in the clinical study.

It is always important for researchers to justify their source of parameter estimates, and 
this remains the case in sourcing HRQoL evidence from a single clinical study. However, 
if the decision problem addressed by the model is closely related to that implied by the 
design of the clinical study there may be a strong case to argue that HRQoL data in that 
study are the best available and synthesis with other evidence is not relevant or justified.

When individual patient data are available for the estimation of HRQoL weights for a 
decision model, these are often used to reflect an indirect impact of treatment on HRQoL 
via clinical events or time in states, as discussed earlier in this section. An example of such 
a study is a CEA of intensive blood glucose and tight blood pressure control in type 2 dia-
betics using data from the UK Prospective Diabetes Study (UKPDS; Clarke et al. 2002, 
2005). Based on the administration of the EQ5D to 3192 patients who remained in the 
trial when the analysis was undertaken, the HRQoL weights were estimated using multi-
variable regression analysis. Mean HRQoL was estimated for  patients without any compli-
cations; in addition, decrements in HRQoL were estimated for a series of clinical events: 
MI, ischaemic heart disease or angina, stroke, heart failure, amputation, and blindness 
in one eye. These were then used in the cost-effectiveness model as part of the estimate 
of long-term QALYs, using data on the incidence of complications from the whole trial.

It is also possible to use statistical analysis to estimate direct treatment effects in terms 
of HRQoL for use in a decision model. An example of this is the model-based CEA 
using data from the RITA-2 trial described in Section 10.5.1 (Henriksson et al. 2008). 
Unlike the UKPDS, EQ5D were collected in all trial patients at specific time points: 
baseline, 4 months, 1 year, and then annually thereafter. In a similar way to the UKPDS 
analysis, multivariable regression analysis was developed to estimate the decrements in 
HRQoL associated with events in the model, but this was based on the history of those 
events in trial patients at randomization rather than new events in the trial. In addition, 
the change in HRQoL over 4 and 12 months was estimated, conditional on whether a 
patient had experienced a non-fatal MI during follow-up. These parameter estimates 
were used in the model to contribute to an estimate of long-term QALYs for the alter-
native options depending on the characteristics of patients when decisions about med-
ical management are being taken.

An important challenge for such analyses is to relate patients’ responses to HRQoL 
instruments in a trial to the clinical events they experience. Typically these instruments 
are administered at baseline and at regular intervals during follow-up, as in the RITA-2 
trial. In contrast, clinical events can occur at any point after randomization, and the 
timing of events may be very different from when patients complete their HRQoL 
questionnaires. Depending on the size of the sample, the number of times the ques-
tionnaire is administered and the number of clinical events, this problem may be over-
come by reflecting the difference in time between the event and HRQoL measurement 
explicitly in the statistical model.

The use of statistical models to estimate HRQoL parameters for decision models 
is becoming more widespread. Section 8.3.3 considers some of the challenges facing 
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those undertaking regression analysis of such data (Basu and Manca 2012). The use of 
regression to map the relationship between disease-specific measures of HRQoL and 
generic, preference-based measures necessary to estimate QALYs is also very import-
ant in parametrizing decision models, and is discussed in Section 5.6.

10.5.3 Resource use and costs

Clearly a range of cost estimates is required for a decision-analytic model focused on 
economic evaluation. Chapter 7 describes the principles, controversies, and challenges 
associated with costing. The focus here is on some of the issues associated with iden-
tifying evidence and estimating parameters for decision models. As Chapter 7 makes 
clear, cost estimates are a product of the physical resources associated with an activity 
and the unit costs/prices used to value the resource use in monetary terms. The prin-
ciples of this process are those outlined for other parameters elsewhere in this chapter. 
In particular, there is a need for explicitness in justifying the source of evidence for cost 
estimates and, where alternative appropriate estimates exist, for this to be reflected in 
the analysis of uncertainty. Many of the practical issues are similar to those relating to 
HRQoL weights as discussed in the last section. In particular, there are even fewer ex-
amples of formal systematic reviews of cost data and of the synthesis of alternative es-
timates to inform parameter estimation in decision models. One explanation for this is 
that, in many health care systems, the unit costs/prices associated with resource use are 
estimated and published. A good example of this is the list price of pharmaceuticals and 
medical devices which are generally published by manufacturers and readily available 
to researchers. A problem with this source of data, however, is the fact that manufac-
turers often offer discounts to individual health care providers so the list price may not 
actually be the price paid. Furthermore, the magnitude of discounts is generally com-
mercially sensitive information and is not published, so the actual price is uncertain to 
the analysis. In an attempt to deal with this issue, a CEA of alternative chemotherapy 
regimens for patients with poor-prognosis advanced colorectal cancer used prices for 
the chemotherapy agents paid by one (unidentified) UK hospital in the base-case, and 
list prices for the product in a sensitivity analysis (Manca et al. 2012). Readily avail-
able published prices may also be available for other types of resource use. In the UK, 
for example, estimates of average unit costs are published for a range of NHS resource 
items including general practice attendance and nurse visits (Personal Social Services 
Research Unit 2013). A number of health care systems publish the rates they use to re-
imburse hospitals and other providers for particular categories of activity—for example, 
reimbursement of hospitals by Medicare in the United States using diagnostic related 
groups (see <http://www.cms.gov/Medicare/Medicare.html>). These reimbursement 
rates may be different from the costs actually incurred by the provider and, depending 
on the perspective of the analysis, these estimates may need adjusted to reflect this (see 
Section 7.1.2). The availability of national or regional published data that are suitable 
for unit costs estimates in modelling limits the need for systematic review. This reflects 
the fact that, unlike some other parameters in a model such as those relating to efficacy, 
unit costs are not considered to generalize across jurisdictions (Sculpher et al. 2004), so 
synthesis of published estimates across locations would generally not make sense.
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The process of identifying suitable resource use (as opposed to cost) estimates for a 
decision model may also benefit from nationally available data. For example, the reim-
bursement rates paid to hospitals for the in-patient management of a MI should reflect 
a representative estimate of the duration of in-patient stay and the intensity of care. 
In which case, this could be used as the basis of estimating a cost to go directly into a 
model which is modelling the rate of MIs over time, although any significant costs of 
an MI falling outside the hospital (e.g. primary care) would need to be added. Again, 
resource use estimates are usually sought which relate to the jurisdiction for which the 
evaluation is being undertaken, so it would not be appropriate to synthesize estimates 
from a range of settings. Generally speaking, however, there are likely to be some costs 
in a model for which resource use estimates are not readily available from nationally 
representative sources. This may true, for example, of the number of primary care con-
tacts following an MI or the duration of drug therapy following an acute infection. In 
these circumstances there may be scope for a systematic review of available estimates in 
the literature although, again, this is likely to be focused on the jurisdiction of interest 
for the evaluation. Very often, however, there is an absence of data which are sufficiently 
relevant to the decision problem. In these situations, researchers will need to rely on as-
sumptions to relate representative costs for the health system, such as those taken from 
reimbursement rates, to the specific parameters they need to estimate for their models.

As for HRQoL weights, researchers may have access to individual patient data on 
resource use and costs from which relevant parameters for models can be estimated. 
These could come from prospective clinical studies such as RCTs or administrative 
databases. For example, in the decision model estimating the cost-effectiveness of alter-
native forms of management for non-ST-elevation MI using evidence from the RITA-3 
trial, the mean costs per patient associated with dying during the initial hospitalization 
and with non-fatal MI in the year following the event were estimated from resource 
use collected in the trial (Henriksson et al. 2008). An important advantage of access 
to data from such studies is that costs can be estimated as a function of patients’ char-
acteristics. In the study using RITA-3 data, the impact of a patient’s age and clinical 
characteristics were also considered. In another cardiovascular model, focusing on the 
cost- effectiveness of an ACE inhibitor in patients with stable angina, individual pa-
tient data on resource use were taken from a multinational RCT, although unit costs 
were taken from UK sources (reflecting the purpose of the analysis to guide UK deci-
sions) (Briggs et al. 2007). The statistical model estimating costs for the decision model, 
therefore, used a covariable to represent whether the patient was treated in the United 
Kingdom; this was used to estimate a UK-specific estimate of the background cost of 
care. Section 8.3.1 discusses the types of statistical models that have been developed to 
reflect the particular features of resource use and cost data.

10.5.4 Model calibration as a basis of parameter estimation
A method known as model calibration has traditionally been used in situations where 
particular clinical or epidemiological phenomena cannot be directly observed, so it is 
not possible to estimate related model parameters directly. An example of such ‘un-
observables’ is the rate of clinical presentation of a disease within a model to estimate 
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the effectiveness and cost-effectiveness of screening. This is because it is never possible 
directly to measure the denominator of such a rate in asymptomatic individuals with 
a disease who are, by definition, unobserved. In such cases, calibration involves find-
ing the value of one or more unobserved parameters which, when used in the decision 
model, generate model outputs which are reasonably consistent with other sources of 
data which are not directly used to parametrize the model.

More recently, the use of model calibration has been proposed as a method for informing 
model input parameter values that are observed, but around which there is significant un-
certainty. In this role, model calibration is able to represent likely correlations between model 
parameters, and reducing the parameter space in which sensitivity analyses are undertaken.

Vanni and colleagues describe seven analytical steps in the use of calibration (Vanni 
et al. 2011). The first is the decision about the parameters to estimate through calibra-
tion, generally all of the parameters that influence the calibration targets identified in 
step two. The second is the choice of calibration targets; that is the external data against 
which the models ‘goodness of fit’ is to be assessed. Given the need for models to relate 
to the jurisdiction where the decision is being taken, these targets may be estimated by 
locality. There is no limit to the number of calibration targets, but targets that reflect 
longer-term outcomes and treatment effects are particularly useful. The third step is to 
establish the appropriate measure of goodness of fit. These are statistical measures and 
include least squares and likelihood measures, and it may be appropriate to use vari-
ous approaches. The fourth step is to specify the method used to identify appropriate 
values for the input parameters which generate model outputs that are most consistent 
with the targets. Again, a number of these algorithms exist, and the use of a range of 
methods may be appropriate. The fifth stage is to define convergence criteria; that is, to 
establish the acceptable sets of input parameters recognizing that more than one set of 
input parameters can generate the same goodness-of-fit estimates.

The sixth step is to decide the point when the calibration process is complete (the 
stopping rule). For example, a simple calibration objective would be where one param-
eter set is identified which generates model outputs which are close (e.g. within 95% 
CI) of the calibration target values. Finally, the results of the calibration exercise need to 
be incorporated into the economic evaluation. Point estimates of the chosen parameter 
values could be used, but a full uncertainty analysis would need to reflect the uncer-
tainty in (and correlation between) the parameter values which should ideally be pro-
duced as part of the calibration exercise. An example of the use of calibration is a CEA 
of screening for age-related macular degeneration (Karnon et al. 2009). The calibration 
targets were age- and state-specific clinical diagnosis rates of age-related maculopathy 
(ARM), visual acuity by ARM state when a patient is identified, and age-specific rates 
of bilateral 6/60 vision or worse as a result of ARM. The parameters estimated through 
the process were the rates of clinical diagnosis rates of ARM.

10.5.5 Elicitation of parameter estimates
A key advantage of using a decision-analytic model as the vehicle for economic evalu-
ation is that it provides a framework for informing decisions in the context of evidential 
uncertainty. This includes helping decision-makers determine the best course of action 
regarding the need for further research (a topic covered in more detail in Chapter 11). 
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In some situations there may be no data with which to estimate a particular parameter 
for an analysis. Getting some initial estimate, together with a realistic view of its un-
certainty, is necessary before it is possible to assess the importance of the parameter 
for the decision and the value of collecting data. In such situations, the use of rele-
vant experts to provide their judgement regarding the magnitude of a given parameter 
and its uncertainty may be valuable. It is important to emphasize that formal methods 
for expert elicitation exist, and the process is much more than simply asking for ‘best 
guesses’. A large literature exists on expert elicitation in Bayesian statistics (e.g. O’Hagan 
et al. 2006) but formal elicitation has been used relatively rarely in economic evaluation 
in health care.

Bojke and Soares describe a series of steps relating to the use of these methods in the 
context of developing a decision-analytic model (Bojke and Soares 2014). The first is to 
establish from whom relevant judgements should be elicited. These would be expected 
to be relevant experts, generally clinical professionals. It would also be expected that a 
sample of such experts would be used rather than relying on a single person, although 
formal guidance on how many is limited.

The second step concerns what quantity to elicit. In principle, this could be any of 
the groups of parameters discussed in this chapter. In practice these are often probabil-
ities which can be elicited in several ways; for example, asking experts to estimate the 
probability related to a specific event, the time period expected for a given proportion 
of patients to experience the event, or the proportion of patients who would have ex-
perienced the event over a specific time period.

The third step involves applying specific methods for elicitation. A key aspect is the 
need to reflect each individual’s uncertainty over the quantity concerned, as well as un-
certainty across experts. Asking a direct question about the variance of a quantity is gen-
erally not advisable, and researchers have used methods including eliciting the credible 
interval directly (i.e. asking for the range of values considered relevant for a specified level 
of credibility such as 95%) and the use of a probability grid which shows a histogram of 
values on which the expert marks a series of crosses to show the likelihood of each value.

The final step synthesizes the elicited quantities across experts. The Delphi method, 
which encourages experts to reach a consensus about the value of a particular par-
ameter, has been used quite extensively in for this purpose in economic evaluation. 
An example was a study by Yang and colleagues which used the method to esti-
mate the resource use associated with alternative treatments for schizophrenia (Yang 
et al. 2009). However, consensus techniques have a number of limitations, the most 
important of which is that they fail to reflect the uncertainty in parameter estimation 
across experts. Various mathematical approaches exist, and these generally involve 
using synthesis methods such as linear pooling and fitting probability distributions 
to the pooled elicited values. A number of additional factors need to be considered 
in using formal elicitation methods, including the need to avoid the various biases 
that can emerge during the process, which can either be associated with the experts 
(e.g. motivational bias) or with the methods themselves (e.g. relating to the framing 
of questions). Further details regarding the methods of formal elicitation applied to 
decision models for economic evaluation can be found elsewhere (Bojke et al. 2010; 
Bojke and Soares 2014).
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Fig. 10.6 Use of the histogram method to elicit experts’ beliefs about the values associated with probabilities relating to severe pressure ulceration.

Reproduced with permission from Soares, M.O., et al, Methods to elicit experts’ beliefs over uncertain quantities: application to a cost-effectiveness transition model 
of negative pressure wound therapy for severe pressure ulceration, Statistics in Medicine, Volume 30, Issue 19, pp. 2363–80, Copyright © 2011 John Wiley & Sons, 
Ltd.
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An example of a formal elicitation exercise used the method to estimate a series 
of transition probabilities (and their uncertainty) for a Markov model to assess the 
cost-effectiveness of negative pressure wound therapy for severe pressure ulceration 
(Soares et al. 2011). The study used a sample of 23 nurses with relevant clinical experi-
ence. They used the probability grid (histogram) method to elicit a number of probabil-
ity estimates which were presented as discrete numbers rather than ranges (Figure 10.6). 
Experts were asked to distribute their 21 allocated crosses by placing more crosses in 
values they believed the more likely. This effectively means each expert defined a prob-
ability distribution over the quantity of interest, reflecting uncertainty in their beliefs. 
To synthesize the distributions across experts various methods were piloted; linear 
pooling was adopted as the use of more complex methods had no clear advantages.

10.6 Conclusions
Identifying appropriate evidence to populate an analysis is an essential element of any eco-
nomic evaluation. Defining the process and methods for this purpose cannot be codified 
in any exact way. In part this is because the time and other resources available to conduct 
an economic evaluation will vary in different contexts. There is also an inevitable need to 
make judgements about the evidence to employ, and these can be informed by some key 
principles. The first is the need to employ evidence that is relevant to the decision context, 
where this is defined in terms of the patient population(s), comparators, and jurisdiction.

The second principle is the need to identify relevant evidence is an unbiased way. It 
is rarely possible to guarantee that all relevant evidence has been identified, given the 
challenge of obtaining unpublished research results or those that are difficult to access 
(e.g. in ‘grey’ literature). The important thing is to identify evidence which is represen-
tative of the entirety and not a biased selection. Central to this is the need to describe 
the methods used to identify evidence, and this should be done in such a way as to allow 
others to replicate them.

A third, and related, principle is the need to justify the decisions that are taken on 
what evidence to use in an analysis. For example, it may be the case that five estimates of 
a HRQoL weight have been identified in the literature, but there is one which is judged 
to be the most suitable in terms of the specified decision problem and is, therefore, used 
in the model. This is entirely acceptable as long as the reasoning for that judgement 
is explained and the implications for study results are explored. The fourth principle 
follows and relates to uncertainty analysis. The chance of identifying perfect evidence 
for an economic evaluation is vanishingly small. Uncertainty in evidence relates to the 
imprecision of parameter estimates due to finite sample sizes and the extent to which 
evidence is relevant to the context of the decision (e.g. population(s), jurisdiction, cur-
rent practice). Careful use of uncertainty analysis is an essential aspect of all economic 
evaluation and is considered in detail in the next chapter.

10.7 Exercise
Read the following paper which is a systematic review of the clinical effects of bariatric 
surgery in obese individuals:
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Buchwald H, Avidor Y, Braunwald E, et al. (2004). Bariatric surgery: a systematic review 
and meta-analysis. JAMA, 292, 1724–37.

Consider the types of evidence that would be needed to undertake an economic evalu-
ation of bariatric surgery. Assess whether the systematic review provides all the evi-
dence on clinical effects that would be needed for economic analysis; how would any 
deficiencies be addressed? What other types of evidence would be needed in addition 
to clinical effects, how could these be identified or generated? You could undertake this 
exercise in conjunction with the material in Chapter 9 and consider the type of model-
ling approach you would take for the economic evaluation.
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Chapter 11

Characterizing, reporting,  
and interpreting uncertainty

11.1 Some basics
The general issue of whether existing evidence about the cost-effectiveness of a health 
care intervention is sufficient to justify its approval for widespread use can be seen as 
central to a number of policy questions in many different types of health care systems. 
For example, decisions about the approval or reimbursement of new drugs are increas-
ingly being made close to their launch. At this point, the evidence base to support 
their use is least mature and there may be substantial uncertainty surrounding their 
cost-effectiveness. In these circumstances, further evidence may be particularly valu-
able as it will lead to better decisions about the use of the drug which, in turn, will im-
prove patient outcomes and/or reduce resource costs.

It is important, therefore, to establish the key principles of how uncertainty in es-
timates of cost-effectiveness can be quantified and represented. It is also necessary to 
consider which assessments are needed to decide whether there is sufficient evidence 
to support recommending the use of an intervention, or what type of additional re-
search might be required and how it might be designed. Decision-makers also need to 
consider whether the intervention should be recommended but additional evidence 
sought, or whether its widespread use should be restricted until the additional evidence 
is available. Such assessments of uncertainty and the value of additional evidence can 
help to inform the questions posed by coverage with evidence development and man-
aged entry in many health care systems including restricting approval to ‘only in re-
search’ (Briggs et al. 2010; Claxton et al. 2012; Garrison et al. 2013; Mohr and Tunis 
2010; Niezen et al. 2007; Walker et al. 2012).

11.1.1 Uncertainty, variability, and heterogeneity
It is important to make a clear distinction between uncertainty, variability, and het-
erogeneity at the outset (Briggs et al. 2012; Claxton 2008). Uncertainty refers to the 
fact that we do not know what the expected costs and effects of using an intervention 
will be in a particular population of patients (i.e. the net benefits of an intervention 
on average). This remains the case even if all patients within this population have the 
same characteristics as far as we can observe them. Additional evidence can reduce 
uncertainty and provide a more precise estimate of the expected costs and effects in the 
whole population; or within subpopulations that might be defined based on different 
observed characteristics.
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Variability was a term we first encountered in Chapter 9. It refers to the fact that 
individual responses to an intervention (including costs as well as health effects) 
will differ within the population, or even in a subpopulation, of patients with the 
same observed characteristics. This natural variation in response cannot be re-
duced by acquiring additional evidence about the expected or average costs and 
effects.

Heterogeneity has been discussed in a number of earlier chapters, and refers to 
those individual differences in response that can be associated with differences in 
observed characteristics. In other words, this is the situation where some of the 
sources of natural variability can be identified and understood. As more becomes 
known about the sources of variability (i.e. as variability is turned into heterogen-
eity), the patient population can be partitioned into subpopulations or subgroups. 
Each of these has a different estimate of the expected effect of the intervention and 
the uncertainty associated with it. As more sources of variability become known, 
finer stratification of subpopulations becomes possible which ultimately become 
individual patients—that is, individualized care (Basu 2011; Basu and Meltzer 2007; 
Espinoza et al. 2014).

11.1.2 Why does uncertainty matter?
When decisions are made about health care interventions, information about 
cost-effectiveness is critical (see Chapter 4). However, any assessment of the additional 
health benefits and additional cost offered by an intervention is uncertain. Therefore, 
any decision based on expected cost-effectiveness will also be uncertain. This uncer-
tainty arises from a number of sources. First, there is uncertainty in the estimates of 
inputs or parameters of the type of decision models commonly used to estimate costs 
and effects (see Chapter 9). There is also a wide range of other sources of uncertainty, 
which might include the potential bias or relevance of evidence, and the assumptions 
required when extrapolating effects and costs over time. In the face of this uncertainty 
(only some of which is generally explicitly characterized and presented in an analysis), 
a decision-maker must come to a view about whether approval of an intervention is 
expected to be cost-effective.

If the purpose of the health care system is to improve overall health outcomes 
using available resources, it is the health benefits and additional costs that are ex-
pected to occur (i.e. on average) that are of primary concern. For this reason there 
are strong arguments for basing decisions about use of an intervention on the ex-
pected incremental effects and costs rather than applying hypothesis testing and 
traditional rules of statistical significance to estimates of cost-effectiveness (see 
Section 11.4). However, making decisions based only on expected effects and costs 
should not imply that uncertainty is unimportant. Indeed, an assessment of the im-
plications of uncertainty surrounding a decision is an essential part of any decision-
making process that is concerned to improve health outcomes given the resource 
constraints that are faced. Characterizing the uncertainty surrounding estimates of 
effects and costs is required:



CHARACTERIZING UNCERTAINTY 391

◆ To provide correct estimates of expected effect and cost. When effects and costs 
are evaluated using a decision model in which there is a non-linear relationship 
between inputs and outputs (e.g. a Markov model), the correct calculation of ex-
pected effects and costs requires the uncertainty associated with all the inputs to 
be fully expressed (often using probabilistic sensitivity analysis as described in 
Section 11.2). Therefore, characterizing uncertainty matters even if a decision-
maker only wishes to consider expected cost-effectiveness in their decisions (see 
Figure 11.1 and Box 11.1).

◆ To assess the potential value of additional evidence (see Section 11.3).
◆ To inform the types of evidence that might be needed and how further research 

might be designed (see Section 11.3).
◆ To consider the implications that the need for additional evidence might have for 

a decision to approve a technology that is expected to be cost-effective. That is, 
to assess whether access to a technology should be restricted until the additional 
evidence required becomes available (see Section 11.4).

The lower pane of Figure 11.1 illustrates an input or parameter of a model (θ) that 
has a non-linear relationship with net benefit (NB). If only a single point estimate 
of this parameter is used (θ1), based on its mean or expected value, it will return an 
estimate of net benefit of NB1, i.e. the result from a deterministic analysis. How-
ever, the value of θ is uncertain and has a probability distribution (illustrated in the 
upper pane of the diagram), so it is possible that θ will take a value of θ2, generating 
NB2, or a value of θ3, generating NB3. Although both these values are equally likely 
(they could represent the 95% confidence interval for θ), they generate very differ-
ent values of net benefit. Therefore, when net benefit is evaluated over the possible 
values that θ might take, and the expected NB averaged over these possible values 
(Eθ(NB,θ)) will not be equal to NB1. Therefore, a deterministic analysis that only 
uses the point estimates or mean values of parameters will generate a biased esti-
mate of cost-effectiveness. In this example it would overestimate cost-effectiveness 
and NB.

The only exceptions are models where there is a linear relationship between the 
inputs (θ) and outputs (NB). This includes multilinear models such as decision 
trees, but only when the inputs are uncorrelated. All Markov models generate non-
linear relationships between inputs and outputs, so a deterministic analysis of these 
models will provide biased estimates of cost-effectiveness. In some types of more 
complex models (not Markov models) there is also a non-linear relationship be-
tween the variability in parameter values and net benefit. In these circumstances, 
simulation of both variability and uncertainty would be required to generate un-
biased estimates of net benefit (Griffin et al. 2006).

Box 11.1 Uncertainty and expected cost-effectiveness
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11.2 Characterizing uncertainty
Uncertainty arises from a number of sources, and the terminology used in the lit-
erature can be confusing. Different terms are used to refer to the same concept and 
similar terms are used to refer to very different concepts. A task force set up by the 
International Society of Pharmacoeconomics and Outcomes Research (ISPOR) and 
the Society of Medical Decision Making (SMDM) (Briggs et al. 2012) has usefully clas-
sified the terms that have been used to refer to four key concepts that are described in 
Table 11.1. We have already distinguished variability (sometimes called stochastic or 
first-order uncertainty) from heterogeneity which is discussed further in Section 11.5. 
Our primary concern here is uncertainty in the expected costs and effects in a specific 
population (sometimes called second-order uncertainty). There are two broad sources 
of uncertainty:
◆ Parameter uncertainty—uncertainty in the estimates of the inputs or param-

eters of the type of decision models discussed in Chapter 9. How to characterize 
and present this source of uncertainty is discussed in Sections 11.2.1, 11.2.2, 
and 11.2.3.

◆ Structural uncertainty—the different types of scientific judgements that have to 
be made when constructing a model of any sort (a decision model or a statistical 
model). How these sources of uncertainty might be quantified and presented is 
discussed in Section 11.2.4.
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Fig. 11.1 Uncertainty and expected cost-effectiveness.

Reproduced from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp 781–98, Exploring 
Uncertainty in Cost-Effectiveness Analysis, Claxton K., Copyright © 2008, Adis Data Information BV. 
With kind permission from Springer Science and Business Media.
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11.2.1 Deterministic sensitivity analysis
Prior to the wider application of probabilistic sensitivity analysis (see Section 11.2.2), it 
was common to explore uncertainty in the cost-effectiveness of interventions through 
a series of one-way or multiway sensitivity analyses (Briggs and Sculpher 1995).

11.2.1.1 One-way sensitivity analysis
In this type of deterministic analysis, single values for each of the input parameters 
are used to estimate the expected cost, effect, and NB based on their mean values. The 
parameter values are varied and the effect on model outputs reported. This form of 
analysis is very simple to understand and easy to implement. It provides a quick way to 
understand the quantitative relationship between changes in inputs and outputs. One-
way sensitivity analysis has its greatest value in developing and reviewing a model. This 
is because it enables the implications of the structure of the model to be explored, un-
derstood, and checked by setting parameters at values which should produce a clearly 
predicable result (e.g. where costs and effects should be the same or higher/lower for 
one alternative compared to another).

This type of deterministic analysis has also been used to represent uncertainty by 
varying parameter values by some specified amount (e.g. plus or minus a proportion-
ate change in the mean value of each parameter) and reporting the impact on cost- 
effectiveness. Although this indicates how sensitive the model outputs might be to 
changes in particular inputs, it cannot indicate how uncertain a decision might be. Nor 
can it indicate which parameters contribute most to this decision uncertainty, so this 

Table 11.1 Uncertainty: concepts and terminology

Preferred term Concept Other terms 
sometimes used

Analogous concept  
in regression

Stochastic  
uncertainty

Random variability  
in outcomes  
between identical 
patients

Variability  
Monte Carlo error  
First-order  
uncertainty

Error term

Parameter  
uncertainty

The uncertainty in 
estimation of the 
parameter of interest

Second-order 
uncertainty

Standard error of the 
estimate

Heterogeneity The variability 
between patients 
that can be attributed 
to characteristics of 
those patients

Variability  
Observed or  
explained 
heterogeneity

Beta coefficients (or 
the extent to which 
the dependent variable 
varies by patient 
characteristics)

Structural  
uncertainty

The assumptions 
inherent in the 
decision model

Model uncertainty The form of the 
regression model  
(e.g. linear, log-linear)

From Briggs, A.H. et al., Medical Decision Making, Model parameter estimation and uncertainty: A report 
of the ISPOR-SMDM Modelling Good Research Practices Task Force Working Group-6, Volume 32, Issue 5, 
pp. 722–32, Copyright © 2012. Reprinted by Permission of SAGE Publications.
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type of one-way sensitivity analysis is not recommended as a way to represent uncer-
tainty. There are two reasons for this:
◆ It is changes in the decision rather than model outputs themselves that are im-

portant. Sometimes large changes in a model’s output will not change which alter-
native is cost-effective, but in other circumstances small changes in outputs will 
impact a decision.

◆ Unless the changes in parameter values are related to the uncertainty in how they 
were estimated, it is not clear whether the changes in costs and effects are likely 
or very unlikely. For example, a parameter with low sensitivity (i.e. a large pro-
portionate change in its value leads to a small proportionate change in costs and 
effects) might be estimated with greater uncertainty. In which case it could have a 
greater impact on which alternative is cost-effective compared to a parameter with 
higher sensitivity that is estimated with greater precision and is less uncertain.

An alternative deterministic sensitivity analysis is where each parameter in turn is set 
at ‘extreme but plausible’ upper and lower bounds, and the difference in cost and effect 
over this range is recorded. The parameter can be described as sensitive if the decision 
about which alternative is cost-effective changes in response to plausible changes in its 
values. The problem is identifying lower and upper bounds for each parameter that can 
be regarded as ‘extreme but plausible’. If the range used is arbitrarily chosen or based 
on some implicit assumptions, the results may be misleading. Upper and lower bounds 
can be justified based on the evidence used to estimate the parameter and the distribu-
tion that might be assigned to represent the uncertainty associated with its estimation 
(e.g. representing a number of standard errors or the 95% confidence interval).

More usefully, this type of analysis can be used to identify the ‘threshold’ values that 
parameters would need to take for cost and effects to change sufficiently to alter the de-
cision about which alternative offered the highest expected net benefits (see Table 11.2 
and Box  11.2). To identify whether a decision is uncertain and which parameters 
contribute most to this decision uncertainty, a decision-maker would need to judge 
whether the threshold values for the parameter are likely or extremely unlikely to 
occur. It is possible to report the probability that parameters would take values more 
extreme than their threshold values based on how they were estimated, reflecting the 
amount and quality of exiting evidence (see Table 11.3 and Box 11.2).

Unless this type of probability information is presented (which requires consider-
ation of appropriate distributions for the estimated parameters), it will not be possible 
for decision-makers to assess the likelihood of a parameter taking values greater than 
the threshold in a way that is consistent with the evidence base. Therefore, conduct-
ing a deterministic one-way sensitivity analysis that is consistent with the evidence 
base and can be interpreted appropriately requires very similar information about 
the appropriate distributions as is required in probabilistic sensitivity analysis (see 
Section 11.2.2).

Unfortunately, the combined effect of uncertainty in the value of all the param-
eters cannot be represented or interpreted in a one-way analysis. For example, if a 
series of one-way sensitivity analyses is conducted, the decision may not appear sen-
sitive to any plausible values of any of the parameters individually. Uncertainty in 
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A decision model of the cost-effectiveness of alternative durations of treatment (12, 
6, 3 or 1 month) with clopidogrel compared to standard National Health Service 
(NHS) care was used as a case study in exploring when the National Institute of 
Health and Care Excellence (NICE) in the United Kingdom should issue recom-
mendations for use only in the context of research (see Claxton et al. 2012 for more 
details). The results indicate that 12 months of treatment with clopidogrel (Clop12) 
is expected to be cost-effective and offers the highest expected net benefits, using a 
cost-effectiveness threshold of £20 000 per quality-adjusted life-year (QALY). The 
question is whether a decision to approve 12 months of treatment with clopidogrel 
is uncertain.

Although a series of one-way sensitivity analyses can indicate the effect of par-
ameter values on the costs, effects and expected net benefit of each of the five al-
ternatives, they do not directly help the assessment of what values they must take 
to change the decision to approve Clop12 and how likely such values might be. A 
simple summary of the values particular parameters must take to make each of the 
alternatives cost-effective is more useful. These threshold values for parameters are 
reported in Table 11.2 and provide some useful information. For example, there are 
only six parameters (10, 12, 14, 17, 18 and 19) which could possibly take values that 
would make NHS care without clopidogrel cost-effective.

A judgement about how likely it is that parameters might take values within the 
threshold ranges in Table 11.2 is also required. The probability that each param-
eter could take values which would lead to each of the five alternatives being cost-
effective are reported in Table 11.3. These probabilities are based on probabilistic 
sensitivity analysis (see Section 11.2.2) and depend on the cost-effectiveness thresh-
old. Interestingly, the results suggest that many of the parameter do not (alone) 
contribute to the uncertainty associated to approving Clop12 (e.g. parameters 1–6, 
9, 11, 15–16, 20, 22, and 25–27). It is the estimate of relative effect on mortality (par-
ameter 17) that contributes most to the uncertainty associated with Clop12. There 
is a probability of 0.55 that this parameter will take values where Clop12 will have 
the highest net benefit. It is also the only parameter which (alone) could take values 
that would make any of the other alternatives cost-effective. However, this does not 
necessarily mean that other parameters are unimportant because they may jointly 
contribute to overall decision uncertainty.

Box 11.2 Threshold analysis for parameters

each individual parameter separately may be very unlikely to change a decision, so 
it might be tempting to conclude that the decision is not uncertain. However, all the 
parameters are simultaneously uncertain, so when they are considered together there 
may be considerable decision uncertainty. For this reason, even a well-conducted 
one-way sensitivity analysis will tend to underestimate the uncertainty surrounding 
the decision. It can only provide a sufficient, but not necessary, condition for a quali-
tative conclusion that a decision to approve an intervention that is expected to be 
cost-effective is uncertain.



Table 11.2 Thresholds associated with parameters (duration of treatment with 
clopidogrel)

Parameter Mean 
value

Clop12 Clop6 Clop3 Clop1 NHS

Natural 
history

1 P_die_0.1 0.032 0 to 0.10 0.11 to 0.54 0.54 to  
0.63

0.63  
to 1

–

2 P_NFMI_0.1 0.04 0 to 0.14 0.14 to 0.71 0.71 to  
0.82

0.82  
to 1

–

3 P_die_1.3 0.022 0 to 0.10 0.10 to 0.55 0.55 to 1 – –

4 P_NFMI_1.3 0.004 0 to 0.10 0.10 to 0.7 0.7 to 1 – –

5 P_die_3.6 0.023 0.01 to  
0.10

0.10 to 1 0 to 0.01 – –

6 P_NFMI_3.6 0.011 0 to 0.11 0.11 to 1 – – –

7 P_die_6.12 0.024 0.02 to 1 0 to 0.02 – – –

8 P_NFMI_6.12 0.009 0.005 to 1 0 to 0.005 – – –

9 TP_AC 0.018 0 to 0.06 0.06 to 1 – – –

10  TP_AD 0.072 0 to 0.08 0.08 to 0.10 – – 0.10 to 1

11 TP_CD 0.188 0.12 to 1 0 to 0.12 – – –

12  TP_BD 0.07 0.06 to 1 0.04 to 0.06 – – 0 to 0.04

Utilities 13 U_Well 0.798 0.29 to 1 0 to 0.29 – – –

14  U_Well1 0.93 0.90 to 1 0.74 to 0.90 – – 0 to 0.74

15 U_NFMI 0.801 0 to 1 – – – –

16 U_POSTMI 0.931 0 to 1 – – – –

RE 17  RR_death 0.931 0 to 0.93 0.94 to  
0.97

0.97 to  
0.98

0.98 to  
0.99

1.00 to  
max

18  RR_NFMI 0.71 0 to 0.82 0.83 to  
1.55

1.56 to  
1.83

– 1.84 to  
max

Costs 19  C_Well 2061.5 0 to 2690 2690 to  
5611

– – 5611 to  
max

20 C_MI_LT 6050 0 to max – – – –

21 C_PostMI 2309.7 870 to max 0 to 870 – – –

22 TC_Well_Dead 871.5 0 to 20474 20474 to  
max

– – –

23 C_t1 895.1 0 to 910 910 to max – – –

24 C_t2 651.6 630 to max 0 to 630 – – –

25 C_t3 524.2 370 to max – 0 to 370 – –

26 C_t4 434.8 150 to max – – 0 to  
150

–

27 C_t5 329.8 0 to max – – – –

Reproduced from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp 781–98, Exploring 
 uncertainty in cost-effectiveness analysis, Claxton K., Copyright © 2008, Adis Data Information BV.  
With kind permission from Springer Science and Business Media.
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Table 11.3 Probabilities associated with threshold parameter values (duration of 
treatment with clopidogrel)

Parameter Clop12 Clop6 Clop3 Clop1 NHS

Natural 
history

1 P_die_0.1 1 – – – –

2 P_NFMI_0.1 1 – – – –

3 P_die_1.3 1 – – – –

4 P_NFMI_1.3 1 – – – –

5 P_die_3.6 1 – – – –

6 P_NFMI_3.6 1 – – – –

7 P_die_6.12 0.65 0.35 – – –

8 P_NFMI_6.12 0.91 0.09 – – –

9 TP_AC 1 – – – –

10 TP_AD 0.83 0.17 – – –

11 TP_CD 1 – – – –

12 TP_BD 0.85 0.15 – – –

Utilities 13 U_Well 1 – – – –

14 U_Well1 0.94 0.06 – – –

15 U_NFMI 1 – – – –

16 U_POSTMI 1 – – – –

RE 17 RR_death 0.55 0.18 0.01 0.10 0.16

18 RR_NFMI 0.97 0.03 – – –

Costs 19 C_Well 0.78 0.19 – – 0.03

20 C_MI_LT 1 – – – –

21 C_PostMI 0.89 0.11 – – –

22 TC_Well_Dead 1 – – – –

23 C_t1 0.95 0.05 – – –

24 C_t2 0.99 0.01 – – –

25 C_t3 1 – – – –

26 C_t4 1 – – – –

27 C_t5 1 – – – –

Reproduced from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp 781–98, Exploring 
 uncertainty in cost-effectiveness analysis, Claxton K., Copyright © 2008, Adis Data Information  
BV. With kind permission from Springer Science and Business Media.
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11.2.1.2 Multiway sensitivity analysis
Multiway sensitivity analysis can be conducted and represented as a two-way 
threshold analysis (a three-way threshold analysis can be represented graphically 
but only for two alternative treatments; Briggs et al. 2012). With more than two 
parameters and two alternatives it becomes very difficult to present. It also becomes 
especially difficult to interpret correctly as it requires a judgement about the joint 
probability of two parameters taking values greater than their threshold values sim-
ultaneously, and this becomes impossible if some parameters are correlated (Clax-
ton et al. 2005).

Best and worst case scenarios, where all the parameters are set at extreme but 
plausible values that are favourable or unfavourable, can be constructed. However, 
these are very difficult to interpret correctly even when the values are based on how 
the parameters were estimated. This is because the probability of all parameters tak-
ing extreme but plausible values simultaneously will be very small indeed, so the 
results may not be plausible possibilities but very unlikely and extreme events. If a 
decision is sensitive to such extremes it is not clear whether it should be regarded as 
uncertain or not.

A well-conducted deterministic sensitivity analysis that can be interpreted appropri-
ately requires the same information and judgements about the type of distribution that 
would appropriately represent uncertainty in parameter values as a probabilistic sen-
sitivity analysis (see Box 11.2 and Section 11.2.2). However, deterministic sensitivity 
analysis will provide biased estimates in non-linear models (see Box 11.1), and much 
of the information about the distribution of individual parameters is not presented or 
used in the analysis. For example, where parameters are based on statistical estimates 
from a meta-analysis or regression analysis much of the information about the un-
certainty in these estimates, and especially any correlation between parameters, is in 
essence ‘thrown away’ (Claxton et al. 2005).
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11.2.2 Probabilistic sensitivity analysis
Given the limitations of deterministic sensitivity analyses, probabilistic sensitivity ana-
lysis (PSA) is increasingly used to characterize parameter uncertainty (Briggs et al. 2006; 
Claxton 2008). PSA is recommended in several guidelines for cost- effectiveness ana-
lysis (Briggs et al. 2012; CADTH 2006; NICE 2013).

The principles of PSA are intuitive and the process of conducting PSA is graphic-
ally illustrated in Figure 11.2. Distributions are assigned to each of the model param-
eters (inputs) reflecting the evidence available to inform the estimates (see Chapter 10). 
These distributions are then sampled (often using Monte Carlo simulation which sam-
ples at random). Each set of samples from all of the inputs generate a single estimate 
of expected costs and expected effects and, therefore, expected NB can be calculated 
by the model. These outputs are recorded and then a new set of possible values for the 
parameters are sampled. This process of sampling inputs and recording outputs is re-
peated a large number of times (e.g. 10 000). In this way, the range of values the param-
eters are likely to take is represented in the range of outputs. As well as providing the 
correct estimate of expected cost, effect, and NB in non-linear models, the output of 
this process also provides the proportion of times (the probability) that each alterna-
tive is cost-effective (see Section 11.2.3). It offers all the information required to assess 
quantitatively whether current evidence is sufficient or whether additional research is 
needed (see Section 11.3).

11.2.2.1 Assigning distributions to parameters
PSA represents parameters as distributions of possible mean values instead of sin-
gle point estimates in a deterministic analysis (this characterization of parameter 
values as random variables relies on a Bayesian interpretation of probability—see 
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Table 11.4 Common parameters and candidate distributions

Parameter Logical 
constraint

Form of data Methods of 
estimation

Candidate 
distribution

Probability 0 ≤ θ ≤1 Binomial 
Multinomial 
Time to event

Proportion 
Proportions 
Survival analysis

Beta 
Dirichlet 
Lognormal

Relative risk θ > 0 Binomial Ratio of 
proportions

Lognormal

Cost θ ≥ 0 Weighted sum of 
resource counts

Mean, standard 
error

Gamma 
Lognormal

Utility decrement θ ≥ 0 Continuous Mean, standard 
error

Gamma 
Lognormal

All parameters 
(sufficient data)

Any constraint Any distribution 
of data

Mean, standard 
error

Normal

Adapted from Briggs, A et al., Decision modelling for health economic evaluation, p.108, Oxford 
University Press, Oxford, UK, Copyright © 2006, by permission of Oxford University Press.

Section 9.1). It may appear that PSA introduces further assumptions about the choice 
of distribution to represent the uncertainty in the model inputs. However, as we have 
already seen, interpreting deterministic analysis requires the same, albeit implicit, 
judgements about distributions and probability to be made. PSA forces the analyst 
to be explicit, justifying the use of particular distributions on the basis of current 
evidence and the credibility of any assumptions that might be required. In fact, the 
choice of distribution is not at all arbitrary if standard statistical methods are fol-
lowed. The choice should be informed by the nature of the parameter itself, the way 
the parameter was estimated, and the summary statistics reported, so the statistical 
uncertainty in its estimation is reflected. As in all statistical analysis, it also requires 
judgements about the potential bias and relevance of the available evidence (Briggs 
et al. 2006, 2012).

This means that there will only be a very limited choice of appropriate distribu-
tions. Table 11.4 provides a summary of some of the common types of parameter 
used in decision models, the logical constraints on their values, and candidate distri-
butions, based on the data generating and estimation process. For example, probabil-
ity parameters are bounded by 0 and 1, so it is inappropriate to specify a distribution 
that gives a probability to obtaining values outside this range. Similarly it is inappro-
priate to specify a distribution that gives a probability to obtaining values for costs 
less than 0. However, it is also important to remember that, with sufficient sample 
size, we know from central limit theorem that mean values will be normally distrib-
uted irrespective of the data generating process (the distribution of the data)—see 
Section 8.3.1. The problem is that we do not commonly have enough data to safely 
assume normality.

If parameters are based on results from previously published studies, these com-
monly report summary statistics (e.g. mean and standard error). When combined with 
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information on how they were estimated, this should provide sufficient information to 
characterize a distribution for possible mean values. For example, where a probability is 
estimated from a proportion, the beta distribution is the natural choice. However, if the 
probability parameter is estimated from a logistic regression, then the parameters of in-
terest are the coefficients on the log-odds scale and multivariate normality on this scale 
would be appropriate. For probabilities estimated from time-to-event data, the param-
eters would be the coefficients from a survival analysis estimated on the log hazard 
scale; again, the appropriate assumption would be multivariate normality on this scale.

Some sources of secondary data provide only partial information to inform choice 
of an appropriate distribution, in which case some assumptions may be necessary. 
If alternative assumptions might be credible, this provides another source of struc-
tural uncertainty (see Section  11.2.4). If the evidence to inform a parameter con-
sists solely of individual patient-level data, then the analyst can use bootstrapping as 
a non- parametric alternative for describing the distribution of possible mean values  
(see Section 8.3.1).

11.2.2.2 Correlation
Model parameters may be correlated (related to each other in some way) and, although 
early examples of PSA often assumed independence between parameters, this is not 
necessary. For example, where a regression analysis has been used to estimate model 
parameters, the relationship between them can be informed by the covariance matrix 
(Briggs et al. 2006). Similarly, methods of evidence synthesis are increasingly used to 
estimate the relative effect of interventions (see Section 10.4), and these can be used 
to generate correlated outputs. These correlations can be fully captured by sampling 
from or directly using the output of such synthesis in the PSA. If there is no evidence 
from statistical analysis that parameters are correlated it is generally not necessary to 
impose it.

Of course any logical or structural relationship between parameters (e.g. that 
transition probabilities in a Markov model must sum to 1) should be reflected in the 
model structure rather than imposing correlation. In other situations, conditional 
independence is often assumed. For example, the rates of clinical events on and off 
treatment will be correlated if independent distributions are assigned to a common 
baseline event rate and relative treatment effect (see Sections 9.2.5 and 10.3.1). This 
assumes that relative effect is independent of the baseline rate. In the absence of 
evidence to test this assumption or to estimate a relationship between relative effect 
and baseline, this assumption would be another source of structural uncertainty as 
discussed in Section 11.2.4.

In some circumstances there may be no published estimates or other evidence 
to inform distributions for some parameters. In these circumstances it would be 
inappropriate to assign a single assumed value. Rather, a continuous distribution 
should be assigned to represent the considerable uncertainty about potential mean 
values over plausible and theoretically possible ranges (uniform and triangular dis-
tributions should be avoided (Briggs et al. 2012)). Formal methods to elicit such 
distributions from experts were discussed in Section 10.5.5, and are discussed fur-
ther in Section 11.2.4.
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11.2.2.3 Computational challenges
The process of conducting PSA requires substantially more computation than a deter-
ministic analysis. This is because the model must be evaluated not once but for every 
sample of possible parameter values. Given the type of software and processing cap-
acity now available, this generally does not pose serious difficulties for the type of co-
hort models described in Chapter 9. However, some types of modelling approaches 
require simulation to obtain a single estimate of expected cost and effects for a single set 
of parameter values, e.g. individual sampling models (see Section 9.4.6).

The simulation required to estimate costs and effects in these models samples from 
variability in the parameter values (‘stochastic uncertainty’ in Table 11.1) rather than 
the uncertainty in the estimates of their mean values. To characterize parameter un-
certainty this type of simulation needs to be repeatedly conducted for the range of 
possible mean parameter values. In other words, such models must sample from both 
uncertainty in mean parameter values and then variability given a sampled mean value.

In some complex models there may be a non-linear relationship between the vari-
ability in parameter values and net benefit. Therefore, simulation of both variability 
and uncertainty is required to generate unbiased estimates of expected net benefit (see 
Box 11.1). Importantly, there are no circumstances where variability ‘matters’ but un-
certainty does not. In other words, if it is important to represent variability then un-
certainty also needs to be fully characterized. Therefore, the computational expense 
of the chosen modelling approach and platform cannot reasonably justify a failure to 
characterize uncertainty adequately (Griffin et al. 2006).

There are a number of ways in which unavoidable computation expense can be 
overcome:
◆ Faster processing and the use of more efficient programming platforms, includ-

ing improving in the efficiency of how simulated values are generated and used 
(O’Hagan et al. 2006a).

◆ Some types of emulators, which are essentially a model of a model, can dramat-
ically reduce the computational burden of any almost any type of non-linear and 
complex models (Stevenson et al. 2004).

◆ If an unbiased linear approximation to non-linear aspect of a model can be found, 
this can also reduce the computational required to generate unbiased estimates of 
expected costs and effects (Ades et al. 2004).

11.2.3 Representing decision uncertainty
The key questions that an analysis of uncertainty and the way it is presented should 
seek to inform are:
◆ Is a decision to approve the intervention which is expected to be cost-effective (i.e. 

offers the highest expected NB) uncertain, based on current evidence?
◆ How uncertain is this decision is likely to be?
◆ Which alternatives might be better?
◆ What are the potential gains (in NB) of resolving some of the current uncertainty 

by acquiring additional evidence?
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The output of probabilistic analysis can directly address the first three of these ques-
tions and provides the information required to address the fourth (see Section 11.3). 
Therefore, when considering the different ways of presenting the results of PSA, it is 
important to consider whether they can be interpreted in a way that addresses these 
questions.

The output of PSA includes an estimate of the expected cost, expected effect, and 
(given a particular cost-effectiveness threshold) expected NB of each alternative for 
every simulated sample of mean values of the parameters (see Figure 11.2). This output 
can be presented in a number of different ways. The most appropriate way to present 
uncertainty on cost-effectiveness will depend on whether there are multiple alterna-
tives and whether any relevant decision-maker has been willing to specify a range of 
cost-effectiveness thresholds for how decisions will be made.

11.2.3.1 Scatter plots on the cost-effectiveness plane
When there are only two alternatives, the output of PSA can be used to represent the 
joint probability distribution on the incremental cost-effectiveness plane. This can be 
illustrated graphically in several equivalent ways, two of which are ellipses and scatter 
plots (Van Hout et al. 1994). Scatter plots simply plot each simulated estimate of the 
expected incremental costs and effects. This is illustrated in Figure 11.3 using simu-
lated output from a PSA of two alternatives (B compared to A in Table 11.5). The circle 
indicates the expected incremental cost-effectiveness (ICER) of B compared to A (the 
ICER is a ratio of mean values, not an average of simulated ratios—see Section 8.3.1). 
In this example B is expected to be more effective but more costly than A with an ICER 
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Uncertainty in Cost-Effectiveness Analysis, Claxton K., Copyright © 2008, Adis Data Information BV. 
With kind permission from Springer Science and Business Media.
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uncertainty in cost-effectiveness analysis, Claxton K., Copyright © 2008, Adis Data Information BV. 
With kind permission from Springer Science and Business Media.

of £61 680 per QALY. The threshold is represented by the dashed line, here with slope 
of £20 000 per QALY. Therefore, B is not regarded as cost-effective and A would offer 
higher expected net benefits. The uncertainty surrounding a decision to reject B in 
favour of alternative A is uncertain. A decision to reject B on these grounds requires 
an assessment of the proportion of points which lie below the dashed line (where B is 
cost-effective and offers higher net benefits than A). There is clearly some decision un-
certainty as some points do lie below this line, but the extent of uncertainty is difficult 
to assess even when there are only two alternatives to consider. There are two reasons 
for this:
◆ When represented in two dimensions (or even in three), it is difficult to assess 

accurately the proportion of points that lie below the line. Therefore, it is chal-
lenging to provide an intuitive estimate of the probability that B is, in fact, cost-
effective compared to A (i.e. the error probability associated with the decision).

◆ It is difficult to visualize the impact of alternative cost-effectiveness thresholds 
in this incremental cost-effectiveness space (i.e. dashed lines of different slopes, 
where a steeper slope represents a higher threshold).

When there are more than two alternatives, which is commonly the case, scatter plots 
become impossible to interpret correctly. Figure 11.4 illustrates a scatter plot when al-
ternative C is also considered alongside A and B. Now only the expected cost and effect 
pairs, rather than the increments, can be plotted. Intervention A remains cost-effective 
at a threshold of £20 000, and alternative B is extendedly dominated by A and C (see 
Section 4.4.1). Alternative C has a mean ICER of £24 628 per QALY when compared to 
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A (the non-dominated alternative). But consideration of uncertainty associated with 
a decision to reject both B and C, because they are not expected to be cost-effective, 
requires some assessment of the proportion of points lying below the dashed line for 
interventions B and C compared to A. This is difficult enough, but a critical piece of in-
formation is also missing: each of the simulated cost/effect pairs for A, B and C will be 
correlated by the structure of the model itself. For example, when simulated parameter 
values result in A having a higher cost, then B or C might also have a higher cost. With-
out this information it is impossible to assess the probability that A is cost-effective or 
the probabilities that B or C, respectively, might be cost-effective and offer the highest 
expected net benefit. This is also true for other summary measures such as confidence 
ellipses, confidence intervals, or presenting the distribution of net benefit for each of 
the alternatives (see Section 8.3.2).

11.2.3.2 Cost–effectiveness acceptability curves
These difficulties can be easily overcome by transforming each simulated set of 
costs and effects for each of the alternatives into expected net benefit, using a cost- 
effectiveness threshold (see Section 4.3), and recording the number of times each offers 
the highest expected net benefit. The probability that each alternative is cost-effective 
is the proportion of times that it has the highest expected net benefit. These probabil-
ities can be calculated (without additional simulation) for a range of cost-effectiveness 
threshold values, and can be plotted as a cost-effectiveness acceptability curve (CEAC). 
The CEAC associated with the scatter plot in Figure 11.4 is illustrated in Figure 11.5. 
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Adapted from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp 781–98, Exploring 
uncertainty in cost-effectiveness analysis, Claxton K., Copyright © 2008, Adis Data Information BV. 
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The CEAC was introduced in Section 8.3.2 in the context of cost-effectiveness ana-
lysis based on individual patient data from, for example, a randomized controlled trial 
(RCT), and probabilities were calculated using parametric statistics or non-parametric 
bootstrapping. At first sight, the CEAC seems much easier to interpret because the 
probability that A, B, or C is cost-effective can simply be read off for any particular 
threshold. For example, if the threshold is less than £10 000 there is no uncertainty 
associated with a decision to reject B and C based on expected cost-effectiveness. At a 
threshold of £20 000 per QALY, this decision is more uncertain (probability that A of-
fers the highest net benefit is 0.792), and there is a chance that alternative C or B could 
be cost-effective (probabilities of 0.154 and 0.054 respectively).

However, it is important to note that the alternative with highest probability of being 
cost-effective may not necessarily be the alternative that is expected to be cost-effective 
and offers the highest expected NB. This occurs in Figure 11.5 where, for thresholds be-
tween £24 628 and £34 000, alternative C is expected to be cost-effective (it has higher 
expected net benefits than A) but has a lower probability of being cost-effective than A. 
This might seem counter-intuitive, but it simply reflects the fact that, when C is better 
than A, it is ‘much better’, but when A is better than C it is only a ‘little bit better’ (i.e. 
the distribution of differences in net benefits is positively skewed, so the mean value is 
higher than the median). Therefore, presenting a CEAC alone is not enough. It is im-
portant to indicate which of the alternatives is expected to be cost-effective as well as its 
probability. This is indicated by the dashed line on Figure 11.5, or the cost-effectiveness 
acceptability frontier (CEAF), which is a plot of the probability that the alternative ex-
pected to be cost-effective, offering the highest expected net benefit, is cost-effective 
(Fenwick et al. 2001).

It can be difficult to compare multiple CEAC and CEAFs associated with alternative 
scenarios, but they have significant advantages over scatter plots and other similar ap-
proaches. Importantly, for any number of alternatives, CEACs can:
◆ indicate whether a decision based on expected cost-effectiveness is uncertain
◆ quantify the extent of decision uncertainty (the error probability)
◆ identify which other alternatives offer some possibility of being cost-effective.

However, they do not provide information about the differences in expected net bene-
fits. Nor do they enable an assessment of how much the decision uncertainty ‘matters’ 
and whether more evidence is required (see Section 11.3).

11.2.3.3 Other ways to present uncertainty
If a decision-maker is willing to specify one or a range of cost-effectiveness thresholds, 
then a simple alternative to the CEAC and CEAF is to report expected effects, costs, 
ICERs, the expected net benefit (expressed in health or money terms), probabilities for 
each alternative being cost-effective and the error probability for a decision based on 
expected cost-effectiveness (Claxton 2008). This type of tabular reporting associated 
with the CEAC in Figure 11.5 is illustrated in Table 11.5 for cost-effectiveness thresh-
olds of £20 000 and £30 000 per QALY.

The results reported in Table 11.5 indicate that A is expected to be cost-effective and 
offers the highest expected net benefits at a threshold of £20 000, but with a probability 
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Table 11.5 Presenting uncertainty and cost-effectiveness

Cost QALYs ICER Threshold = £20 000  
per QALY

Threshold = £30 000 
per QALY

Net 
Benefit

Probability P(error) Net 
Benefit

Probability P(error)

A £4,147 0.593 – £7,722 0.792 0.208 £13 656 0.465

B £8,363 0.658 ED £4,794 0.054 £11 373 0.186

C £8,907 0.787 £24 628 £6,827 0.154 £14 695 0.348 0.652

Adapted from Springer, PharmacoEconomics, Volume 26, Issue 9, 2008, pp 781–98, Exploring uncertainty 
in cost-effectiveness analysis, Claxton K., Copyright © 2008, Adis Data Information BV. With kind permission 
from Springer Science and Business Media.

of error greater than 0.2. This uncertainty is primarily in the choice between A and C 
(there is a very small chance that B will be cost-effective). At a threshold of £30 000 
per QALY, C is expected to be cost-effective, but now a decision based on expected 
cost-effectiveness is much more uncertain (the error probability is greater than 0.6). 
Again the uncertainty is primarily between A and C. The difference in expected net 
benefit between the uncertain alternatives starts to give some indication of how much 
this uncertainty ‘matters’. It is important, however, not to over-interpret these compari-
sons as they do not necessarily indicate the scale of the consequences of uncertainty 
and the potential gains from resolving it (Claxton et al. 2012).

11.2.4 Characterizing other sources of uncertainty
The uncertainty associated with the estimated parameters for a decision model is only 
one, and not necessarily the most important, source of uncertainty associated with 
expected effects and costs. Other sources of uncertainty include the different types of 
scientific judgements that have to be made when constructing a model of any sort. 
They might include alternative judgements about the potential bias or relevance of evi-
dence used to estimate parameters, the choice of alternative statistical models to esti-
mate parameters, and the assumptions required in structuring a decision model such 
as those used to extrapolate effects and costs over time. Insofar as the assumptions and 
judgements made are the only ones that are plausible, there would be no other sources 
of uncertainty. However, if other sets of assumptions are plausible, there will be uncer-
tainty between these alternative ‘scenarios’ as well as within each (i.e. the parameter 
uncertainty given a particular set of assumptions).

11.2.4.1 Probabilistic scenarios
Assumptions and judgements will be informed by a range of direct and indirect evi-
dence that may be available, the characteristics of the evidence, and the current 
understanding of the disease process that the models seek to represent. While these 
considerations may rule out some assumptions and judgements that are inappropriate 
and widely regarded as implausible, they may not point to a single best alternative. Per-
forming PSA for each set of plausible assumptions (scenarios) will provide estimates of 



CHARACTERIZING UNCERTAINTY408

expected cost, effect, and net benefit given each set of assumptions as well as the asso-
ciated decision uncertainty. There are two problems with using scenarios in this way to 
represent structural uncertainty:
◆ It is not clear how many scenarios should be conducted and how they should be 

constructed to represent fully all sources of structural uncertainty.
◆ It leaves the decision-maker to consider multiple scenarios and implicitly to as-

sess the plausibility of each and the impact on cost-effectiveness and decision 
uncertainty.

Scenarios can, however, be combined explicitly and quantitatively if probabilities are 
assigned to reflect their plausibility. A simple weighted average based on these prob-
abilities would provide appropriate estimates of expected costs, effects, and net benefit. 
However, it will not provide a proper assessment of decision uncertainty or its con-
sequences. This requires merging the simulated output from the scenarios using the 
probabilities representing the plausibility of each (Bojke et al. 2009; Claxton et al. 2012; 
Price et al. 2011; Strong et al. 2012).

11.2.4.2 Parametrizing structural uncertainty
In many situations, the differences between scenarios can be expressed in the form 
of an additional parameter in the model. That is, an assumption can be thought of 
as a missing parameter in the model or a parameter that has been set at an extreme 
value. For example, there may be no evidence available about whether the benefits from 
treatment are sustained beyond the period observed in the available clinical trials. Al-
ternative assumptions might be that the benefit from treatment ceases as soon as the 
trials ended (A), that the benefit from treatment will be sustained but diminishes over 
time (B), or that the benefits from treatment observed in the trial continue over the 
remaining lifetime of the patients (C). Instead of presenting three scenarios (A, B, and 
C), the model could instead include a parameter that described the proportion of the 
treatment effect that was sustained over time. A range of values for this parameter (0 
to 1) would represent the two extreme scenarios (A and C). It now becomes possible 
to assign a distribution which represents the uncertainty in this key parameter and to 
conduct PSA in the way described in Section 11.2.2. Therefore, what was previously 
structural uncertainty can be treated as parameter uncertainty. However, this does re-
quire the assignment of a distribution which reflects informed judgements about its 
possible mean values when evidence to estimate it is not available.

11.2.4.3 Elicitation
Parametrizing structural uncertainty or combining probabilistic scenarios requires 
explicit quantitative judgements to be made about the value of, and the uncertainty 
associated with, a parameter for which no direct evidence is available. As described in 
Section 10.5.5, methods to elicit distributions to represent the beliefs of relevant ex-
perts have begun to be applied in cost-effectiveness analysis (Bojke et al. 2010; Bojke 
and Soares 2014; Grigore et al. 2013; Soares et al. 2011). Elicitation has been used in 
risk analysis (O’Hagan et al. 2006b), and is especially useful when decisions need to 
be informed but when data happen to be sparse or of poor quality (Soares et al. 2013). 
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Importantly elicitation helps to identify what type of additional evidence might be most 
valuable and what type of additional research should be conducted (see Section 11.3.2) 
(McKenna and Claxton 2011; Soares et al. 2013). However, the use of formal elicitation 
poses a number of important questions:
◆ Who should provide the judgements (which experts or decision-makers)?
◆ Which particular methods of elicitation should be used?
◆ How should the quality of judgements be calibrated (tested) and weighted?
◆ How should judgements from different experts be combined?

Elicitation is also time and resource intensive and, for these reasons, it is more com-
mon to present structural uncertainty as a series of probabilistic scenarios. However, 
this leaves the decision-maker to make the same judgements implicitly that would be 
required in a more explicit and quantitative analysis.

11.2.4.4 Model averaging
Model averaging does not refer to combining very different decision models by tak-
ing some form of weighted average. Rather than combining the results of analyses 
that may not be appropriate or implausible with those of others, the reason for dif-
ferences in results should be identified, critically examined, and a preferred analysis 
that represents any structural uncertainties identified. Combining alternative prob-
abilistic scenarios within a decision model (as described above) has sometimes been 
described as ‘model averaging’. However, it is probably best to reserve the term for the 
way it has been used in statistics, where alternative statistical models can be applied 
to data when estimating one or more particular parameter(s). The measures of per-
formance of these statistical models can be used as ‘weights’ to combine the results 
of the different statistical models that are possible and credible (Hoeting et al. 1999; 
Jackson et al. 2009).

11.3 Is current evidence sufficient?
Assessments of cost-effectiveness are inevitably uncertain and, without sufficient and 
good-quality evidence, decisions about the use of technologies will also be uncertain. 
There will be a chance that the resources committed by the approval of a new interven-
tion may be wasted if the expected positive net health effects are not realized. Equally, 
rejecting a new intervention that is not expected to be cost-effective will risk failing to 
provide access to a valuable intervention if the net health effects prove to be greater 
than expected. Therefore, if the objective is to improve overall health for both current 
and future patients, then the need for and the value of additional evidence is an import-
ant consideration when making decisions about the use of technologies. This is even 
more critical once it is recognized that the approval of a new technology for widespread 
use might reduce the prospects of the type of research that would provide the required 
evidence being conducted. In these circumstances there will be a trade-off between the 
net health effects for current patients from early access to a cost-effective technology 
and the health benefits for future patients from withholding approval until valuable 
research has been conducted (Griffin et al. 2011).
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Research also consumes valuable resources which could have been devoted to pa-
tient care, or to other more valuable research priorities. Also, uncertain events in the 
near or distant future may change the value of the technology and the need for evi-
dence. These events could include prices of existing technologies, the entry of new 
technologies, other evidence about the performance of technologies, and the natural 
history of disease (Philips et al. 2008). In addition, implementing a decision to approve 
a new technology may commit resources which cannot subsequently be recovered if a 
decision to approve or reimburse might change in the future (e.g. due to new research 
reports) (Eckermann and Willan 2008). Therefore, appropriate research and coverage 
decisions will depend on whether the expected benefits of research are likely to exceed 
the costs, and whether any benefits of early approval or reimbursement are greater 
than withholding approval until additional research is conducted or other sources of 
uncertainty are resolved. Methods of analysis which provide a quantitative assessment 
of the potential benefits of acquiring further evidence allow these types of research and 
reimbursement decisions to be addressed explicitly and accountably (see Section 11.4).

11.3.1 Value-of-information analysis
The principles of value-of-information analysis have a firm foundation in statistical 
decision theory. There are closely related concepts and methods in mathematics and 
financial economics with diverse applications in business decisions, engineering, envir-
onmental risk analysis, and financial and environmental economics (Pratt et al. 1995). 
There are now many applications in health, some commissioned directly to inform pol-
icy and others published in specialist as well as general medical and health policy jour-
nals (Claxton and Sculpher 2006; Colbourn et al. 2007; Soeteman et al. 2011; Stevenson 
and Jones 2011; Welton et al. 2008; Yoyota and Thompson 2004). Most commonly these 
methods of analysis have been applied in the context of probabilistic decision analytic 
models used to estimate expected cost-effectiveness of alternative interventions. How-
ever, the same type of analysis can also be used to extend standard methods of systematic 
review and meta-analysis (Claxton et al. 2013). Indeed the principles of value-of-infor-
mation analysis can also be used as a conceptual framework for qualitative assessment 
of how important uncertainty might be, and the relative priority of alternative research 
topics and proposals (Fleurence and Meltzer 2013; Meltzer et al. 2011).

Additional evidence is valuable because it can improve patient outcomes by resolv-
ing existing uncertainty about the cost-effectiveness of the interventions available, 
thereby informing treatment choice for subsequent patients. For example, the balance 
of existing evidence might suggest that a particular intervention is expected to be cost-
effective and offer the greatest net health benefits. However, there will be a chance that 
others are in fact more cost-effective, offering higher net health benefits. If treatment 
choice is based on existing evidence, then there will be a chance that other interven-
tions would have improved overall health outcomes to a greater extent. In other words, 
there are adverse net health consequences associated with uncertainty.

11.3.1.1 Expected value of perfect information
The scale of uncertainty can be indicated by the results of probabilistic analysis 
of a  decision-analytic model (see Section  11.2.3 and Table  11.5). The expected  
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Table 11.6 Calculating EVPI from the results of PSA

How things could 
turn out

Net Health Benefit (QALYs) Best we could 
do if we knew

Treatment A Treatment B Best choice

θ1 8 12 B 12

θ2 16 8 A 16

θ3 9 14 B 14

θ4 12 10 A 12

θ5 10 16 B 16

Average 11 12 14

consequences of this uncertainty can be expressed in terms of net health benefits or the 
equivalent health care system resources that would be required to generate the same 
net health effects. These expected consequences can be interpreted as an estimate of 
the net health benefits that could potentially be gained per patient if the uncertainty 
surrounding their treatment choice could be resolved. It indicates an upper bound on 
the expected net health benefits of further research which is also known as the expected 
value of perfect information (EVPI) (Briggs et al. 2006).

EVPI can be calculated directly from the output of PSA (see Table 11.6 and Box 11.3). 
More formally, assume there are alternative interventions (j) where the net benefit (NB) 
of each depends on uncertain parameters that may take a range of possible values (θ). 
The best decision based on the information currently available would be to choose 
the intervention that is expected to offer the maximum net benefit (maxj Eθ NB(j, θ)). 
For example, this would be 12 QALYs in Table 11.6. If this uncertainty could be fully 
resolved (with perfect information), the decision-maker would know which value θ 
would take before choosing between the alternative interventions. They would be able 
to select the intervention that provides the maximum net health benefit for each par-
ticular value of θ (i.e. maxj NB(j, θ)). However, when a decision is about whether fur-
ther research should be conducted, the results (the true values of θ) are necessarily 
unknown. Therefore, the expected net health benefits of a decision taken when uncer-
tainties are fully resolved (with perfect information) is the found by averaging these 
maximum net benefits over all the possible results of research that would provide per-
fect information (Eθ maxj NB(j, θ)). For example, 14 QALYs in Table 11.6.

The EVPI for an individual patient is simply the difference between the expected 
value of the decision made with perfect information about the uncertain parameters θ, 
and the decision made on the basis of existing evidence:

EVPI = Eθ maxj NB(j, θ) − maxj Eθ NB(j, θ)  (11.1)

For example, in Table 11.6 the additional net health benefits of resolving uncertainty, or 
EVPI, is 2 QALYs per patient. This is greater than the additional net benefits offered by 
alternative B (i.e. 1 QALY). It should be apparent from Table 11.6 that the per-patient 
EVPI is easily calculated from the simulated output of a PSA. This may also include a 
quantitative assessment of structural as well as parameter uncertainty as described in 
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The principles of value-of-information analysis and how EVPI can be calculated 
directly from the results of PSA are illustrated in Table 11.6 for the choice be-
tween two alternatives, A and B. The net health benefit of A and B that would 
result from five possible (randomly sampled) values that the parameters might 
take (θ1,.., θ5) are reported in each row. They represent the results of PSA using 
Monte Carlo simulation (see Section  11.2.2). Although a PSA would sample 
many more times from the distributions assigned to the parameters, imagine 
that there are only five values that the parameters might take (how things might 
turn out). Since these values are sampled at random they are equally likely, so 
the expected net benefit of alternative A and B is the average over these five 
possibilities.

The best decision based on current information would be to choose the alter-
native that has the greatest expected net benefit, i.e. alternative B which offers 
expected net benefits of 12 QALYs per patient compared to 11 QALYs for alter-
native A. However, the decision to choose B is uncertain because B is the best 
alternative in only three out of the five possibilities (θ1, θ3, θ5), so the probability 
that B offers the greatest net benefit is 0.6. The error probability associated with 
this decision is 0.4 because A offers greater net benefits than B in two out of the 
five possibilities (A offers 16 rather than 8 QALYs for θ2 and 12 rather than 10 
QALYs for θ4).

If the decision-maker could choose between A and B after it is known which 
value the parameters would take (i.e. with perfect information), they would be able 
choose B for values of θ1, θ3, and θ5 but chose A for values of θ2, θ4, and achieve the 
maximum net benefits in the final column of Table 11.6. However, which value the 
parameters will take is unknown so the expected value of taking this decision with 
perfect information is the average of these maximum net benefits, i.e. 14 QALYs per 
patient. The maximum value of additional evidence is the difference between the 
expected net benefits of the decision taken with perfect information (14 QALYs) 
and the expected net benefits of the decision using current information (12 QALYs). 
Therefore, the EVPI is 2 QALYs per patient. It is worth noting that:
◆	 Once the PSA has been conducted, calculating EVPI per patient is very 

straightforward.
◆	 Additional evidence is only valuable if it might lead to different decisions and 

therefore improve net benefit.
◆	 The value of acquiring additional evidence about the performance of a new 

technology may well exceed the value of having access to it based on current 
information, e.g. the additional value of access to B is 1 QALY but the value 
of additional evidence about the choice between A and B is 2 QALYs (see 
Section 11.4.3).

Box 11.3 Calculating EVPI from the results of PSA
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Section 11.2.4. Therefore, the time and effort required to calculate EVPI is negligible 
once all the evidence has been assembled and the judgements have been made in con-
structing a model, synthesizing evidence and assigning probability distributions to all 
the sources of uncertainty.

Once the results of research are available they can be used to inform treatment choice 
for all subsequent patients. Therefore, the EVPI needs to be expressed for the popula-
tion of patients that can benefit from it. The population EVPI will increase with (1) the 
size of the patient population whose treatment choice can be informed by additional 
evidence; and (2) the time over which evidence about the cost-effectiveness of these 
interventions is expected to be useful.

11.3.1.2 Time horizons for research decisions
The information generated by research will not be valuable indefinitely. This is be-
cause other things change over time which will have an impact on the future value 
of the information generated by research that can be commissioned today. For ex-
ample, the prices of the alternative technologies are likely to change over time (e.g. 
patent expiry of branded drugs and the entry of generic versions of those products). 
Also, new and more effective interventions become available which will eventually 
make current comparators obsolete, so information about their effectiveness will no 
longer be relevant to future clinical practice. Other information may also become 
available in the future which will impact on the value of the evidence generated 
by research that can be commissioned today. Finally, as more information about 
individual effects is acquired through greater understanding of the reasons for vari-
ability in patient outcomes, the value of evidence that can resolve uncertainty in 
expected or average effects for the patient population and/or its subpopulations will 
decline (see Section 11.5). For all these reasons there will be a finite time horizon for 
the expected benefits of additional evidence; that is, there will be a point at which 
the additional evidence that can be acquired by commissioning research today will 
no longer be valuable.

Specifying a time horizon for a particular research decision is an proxy for a com-
plex, and uncertain process of future changes (Philips et al. 2008). Nonetheless, some 
judgement is unavoidable when making decisions about research priorities. Some as-
sessment is possible based on historical evidence and judgements about whether a par-
ticular area is more likely to see earlier patent expiration, future innovations, other 
evaluative research, and the development of individualized care. Information is often 
available about clinical studies that are already planned and under way, as well as future 
innovations from registered patents and/or phase 1 and 2 trials and licensing applica-
tions. For these reasons, an assessment of an appropriate time horizon may differ across 
clinical areas and specific research proposals. The incidence of patients who can benefit 
from the additional evidence may also change over time, although this may not neces-
sarily decline as other types of effective health care change competing risks.

11.3.1.3 Research prioritization
Two questions are posed when considering whether further research should be priori-
tized and commissioned:
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◆ Are the potential expected net health benefits of additional evidence (population 
EVPI) sufficient to regard the type of research likely to be required as potentially 
worthwhile?

◆ Should this be prioritized over other research that could be commissioned with 
the same resources?

These assessments require some consideration of the costs of different types of re-
search. There is also a need to consider that the time likely to be taken for the proposed 
research to be commissioned, conducted and reported.

One way to address the question is to ask whether the health care system could generate 
similar expected net health benefits more effectively elsewhere. This is equivalent to asking 
whether the costs of the research would generate more net health benefits if these resources 
were made available to the system to provide health care. For example, estimates of the rela-
tionship between changes in UK NHS expenditure and health outcomes suggests that the 
NHS spends approximately £25 000 to gain 1 life-year and somewhat less than £15 000 to 
gain 1 QALY (Claxton et al. 2015). Using these estimates, proposed research activities that 
cost, for example, £2 m could have been used to deliver health care which is likely to save 
80 life-years and to generate more than 130 QALYs elsewhere in the NHS. If these oppor-
tunity costs of research are substantially less than the expected benefits (population EVPI) 
then it would suggest that the proposed research is potentially worthwhile.

However, most research funders have limited resources (with constraints relevant 
to a budgetary period) and cannot draw directly on the other (or future) resources of 
the health care system. Therefore, even if the population EVPI of proposed research 
exceeds these opportunity costs, it is possible that other research may be even more 
valuable. If similar analyses are conducted for all proposals competing for limited re-
search resources, it becomes possible to identify a short list of those which are likely to 
be worthwhile and then to select those that are likely to offer the greatest value.

It should be noted that the population EVPI represents only the potential or max-
imum expected benefits of research that could be conducted. There are two reasons for 
this. First, regardless of how large the sample size or how well a study is conducted, no 
research can resolve all uncertainty and provide perfect information. Secondly, there 
are usually a large number of uncertain parameters that contribute to θ and are relevant 
to differences in the net benefit of the alternative interventions; and most research de-
signs will not provide information about all of them.

Nonetheless, EVPI provides an upper bound to the value of conducting further re-
search. Therefore, when compared to the opportunity cost of conducting research (e.g. 
the health equivalent of the resources required), it can provide a necessary condition 
for a decision to conduct further research while the intervention is approved for wide-
spread use. It also provides a sufficient condition for early approval when approval 
would mean that the type of further research needed would not be possible or would be 
too costly to be worthwhile. This could be, for example, because there would be a lack 
of incentives for manufacturers, or further randomized trials would not be regarded as 
ethical and/or would be unable to recruit. In these circumstances, the population EVPI 
represents an upper bound on the benefits to future patients that would be forgone or 
the opportunity costs of early approval based on existing evidence (see Section 11.4.3).
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11.3.2 What type of evidence is needed?
The type of analysis described above indicates the potential value of resolving all the 
uncertainty surrounding the choice between alternative interventions. However, it 
would be useful to have an indication of which sources of uncertainty are most import-
ant and what type of additional evidence would be most valuable. This can provide an 
indication of the type of research design that is likely to be required, whether such a 
study will be possible once a new technology is approved for widespread use, and the 
sequence in which different studies might be conducted.

11.3.2.1 Expected value of perfect parameter information (EVPPI)
The potential expected benefits of resolving the different sources of uncertainty that 
determine the net benefit of the alternative interventions can be established using the 
same principles as calculating EVPI (Ades et al. 2004; Briggs et al. 2006). For example, 
if the net benefit (NB) of each intervention (j) depends on two (groups of) uncertain 
parameters (θ1 and θ2) that may take a range of possible values, the best decision based 
on current information is still to choose the intervention that is expected to offer the 
maximum net benefit (i.e. maxj Eθ2,θ1 NB(j, θ1,θ2)). If the uncertainty associated with 
only one of these groups of parameters (θ1) could be fully resolved (with perfect param-
eter information), the decision-maker would know which value θ1 would take before 
choosing between the alternative interventions. However, the values of the other param-
eters (θ2) remain uncertain, so the best they can do is to select the intervention that 
provides the maximum expected net health benefit for each value of θ1 (i.e. maxj Eθ2|θ1 
NB(j, θ1, θ2)). Which particular value θ1 will take is unknown before research is con-
ducted, so the expected net health benefit when uncertainty associated with θ1 is fully 
resolved is the average of these maximum net benefits over all the possible values of θ1, 
(i.e. Eθ1 maxj Eθ2|θ1 NB(j, θ1, θ2)). The expected value of perfect information about par-
ameter θ1 (EVPPIθ1) is simply the difference between the expected value of the decisions 
made with perfect information about θ1, and a decision based on existing evidence:

EVPPIθ1 = Eθ1 maxj Eθ2|θ1 NB(j, θ1, θ2) − maxj Eθ2,θ1 NB(j, θ1, θ2)  (11.2)

It should be noted that this describes a general solution for non-linear models. How-
ever, it is computationally intensive because it requires an inner loop of simulation to 
estimate the expected net benefit for each value of θ1 (Eθ2|θ1 NB(j, θ1, θ2)), as well as 
outer loop of simulation to sample the possible value θ1 could take. The computational 
requirements can be somewhat simplified if there is a multilinear relationship between 
the parameters and net benefit because the inner loop of simulation is unnecessary (if 
θ1 and θ2 are uncorrelated the mean values of θ2 will provide the correct estimate of 
Eθ2|θ1 NB(j, θ1, θ2) in equation 11.2). More efficient methods to estimate EVPPI have 
been developed and can substantially reduce this computational burden in non-linear 
models (Brennan et al. 2007; Strong et al. 2014).

11.3.2.2 Informing research design
Identifying which sources of uncertainty are most important and what type of evidence 
is likely to be most valuable is useful in two respects. It can help to identify the type of 
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research design that is likely to be required. For example, an RCT may be needed to 
avoid the risk of selection bias if additional evidence about the relative effect of an inter-
vention is required—see Chapter 8). It can also identify the most important end points 
to include in any particular research design (Claxton and Sculpher 2006). This type of 
assessment can also be used to consider whether there are other types of research that 
could be conducted relatively quickly (and cheaply) before more lengthy and expensive 
research (e.g. a large RCT) is really needed. That is, it can help to identify the sequence 
in which different types of study might be conducted (Griffin et al. 2010).

11.3.3 What type of research should be conducted?
Estimates of EVPI and EVPPI discussed in Sections 11.3.1 and 11.3.2 only provide a 
necessary condition for conducting further research. To establish a sufficient condition 
and to identify the optimal research design, estimates of the expected benefits and cost 
of sample rather than perfect information are required.

11.3.3.1 Expected value of sample information (EVSI)
The same principles of value-of-information analysis which were illustrated in 
Table  11.6 can be extended to establish the expected value of sample information 
(EVSI) for a particular research design over a range of possible sample sizes. Now, ra-
ther than identifying what choice would be made and what net benefits would result if 
each of the possible values of the parameter was known with certainty, the question is 
which choice would be made and what net benefit would result from each of the pos-
sible results of the sample. This requires a series of analytical steps to be taken:
◆ Simulating (‘predicting’) a possible sample result for each of the sampled 

parameters.
◆ Updating beliefs about the value of these parameters with the predicted sample 

result.
◆ Identifying which alternative would offer the highest net benefit if that turned out 

to be the result of the sample.
◆ Repeating this to represent the range of possible sample results.

The EVSI is simply the average of the maximum expected net benefits across all the pre-
dicted sample results (Ades et al. 2004; Briggs et al. 2006). Calculating EVSI can require 
intensive computation, especially if the relationships between the sampled parameters 
(end points in the research design) and the net benefit of the alternatives are non-linear. 
However, there are a number of ways in which this computational burden can be eased 
(Kharroubi et al. 2011; Strong et al. 2015).

11.3.3.2 Optimal sample size and other aspects of design
To establish the optimal sample size for a particular type of study, EVSI calculations 
need to be repeated for a range of sample sizes. The difference between the EVSI and 
the costs of acquiring the sample information is the expected net benefit of sample 
information (ENBS) or the societal payoff to research. The optimal sample size is 
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simply the one that generates the maximum ENBS. The same type of analysis can be 
used to evaluate a range of different aspects of research design. These include which 
end points to include, which interventions should be compared and the appropriate 
length of  follow-up. The best design is the one that provides the greatest ENBS (Tuffaha 
et al. 2014; Welton et al. 2014). It can also be used to identify whether a combination of 
different types of study might be required (Conti and Claxton 2009).

It should be recognized that the costs of research do not only include the resources 
consumed in conducting it: they also include the opportunity costs falling on the pa-
tients enrolled in the research and those whose treatment choice can be informed once 
the research reports. Therefore, optimal research design will depend, among other 
things, on whether or not patients have access to the new technology while the re-
search is being conducted and how long it will take before it reports (McKenna and 
Claxton 2011; Willan and Eckermann 2010). It is also possible to take account of the 
likelihood of research findings actually being implemented when designing research. 
For example, if the impact of a study on clinical practice depends on it reporting a stat-
istically significant result this will influence optimal sample size.

11.3.3.3 An iterative approach
Once the results of additional research are available the type of analysis discussed above 
can be repeated in an iterative process. That is, updating the synthesis of evidence, 
re-estimating the net benefits of the alternative interventions and updating the value-
of-information analysis. This facilitates a consideration of whether the research was 
indeed definitive (additional research is not worthwhile) or whether more or different 
types of evidence might be required. Similarly, value-of-information analysis can also 
provide the analytic framework to consider when to stop a clinical trial, how to allocate 
patients between the arms of a trial as evidence accumulates (sequential and group se-
quential designs) and when other types of evidence might become more important as 
the results of research are reported over time (Pertile et al. 2014).

It should be noted that assessing the value of research with hindsight and whether it has 
led to a change in clinical outcomes is potentially misleading. This is because research is 
not the only way to influence clinical practice (see Section 11.4.1), and the findings of re-
search are only one realization of the uncertainty about the potential results that could have 
been found. For example, the results of a trial might not change a decision about whether 
or not an intervention is worthwhile (with hindsight the trial realized no value). However, 
if at the time it was commissioned, there was a chance that the results could have changed 
the decision and improved net benefit, it was correctly judged to be valuable nonetheless.

11.4 Implications for approval and research decisions
Much economic evaluation is concerned with supporting decisions about whether the 
adoption of a new intervention is cost-effective compared to alternatives for a given 
group of patients. There is, however, inevitable uncertainty in knowledge about the 
relevant disease and the impacts of the range of alternative forms of management. 
Those interested in interpreting clinical evidence in the context of uncertainty gen-
erally use the principles of classical or ‘frequentist’ inference as their guide: that is, a 
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set of ‘rules’—usually defined in advance of data analysis—to establish whether a null 
hypothesis can be rejected in favour of an alternative. As described in Chapter 8, these 
statistical tools are also used by some researchers undertaking economic evaluation 
in health care (Glick et al. 2014). The link between the use of these statistical methods 
and the use of economic evaluation to guide decisions with an ultimate objective of 
improving population health subject to constraints on resources is, however, not clear  
(Claxton 1999). Rather than applying ‘rules’ regarding how much uncertainty is ‘accept-
able’, an alternative framework, founded on Bayesian decision theory (Pratt et al. 1995),  
focuses on expanding the options available to decision-makers and identifying which 
option is expected to generate the greatest gain in net benefit (Claxton et al. 2012). This 
can inform an assessment of whether more health might be gained through efforts to 
implement the findings of existing research or by acquiring more evidence to inform 
which intervention is most cost-effective.

11.4.1 Value of implementation
Overall health outcomes can be improved by ensuring that the accumulation of re-
search findings are implemented and have an impact on clinical practice. Indeed, the 
potential improvements in health outcome by encouraging the implementation of what 
existing evidence suggests is the most cost-effective intervention may well exceed the 
potential improvements in net health benefits through conducting further research.

The distinction between these two very different ways to improve overall health out-
comes is important because, although the results of additional research may influence 
clinical practice and may contribute to the implementation of research findings, it is 
certainly not the only, or necessarily the most effective, way to do so. There may be 
other more effective mechanisms (e.g. more effective dissemination of existing evi-
dence) or policies (e.g. those that offer incentives and/or sanctions to practitioners to 
undertake cost-effective interventions). In which case continuing to conduct research 
to influence clinical practice, rather than because there is real value in acquiring add-
itional evidence itself, may be inappropriate. This is because research resources could 
have been used elsewhere to acquire additional evidence in areas where it offered 
greater potential net health benefits.

However, the health benefits of conducting further research will only be realized 
(i.e. health outcomes actually improve and/or resources are saved) if the findings of 
the research do indeed have an impact on clinical practice. Recognizing that there are 
very many ways to influence clinical practice is important when considering other pol-
icies to improve implementation of research findings instead of, or in combination 
with, conducting further research (Fenwick et al. 2008; Hoomans et al. 2009; Soete-
man et al. 2011). The importance of being able to implement the findings of proposed 
research might influence its priority if implementation is unlikely, or if influencing 
clinical practice would require costly research designs (Willan and Eckermann 2010).

11.4.2 Decisions based on the balance of existing evidence?
It should be recognized that restricting attention to whether or not the results of a clin-
ical trial, meta-analysis of existing trials, or the results of a cost-effectiveness analysis 
offer statistically significant results is unhelpful for a number of reasons: it provides 
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only a partial summary of the uncertainty associated with the cost-effectiveness of an 
intervention; and it does not indicate the importance of the uncertainty for overall 
patient outcomes or the potential gains in net health benefit that might be expected 
from acquiring additional evidence that could resolve it. More importantly, failing to 
implement an intervention which is expected to offer the greatest expected net benefits 
will impose opportunity costs. This suggests that always waiting to implement research 
findings until the traditional rules of statistical significance are achieved (whether 
based on frequentist hypothesis testing or on Bayesian benchmark error probabilities) 
may well come at some considerable cost to patient outcomes and health care system 
resources (Claxton 1999). However, there are a number of issues that need to be con-
sidered before decisions to approve or to reimburse a new technology can be based on 
the balance of accumulated evidence, that is, expected cost-effectiveness and expected 
net health benefits:
◆ If approval or reimbursement means that the type of research required to gen-

erate the required evidence is impossible or more difficult to conduct, then the 
expected value of additional evidence that will be forgone by approval needs to 
be considered alongside the expected net benefits of implementation (Griffin 
et al. 2011) (see Section 11.4.3).

◆ Account must be taken of the consequences of the likelihood that widespread use 
of an intervention will be difficult or take time to reverse if subsequent research 
demonstrates that it is not cost-effective. That is, an analysis needs to reflect the 
opportunity costs associated with the chance that research finds that the interven-
tion is not cost-effective but being unable to implement these findings quickly and 
to withdraw its use (Eckermann and Willan 2006; Palmer and Smith 2000).

◆ Sometimes the implementation of an intervention will require the commitment 
of capital, infrastructure, or training costs which cannot be recovered if research 
later suggests that the intervention is not worthwhile (Eckermann and Willan 
2008). Even where these types of irrecoverable costs are not required, an inter-
vention that offers longer-term benefits but more immediate costs (e.g. any effect 
on mortality risk), is likely to commit initial losses of net benefit compensated by 
later expected gains; in other words, costs tend to be committed before the im-
provement health outcomes are achieved. In these circumstances the approval 
or reimbursement of the intervention commits irrecoverable short-term oppor-
tunity costs for each patient treated. If the uncertainty about the intervention’s 
cost-effectiveness might be resolved in the future due to commissioned research 
reporting, then it may be better to withhold approval or reimbursement until the 
research findings are available. This is more likely to be the case when a decision 
to delay initiation of treatment is possible and is associated with more limited 
health impacts; for example, in chronic and stable conditions (Claxton et al. 2012; 
Forster and Pertile 2013; McKenna and Claxton 2011).

◆ There is a quite natural aversion to iatrogenic effects; that is, the health that is lost 
through adopting a new intervention. This tends to be of greater concern than the 
same amount of health being lost through continuing to use existing interven-
tions that are less effective than others available. However, it should be noted that 
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the consequences for patients, in terms of health forgone, are the same for both 
types of decisions. Furthermore, this ‘aversion’ depends entirely on which inter-
vention happened to have diffused into common clinical practice first.

These considerations can inform an assessment of whether more health is expected 
to be gained by implementing the findings of existing research or by delaying im-
plementation until more evidence is available, or until other sources of uncertainty 
resolve. Therefore, there are many circumstances where approval or reimbursement 
should not be based simply on the balance of evidence (i.e. expected cost-effectiveness 
or expected net benefit) (Eckermann and Willan 2008; Griffin et al. 2011). However, 
there is certainly no single ‘rule’ based on notions of the statistical significance. These 
considerations can be dealt with explicitly and quantitatively within a well conducted 
value-of-information analysis (Claxton et al. 2012).

11.4.3 Approval with research or approval only in research?
Decisions about the approval or reimbursement of new medical technologies are in-
creasingly being made close to their launch when there may be substantial uncertainty 
surrounding their cost-effectiveness (Tunis and Pearson 2006). It poses the question 
of whether a new technology should be approved but additional evidence sought, or 
whether its widespread use should be restricted until the additional evidence is avail-
able. This is, then, a question of whether coverage with evidence development is ap-
propriate and how the entry of new technologies into health care systems ought to be 
managed (Claxton et al. 2012; Garrison et al. 2013; Walker et al. 2012). To address this, 
an assessment is necessary of the value to current patients of offering early access to a 
new technology based on currently available evidence, and the value to future patients 
of being able to conduct the research which would provide the evidence needed to re-
solve the uncertainty about whether the new technology is worthwhile (Eckermann 
and Willan 2006; Griffin et al. 2011).

If a new technology is expected to be cost-effective based on existing evidence 
there will be value to current patients of early approval (the additional health benefits 
gained). This assessment is likely to be uncertain, so further research may be worth-
while, which will offer additional net benefits for future patients. If the research can be 
conducted while the new technology is approved for widespread use, then approving 
the technology with research would enable gains in net benefit for both current and 
future patients. If the new technology is not expected to be cost-effective, further re-
search might still be worthwhile if this assessment is uncertain. In these circumstances 
the technology can be approved for use only in research, with this restriction being 
reconsidered on the research reports. If decisions to approve can be easily reversed and 
do not commit the type of irrecoverable costs discussed in Section 11.4.2, this suggests 
that approval with research (or coverage with evidence development) will be appro-
priate if a technology is expected to be cost-effective and restricting access to approval 
only in research if it is not (Chalkidou et al. 2007).

However, the approval of a technology for widespread use may reduce the prospects 
of conducting the research which can provide the required evidence. For example, if 
the key source of uncertainty was the relative effect of the new technology, then the type 
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of randomized trial that might be needed to provide an unbiased estimate is unlikely 
to be possible once the technology is approved for widespread use. This is because ran-
domization is unlikely to be regarded as ethical and a trial would be unable to recruit 
informed patients who already have access to the new technology (Miller and Pearson 
2008; Pearson et al. 2006). There would also be limited incentives for manufacturers 
to conduct the research once their technology has unrestricted market access. Unless 
it is possible to provide the additional evidence needed from the type of observational 
data that are likely to be available, there will be a trade-off between the additional net 
benefits of approval based on current evidence and the net benefits to future patients 
of conducting research which will no longer be possible as a consequence of approval.

Therefore, restricting the approval of a new technology to only in research may well 
be appropriate even when it is expected to be cost-effective based on current evidence 
(even if initial approval does not commit irrecoverable costs and could be easily re-
versed; see Section 11.4.2). For example, a technology with an ICER just equal to the 
cost-effectiveness threshold might be judged to be (just) cost-effective but will offer no 
additional expected net health benefits to current patients based on existing evidence 
(see Section 4.2). There may well be substantial net benefits for future patients from 
conducting further research which may not be possible if it is approved for widespread 
use. In these circumstances, withholding approval of a cost-effective technology until 
valuable research has been conducted would improve health outcomes overall (Clax-
ton et al. 2012; Griffin et al. 2011; McKenna and Claxton 2011).

11.5 Uncertainty, heterogeneity, and individualized care
There are two important ways in which patient outcomes can be improved. One is by 
acquiring additional evidence to resolve the uncertainty in the expected effects of an 
intervention. The other is by understanding the sources of variability and dividing the 
population into finer subgroups where the intervention will be expected to be cost-
effective in some but not in others (see Chapters 8 and 10 for further discussion on 
heterogeneity). However, a greater understanding of heterogeneity also has an impact 
on the value of additional evidence (Espinoza et al. 2014). As more subgroups are de-
fined, the precision of the estimates of effect is necessarily reduced (the same amount 
of evidence offers fewer observations in each subgroup). The uncertainty about which 
intervention is most cost-effective may be reduced in some (e.g. where it is particularly 
effective or positively harmful), but increase in others. Therefore, the value of add-
itional evidence per patient may be higher or lower in particular subgroups. In the 
limit, as more sources of variability are observed, the value of additional evidence will 
fall (the sum across all subgroups of the population). Indeed, if all sources of variability 
could be observed then there would be no uncertainty at all.

Value-of-information analysis can be applied within each subgroup based on ex-
isting evidence (Colbourn et al. 2007; Espinoza et al. 2014). This is useful because it 
can indicate which types of patient need to be included in any future research design 
and those who could be excluded. Although the potential value of additional evidence 
about the whole population is simply the sum of values for each of its subpopulations, 
the value of acquiring evidence within only one subgroup depends on whether that 
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evidence can also inform decisions in others. For example, evidence about the relative 
effect of an intervention in one subgroup might also inform the relative effect in oth-
ers. On the other hand, evidence about a subgroup-specific baseline risk might not be 
relevant to others. In principle, these questions of ‘exchangeability’ of evidence can be 
informed by existing evidence and ought to be reflected in how it is synthesized and the 
uncertainties characterized.

There is potential value of conducting additional research which might not resolve 
uncertainty but, instead, reveal the reasons for variability in outcomes. Such research 
informs which patient subgroups could benefit most from an intervention, or the 
choice of the physician and patient in selecting care given the symptoms, history, and 
preferences (i.e. individualized care) (Basu 2011; Basu and Meltzer 2007). This type of 
research may be very different from the type of evaluative research that reduces uncer-
tainty about estimates of effectiveness. For example, it might include research into the 
value of diagnostic technologies and pharmacogenetics, analysis of observational data, 
and treatment selection as well as novel trial designs which can reveal something about 
the distribution of outcomes in different subgroups (Basu 2015).

This type of analysis can start to inform decision-makers whether resources should 
be invested in a range of possible activities. These include providing early access to new 
technologies; ensuring the findings of existing (or commissioned) research are (or will 
be) implemented; conducting research to provide additional evidence about particular 
sources of uncertainty in some (or all) subgroups; and conducting research which can 
lead to a better understanding of variability in effects. Of course, some combination 
of these policy choices may well offer the greatest impact on overall health outcomes.

11.6 Concluding remarks
The discussion in previous sections of this chapter has been founded on a health care 
system which faces some constraints on the growth of health care expenditure. In such 
systems, additional costs displace other care that would have otherwise generated im-
provements in health, so costs and health effects can be expressed as net health bene-
fit. However, in all systems, interventions impose costs (or offer benefits) which fall 
outside the health care system and displace consumption rather than health. In other 
circumstances health care costs may fall entirely on consumption. As discussed in 
Chapter 4, if some consumption value of health is specified, then these effects can also 
be expressed as their health equivalent and included in the expression for net health 
benefit. Alternatively, impacts on health, health care resources and consumption can 
also be expressed in terms of the equivalent consumption effects (see Sections 4.3.3 and 
4.3.4). Therefore, the methods of analysis outlined in this chapter are not restricted to 
cost-effectiveness analysis applied in health care systems where health expenditure is 
constrained and/or where decision-making bodies disregard effects outside that sys-
tem (see Section 4.5.3). It is just as relevant to an appropriately conducted cost-benefit 
analysis (i.e. one which accounts for the impact of any constraints on health care ex-
penditure). Equally, the principles of value-of-information analysis can be usefully 
applied even in circumstances where decision-making bodies are unwilling or unable 
to explicitly include any form of economic analysis in their decision-making process. 



CHARACTERIZING UNCERTAINTY 423

For example, a quantitative assessment of the expected health (rather than net health) 
benefits of additional evidence is possible by applying value-of-information analysis 
to the results of standard methods of systematic review and meta-analysis (Claxton 
et al. 2013).
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Chapter 12

How to take matters further

12.1 Taking matters further
We hope that, after reading this book, you have a taste for economic evaluation in 
health care and want to pursue your interests. In this concluding chapter we offer a few 
practical hints.

12.2 Further reading and key sources of literature
The other major general text on economic evaluation in health care is the report of 
the work of the Washington Panel by Gold et al. (1996), shortly to be updated. There 
is also another recent text by Hunink et al. (2014). In addition, a series of workbooks, 
published by Oxford University Press, go into more detail on various aspects of eco-
nomic evaluation, including trial-based analyses (Glick et al. 2014), modelling (Briggs 
et al. 2006), quality of life measurement (Brazier et al. 2007), cost-effectiveness analysis 
(Clarke et al. 2011), and cost-benefit analysis (McIntosh et al. 2010).

Also, it is important to keep abreast of the literature in applied studies and methodological 
developments. These are published in a wide range of sources, including several specialist 
clinical journals in different fields. Journals to consult regularly include the European Jour-
nal of Health Economics, Health Economics, the International Journal of Technology Assess-
ment in Health Care, Medical Decision Making, PharmacoEconomics, and Value in Health.

Finally, the Centre for the Evaluation of Value and Risk in Health (CEVR) at Tufts 
New England Medical Center maintains a registry of economic evaluations in health 
care (<https://research.tufts-nemc.org/cear4/>). The CEA Registry is a comprehensive 
database of around 4000 cost-effectiveness studies using quality-adjusted life-years 
(QALYs), covering a wide variety of diseases and treatments, and is a useful starting 
point for a literature search for economic evaluations on a particular clinical topic, or 
studies embodying a particular methodological approach.

12.3 Planning and undertaking an economic evaluation
Most empirical studies are undertaken by a multidisciplinary team, containing the rele-
vant skills in health economics, epidemiology, medical statistics, information science, 
and relevant clinical expertise (depending on the disease or topic being studied).

The starting point should always be to pose the question ‘who needs this study and 
why?’ This is critical because, to a large extent, it will determine the study perspective, 
the alternative options to be compared and, in some cases, key elements of the methods 
to be used.
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In some situations the audience for the study will be self evident, particularly if it 
is being conducted to inform a defined reimbursement decision or recommendation, 
such as to list a drug on a national formulary or to initiate a vaccination or screening 
programme. Often the decision-making body requesting the study may have published 
methods guidance, as discussed in Chapter 3. If the study is being performed to guide 
decisions in general, it is still advisable to have a decision-maker, or decision-makers, 
in mind, whether these be individual clinical practitioners in the field concerned, the 
head of a hospital department, or the manager of a health plan.

The reason is obvious. The point of undertaking applied research is that someone 
will act upon it, so the study needs to be relevant to the setting in which the decision 
is being taken, reflecting its objectives and constraints (in particular the budgetary re-
sponsibilities). The responsibility of the decision-maker regarding delaying decisions, 
requiring or commissioning research, or negotiating the price of a technology are also 
important in planning appropriate uncertainty analysis (see Chapter 11). On some oc-
casions it might be useful to go even further and anticipate some of the issues in im-
plementing the results of the research (e.g. the costs of any necessary organizational 
changes), although we appreciate that many researchers consider this to be someone 
else’s responsibility.

If the decision-making context really cannot be specified, although we think that it 
almost always can, the only option would be to conduct a study considering a broad 
range of costs falling on different decision-makers’ budgets comparing all the relevant 
alternatives, in the hope that it will appeal to one or more unspecified decision-makers 
some time in the future! At any rate, it is always useful to try to specify the study ques-
tion as precisely as possible, as outlined in Chapter 3 (Section 3.2.1).

Certainly, it will be important to anticipate any publication of the research. This in-
cludes being sure that you will be able to meet generally accepted criteria for reporting 
economic evaluations (e.g. those implied by the checklist in Chapter 3, Box 3.1) and the 
ethical principles specified by the International Committee of Medical Journal Editors 
(<http://www.icmje.org>).

12.4 Expanding your network in economic evaluation
One of the best ways of enhancing your knowledge and expertise in economic evalu-
ation is to interact with others in the field. If you work in a large research centre this 
will be relatively easy, but many analysts working in the field may not have this op-
portunity. Fortunately, there are a number of scientific societies and associations that 
hold regular scientific meetings where you will have the opportunity to meet other 
researchers.

The largest and most broadly based society is the International Society for Pharma-
coeconomics and Outcomes Research (ISPOR). This holds one conference in North 
America and one in Europe every year, with meetings in alternate years in Asia and 
South America. In addition, the society’s website (<http://www.ispor.org>) contains 
considerable amounts of useful information, including several Good Research Prac-
tices Task Force Reports, covering many of the aspects of economic evaluation dis-
cussed in this book.
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The Society for Medical Decision Making (SMDM) (<http://www.smdm.org>) holds 
annual meetings in North America and a biannual meeting in Europe. Membership of 
this society is of particular use to researchers interested in decision-analytic modelling 
and methodological developments in economic evaluation.

Health Technology Assessment International (HTAi) (<http://www.htai.org>) is 
also a broadly based society, which has a substantial membership from the organiza-
tions and agencies that conduct or use economic evaluations in their decision-making 
processes. This society holds an annual meeting in different regions of the world and 
should be of particular interest to researchers concerned with the interface between 
research and policy-making.

Finally, the main professional associations of health economists also hold confer-
ences that include discussions on economic evaluation, alongside other research  
areas including health care financing and organization, health care markets and in-
centives, health system performance, health econometrics, and global health. The 
main associations are the International Health Economics Association (<http://www.
healtheconomics.org>), the American Society of Health Economists (<http://www.
ashecon.org>), and the European Health Economics Association (<http://www.euhea.
eu>). There are also many national associations of health economists.

12.5 Looking to the future
Through four editions of this book, spanning 28 years, we have documented how 
the field of economic evaluation in health care has advanced, both in terms of meth-
ods and practice. No doubt further advances will be made in the near future. We 
cannot anticipate those here, nor prevent the book becoming out of date. However, 
we do hope that, by reading the book, you become quickly conversant with the 
methods of economic evaluation and make your own contribution to this rapidly 
developing field.
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