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The series Advances in Pharmaceutical Technology covers the principles, methods, and 
technologies that the pharmaceutical industry use to turn a candidate molecule or new 
chemical entity into a final drug form and hence a new medicine. The series will explore 
means of optimizing the therapeutic performance of a drug molecule by designing and 
manufacturing the best and most innovative of new formulations. The processes associated 
with the testing of new drugs, the key steps involved in the clinical trials process, and the 
most recent approaches utilized in the manufacture of new medicinal products will all be 
reported. The focus of the series will very much be on new and emerging technologies and 
the latest methods used in the drug development process.

The topics covered by the series include:

 ● Formulation: the manufacture of tablets in all forms (caplets, dispersible, fast‐melting) 
will be described, as will capsules, suppositories, solutions, suspensions and emulsions, 
aerosols and sprays, injections, powders, ointments and creams, sustained release, and 
the latest transdermal products. The developments in engineering associated with fluid, 
powder and solids handling, solubility enhancement, and colloidal systems including 
the stability of emulsions and suspensions will also be reported within the series. The 
influence of formulation design on the bioavailability of a drug will be discussed and 
the importance of formulation with respect to the development of an optimal final new 
medicinal product will be clearly illustrated.

 ● Drug delivery: The use of various excipients and their role in drug delivery will be 
reviewed. Amongst the topics to be reported and discussed will be a critical appraisal of 
the current range of modified‐release dosage forms currently in use and also those under 
development. The design and mechanism(s) of controlled release systems, including 
macromolecular drug delivery, microparticulate controlled drug delivery, the delivery of 
biopharmaceuticals, delivery vehicles created for gastro‐intestinal tract targeted delivery, 
transdermal delivery, and systems designed specifically for drug delivery to the lung will 
all be reviewed and critically appraised. Further site‐specific systems used for the 
delivery of drugs across the blood–brain barrier will be reported, including dendrimers, 
hydrogels, and new innovative biomaterials.

 ● Manufacturing: The key elements of the manufacturing steps involved in the production 
of new medicines will be explored in this series. The importance of crystallization; batch 
and continuous processing, seeding; mixing including a description of the key engi-
neering principles relevant to the manufacture of new medicines will all be reviewed and 
reported. The fundamental processes of quality control including good laboratory prac-
tice (GLP), good manufacturing practice (GMP), quality by design (QbD), the Deming 
cycle, regulatory requirements, and the design of appropriate robust statistical sampling 
procedures for the control of raw materials will all be an integral part of this book series.
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An evaluation of the current analytical methods used to determine drug stability, the 
quantitative identification of impurities, contaminants, and adulterants in pharmaceutical 
materials will be described as will the production of therapeutic biomacromolecules, 
bacteria, viruses, yeasts, moulds, prions, and toxins through chemical synthesis and emerg-
ing synthetic/molecular biology techniques. The importance of packaging including the 
compatibility of materials in contact with drug products and their barrier properties will 
also be explored.

Advances in Pharmaceutical Technology is intended as a comprehensive one stop shop 
for those interested in the development and manufacture of new medicines. The series will 
appeal to those working in the pharmaceutical and related industries, both large and small, 
and will also be valuable to those who are studying and learning about the drug development 
process and the translation of those drugs into new life‐saving and life‐enriching medicines.

Dennis Douroumis
Alfred Fahr

Juergen Siepmann
Martin Snowden

Vladimir Torchilin



Preface

While computer‐aided drug design (or rational drug design) has been practised for half a 
century, the application of computational modeling to drug delivery and pharmaceutical 
formulations “computational pharmaceutics” has emerged only in recent years. In 
combination with existing branches of pharmaceutics, it offers rapidly growing potential 
for developing rational, deductive, and knowledge‐based strategies in pharmaceutics. Thus, 
this discipline has emerged and grown enormously in importance. Exploiting the 
exponential growth in power of high performance computing systems, computational 
 pharmaceutics has the ability to provide multiscale lenses to pharmaceutical scientists, 
revealing mechanistic details ranging across chemical reactions, small drug molecules, 
proteins, nucleic acids, nanoparticles, and powders to the human body.

Given the advances in the field, it is becoming increasingly important that pharmaceu-
tical scientists have cognizance of computational modeling, which may be anticipated to 
become a more common part of postgraduate curricula. While the fundamental theories 
and technical implementations of many of the methods in this book are complex, the 
 computational software is becoming much more readily accessible and usable. Hence, it is 
no longer a prerequisite to understand in detail how the methods work at the theory and 
computer coding levels in order to gain substantial insights and benefits from carrying out 
simulations. Written for an audience with little experience in molecular modeling, with a 
focus on applications, this book will prove an excellent resource for researchers and 
 students working in pharmaceutical sciences. We anticipate it will be useful not only for 
pharmaceutical scientists but more broadly for computational chemists looking to move 
into the pharmaceutical domain, for those working in medicinal chemistry, materials 
 science, and nanotechnology.

Defang Ouyang
Sean C. Smith

March 2015
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1.1 What Is Computational Pharmaceutics?

It is a given that active pharmaceutical ingredients (APIs) should be made into safe and 
effective dosage forms or formulations before administration to patients. Pharmaceutics 
is the discipline to make an API into the proper dosage form or medicine, which may 
then be safely and effectively used by patients [1]. Pharmaceutics also relates to the 
absorption, distribution, metabolism, and excretion of medicines in the body. Branches 
of pharmaceutics include formulation development, pharmaceutical manufacture and 
associated technologies, dispersing pharmacy, physical pharmacy, pharmacokinetics, 
and biopharmaceutics [1–4]. Today there are various dosage forms, such as tablets, 
capsules, solutions, suspensions, creams, inhalations, patches, and recently nanomedicines 
(e.g., liposomes, nanoparticles, nanopatches). Although numerous new techniques have 
been developed for the form of dosage, current development of drug formulations still 
strongly relies on personal experience of pharmaceutical scientists by trial and error in 
the laboratory [1]. The process of formulation development is laborious, time‐ 
consuming, and costly. Therefore, the simplification of formulation development becomes 
more and more important in pharmaceutical research. Computational pharmaceutics 
involves the application of computational modeling to drug delivery and pharmaceutical 

Introduction to Computational 
Pharmaceutics

Defang Ouyang1 and Sean C. Smith2

1 Institute of Chinese Medical Sciences, University of Macau, Macau
2 School of Chemical Engineering, University of New South Wales, Australia

1



2 Computational Pharmaceutics

nanotechnology. In combination with existing branches of pharmaceutics, it offers 
 rapidly growing potential for developing rational, deductive and knowledge‐based 
strategies in pharmaceutics.

With stunningly rapid advances in hardware, theory and software algorithms, com-
puter simulation is now able to model complex systems, which may be difficult, 
costly, or even impractical to measure or monitor directly by experiment [5, 6]. The 
first example of computer modeling was the simulation of the nuclear bomb process 
in the Manhattan Project, World War II. With the development of high performance 
computing, multiscale modeling techniques have been widely pursued, from quantum 
mechanics (QM) and molecular dynamics (MDs) to stochastic Monte Carlo methods, 
coarse grained dynamics, discrete element methods (DEMs), finite element methods 
as well as advanced analytical modeling. In principle, all properties of all systems are 
able to be described by QM. However, first principle calculations are limited to small 
systems, <1000 atoms, which is impractical for solving applications of large mole-
cules or systems [5, 6]. MD simulations mimic the physical motion of atoms and mol-
ecules under Newton’s laws of physics, which is applicable to larger systems 
containing millions of atoms [5, 6]. MD simulation is based on molecular mechanics, 
which models the interactions between atoms with force fields. Monte Carlo (MC) 
simulation uses the same empirical force field as MD simulation. However, MC sim-
ulation features playing and recording the results in casino‐like conditions by repeated 
random sampling [5, 6]. Thus, unlike MD simulation, MC simulation cannot offer 
dynamical information with time evolution of the system in a form suitable for view-
ing. MC methods are especially useful for modeling systems with significant uncer-
tainty and high degrees of freedom, such as polymer chains and protein membranes. 
For much larger systems, coarse‐grain models do further classical approximations 
by  treating functional groups as rigid bodies of constrained particles [5,  6]. The 
DEM is one of the numerical methods for computing the motion and effect of a 
large number of small particles, which is widely used in the pharmaceutical process 
and manufacturing [5, 6].

In the past three decades, the application of computational modeling approaches in 
the field of drug design (e.g., QSAR, ligand docking) has been intensively developed 
to the point of being a mature field [7]. Pharmaceutical research is, however, a far 
broader field than drug design alone. Proceeding beyond drug design, the application 
of computational modeling to drug delivery and pharmaceutical nanotechnology, com-
putational pharmaceutics, is a very new field with great potential for growth [8]. As 
shown in Figure 1.1, computational pharmaceutics has the ability to provide multiscale 
lenses to pharmaceutical scientists, revealing mechanistic details ranging across the 
chemical reactions of small drug molecules, proteins, nucleic acids, nanoparticles, and 
powders with the human body. The aim of this book is to provide a contemporary over-
view of the application of computational modeling techniques to problems relating to 
pharmaceutics (drug delivery and formulation development) that will be of great rele-
vance for pharmaceutical scientists and computational chemists in both industry and 
academia. Contributions from leading researchers cover both computational modeling 
methodologies and various examples where these methods have been applied successfully 
in this field.



Introduction to Computational Pharmaceutics 3

1.2 Application of Computational Pharmaceutics

Polymorphism of small drug molecules (e.g., crystal, hydrate, solvate, salt, cocrystal) 
plays a very important role in pharmaceutical research because it greatly influences the 
dissolution behavior and the bioavailability of pharmaceutical products. Thus, crystal 
structure prediction (CSP) methods have gained wide attention from pharmaceutical scien-
tists. Chapter 2 discusses the general principles of CSP and recent progress in solid form 
screening by the crystal energy landscape method.

Cyclodextrins are a family of cyclic oligosaccharides, which are widely used in drug 
delivery and formulations for the solubilization of poorly soluble drugs. In Chapter 3, the 
physicochemical principles of cyclodextrin/drug complexation, experimental characteriza-
tion and recent theoretical progress of drug/cyclodextrin modeling are discussed.

Polymeric‐based micellar vehicles have been widely used in pharmaceutics for the 
delivery of both hydrophilic and lipophilic drugs. Multiscale modeling for polymeric‐based 
vehicles for drug delivery is discussed in Chapter  4, including different computational 
approaches, micellar self‐assembly and stability, the interaction of Taxol with model cel-
lular membranes, and Taxol–tubulin association.

Solid dispersion refers to the dispersion of drug molecules in carriers in a solid state, 
prepared by the hot melting method. Poor physical stability has strongly hindered the com-
mercialization of this technique. Chapter 5 discusses the possible molecular structure of 
amorphous solid dispersions and the mechanism of physical stability of this technology.

Biological lipid membranes are the key to drug absorption and bioavailability. Liposomes, 
artificially prepared vesicles with a phospholipid bilayer, are widely employed in drug 
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delivery for cancer and other diseases. Chapter 6 reviews the theoretical progress of lipid 
membrane models, small‐molecular uptake and permeation across lipid membranes, 
nanoparticle–membrane interaction, and the mechanism of chemical penetration enhancers.

Protein/peptide drugs are becoming increasingly important in the pharmaceutical market. 
However, the development of stable and effective formulations for biopharmaceuticals is still 
quite challenging for pharmaceutical scientists. Chapter 7 summarizes the diverse modeling 
results on the solution behavior of protein formulation, including protein aggregation path-
ways in liquid formulations, protein‐cosolvent interactions, and protein–protein interactions.

Inorganic nanoparticles had been increasingly utilized for drug/gene delivery in recent 
decades. One of the main advantages of nanoparticle drug delivery systems is the targeting 
effect to specific organs and tissues. Chapter 8 discusses recent progress in computational 
modeling of inorganic nanoparticle drug delivery systems: carbon nanotubes, graphene/
graphene oxide, silica, and gold nanoparticles.

Although the concept of nanodiamonds (diamond nanoparticles) for drug delivery is still in 
its infancy, recently nanodiamonds have been widely studied for bio‐imaging and drug target-
ing for improved chemotherapeutic effect. Chapter 9 reviews the structure of the individual 
nanodiamond, its surface chemistry and interactions, and nanodiamond drug delivery systems.

Layered double hydroxides (LDHs) are composed of nanoscale cationic brucite‐like 
layers and exchangeable interlayer anions. LDH nanoparticles are an efficient drug delivery 
system for anionic chemicals, such as small drug molecules (e.g., methotrexate, heparin) 
and nucleic acids (RNA and DNA). In Chapter 10, different computational approaches are 
discussed to investigate the properties and interactions of LDH/anion systems.

The structure of particles or powders plays an important role in many dosage forms, such 
as tablets, granules, and capsules. However, the microstructure of these dosage forms is 
less well investigated. Chapter 11 reviews the principles of synchrotron radiation‐based 
microtomography (SR‐μCT) and its application to determine the particulate architecture of 
granules, osmotic pump tablets. and HPMC matrix tablets.

Physiology‐based pharmacokinetics plays an important role in pre‐clinical drug development 
and formulation development. Chapter  12 discusses the principles of pharmacokinetic 
modeling and simulation and commercially available models for pharmaceutical scientists.

1.3 Future Prospects

“Today the computer is just as important a tool for chemists as the test tube” (Karplus, 
Levitt, and Warshel, Nobel Prize in Chemistry 2013). Analogous to the paradigm shift of 
drug development in the past three decades by computer‐aided drug design, computational 
pharmaceutics also has great potential to shift the paradigm of drug delivery research in the 
near future [8].
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2.1 Introduction

The fundamental interrelationships between crystal structure, properties, performance and 
processing of a drug form the basis of “turning the development of pharmaceutical prod-
ucts from an art into a science” [1]. Thus, the development of an active pharmaceutical 
ingredient (API) into a pharmaceutical product requires detailed knowledge of its solid state 
forms and their physical properties. Even if the drug is not going to be delivered in a solid 
tablet, for example from a transdermal patch, there is a need to avoid crystallisation in the 
product. The manufacturing process will usually involve crystallisation as a purification 
step, possibly for separating out enantiomers as well as less similar synthetic impurities. 
Hence the design of the manufacturing process requires information about the solid forms 
that could be involved, including any hydrates or solvates [2].

An API rarely has only one crystalline phase. There may be polymorphs, hydrates, sol-
vates, salts or cocrystals, though only cases where the solvent, counterion or coformer is 
pharmaceutically acceptable can be considered for development into a drug product. Salts 
and cocrystal forms can be used to improve solubility and dissolution rate [3]. Hence, a 
careful consideration of all alternatives is needed to select the physical form that will be 
used in the product, and the stability of multicomponent crystalline forms relative to their 
components is a key property [4].

Crystal Energy Landscapes for 
Aiding Crystal Form Selection

Sarah L. Price
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Polymorphism [5, 6], the ability of a molecule (or defined stoichiometry hydrate, salt or 
cocrystal) to adopt more than one crystal structure, plays an important role in pharmaceu-
tical development, because the physical properties of a crystal, most critically the solubility 
and dissolution rates, can differ between polymorphs. Thus, the pharmaceutical product 
must contain just the approved polymorphic form. A drug is most often formulated using 
the most stable polymorph to avoid potential problems of phase transformations during 
storage. However, since metastable polymorphs or even amorphous forms may have better 
properties, particularly being more soluble, a metastable form may be developed provided 
that transformation to the more stable form during production and storage can be excluded. 
Unfortunately, molecules do not necessarily readily crystallise in their most stable form: 
indeed Ostwald’s Rule of Stages [7] encapsulates the observation that metastable forms tend 
to be the first observed. The problem is that, once a more stable form has been nucleated, it 
can prove very difficult if not practically impossible to produce the metastable crystal 
structure, giving rise to the phenomenon of disappearing polymorphs [8]. There was a huge 
expansion of industrial and academic research into organic polymorphism after the Norvir® 
crisis, when Abbott Laboratories had to reformulate ritonavir at considerable expense after 
a novel, thermodynamically more stable, considerably less soluble polymorph emerged 
two years after the launch [9]. This led to the development of many solid form screening 
and characterisation methods [10]. However, polymorphism still causes problems within the 
industry, such as the crystallisation of rotigotine within the transdermal patches being used to 
deliver it to sufferers of Parkinson’s disease in 2008 [11]. How can you ensure experimentally 
that the most stable crystalline form is known? One rare example of knowing that the most 
stable form has not yet been crystallised has been reported for a melatonin agonist, because the 
inactive enantiomer has two polymorphs and despite extensive efforts only the corresponding 
metastable form can be found for the active enantiomer [12]. The rationalisation is that the 
inactive enantiomer has come into contact with a chiral substance or surface capable of nucle-
ating its most stable polymorph. It is the uncertainty in knowing that the most stable form has 
been crystallised that led to considerable practical interest in developing a computational 
method of predicting the most stable crystal structure of a given API [4].

Crystal structure prediction (CSP) methods gained their name decades ago, when people 
were trying to predict the crystal structure of a molecule, assuming that polymorphism was 
unlikely. The challenge was to predict the crystal structure of a molecule from just the 
chemical diagram. Success would indicate that all the factors which determined which 
crystal structure was adopted had been incorporated into the model. Most methods assumed 
that this involved searching for the most thermodynamically stable crystal structure, assuming 
that thermodynamics was the major determinant. The hope behind the first CSP programs 
was that there would be a significant energy difference between the observed structures and 
the hypothetical structures generated, a hope that was quickly dashed [13, 14]. The growing 
realisation that the prediction of crystal structures was industrially relevant, as well as being 
a fundamental scientific challenge, led to the Cambridge Crystallographic Data Centre 
organising blind tests of CSP [15–19]. In these tests, groups developing CSP methods are 
sent the chemical diagrams of the molecules whose solved crystal structures are kept con-
fidential until the groups have submitted three predictions by a deadline. The accounts of 
the discussion of the results form an excellent review of both the variety of methodologies 
and the progress in the field, as well as showing the low success rate (Figure 2.1). In the 
fourth blind test (CSP2007), one group had the remarkable success of correctly predicting 
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all four targets [20]. In the following test, the variety of target systems was increased to 
include a molecular salt, polymorphs of a hydrate and a molecule of a size that is more 
relevant to pharmaceutical development (C

25
H

22
N

2
O

4
S

2
, XX in Figure  2.1). The crystal 

structure of this “model pharmaceutical” required a significant adaption of the method-
ology and was successfully predicted by two groups [21] but not by the approach which 
had been successful for the smaller molecules. Hence, the methodology of CSP studies is 
still actively evolving and is a challenge to computational chemistry methods. Future blind 
tests will help to evaluate progress, with computational costs (currently measured in CPU 
years for larger molecules) being only part of the challenge.

Polymorphism has always been acknowledged as a complicating factor in the interpretation 
of blind test results. Indeed further experimentation after blind tests found novel polymorphs 
for XXI [22], IV [23] and VI [24]. Whilst the thermodynamically most stable structure has to 
be found, which of the structures that are competitive in energy should correspond to 
polymorphs? CSP methods usually generate more plausible crystal structures than observed 
polymorphs, raising many questions about organic crystallisation [25]. This has led to the 
concept of a crystal energy landscape, a set of structures that are sufficiently low in energy 
to be potential polymorphs [26], and the question as to how these energy landscapes relate 
to the experimental crystal structures that the molecule could adopt. More practically, how 
can the calculated crystal energy landscapes help establish the true diversity of solid forms 
and act as a complement to other polymorph screening techniques?

Thus this chapter is divided into two sections. First, the general principles behind the 
computational approaches [27] that have been successful in blind tests will be outlined, with 
particular emphasis on the challenges for pharmaceutical molecules with their greater struc-
tural complexity. Pharmaceutical applications of CSP differ from those of computational 
materials design, where the aim is to suggest molecules whose crystals will have particular 
properties and avoid the synthesis of unpromising molecules. For example, an isolated mol-
ecule can have a large nonlinear optical coefficient, but if it crystallises in a centrosymmetric 
space group, the crystalline material will not be optically active. Molecular electronics, ener-
getics, pigments and porous frameworks are other classes of functional materials where CSP 
methods have be applied. The blind tests are more closely aligned with the materials design 
problem, whereas for pharmaceutical applications, there may already be relevant experi-
mental information that can be used to focus computational efforts, or known problems that 
need to be understood at the molecular level. The second section will therefore review some 
recent work where the crystal energy landscapes have been used as a complement to detailed 
experimental work on model pharmaceuticals, which indicates the potential use of CSP 
studies to complement experimental solid form screening.

2.2 CSP Methods for Generating Crystal Energy Landscapes

CSP methods [28] based on searching for the most thermodynamically stable crystal struc-
tures have to compromise between the number and range of crystal structures considered 
and the approximations used in evaluating the crystal energy. Current methods are based on 
the lattice energy as an approximation to the crystal energy, that is the energy of a com-
pletely ordered crystal at 0 K ignoring zero‐point vibrational effects. This is only seeking 
the group of energetically favourable crystal structures and does not necessarily give the 
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correct relative ranking of enantiotropically related polymorphs, whose relative stability 
order changes with temperature. The lattice energy is defined as the energy of an infinite, 
perfect, static crystal relative to the molecules in their lowest energy conformation at infinite 
separation.

Early work on CSP concentrated on simple rigid molecules, and in blind tests the molec-
ular diagram is given (Figure 2.1). In applications, it is necessary to check whether you are 
modelling the appropriate molecules, and not their isomers or tautomers. The crystal energy 
landscapes are very different for different isomers [29], structural analogues or chemically 
closely related molecules [30]. A proton position can make a huge difference, for example 
the expected hydrogen bonding motif between a pyridine and a carboxylic acid is the same 
as between the corresponding pyridinium ion and carboxylate group, such that it would 
be  reasonable to expect the crystal structures to be essentially the same apart from the 
acidic proton. However, comparing the crystal energy landscapes for three pyridinium car-
boxylate salts with those of the corresponding pyridine:carboxylic acid cocrystals showed 
considerable differences in the lower energy structures, except in the case where the proton 
is found to be disordered [31].

2.2.1 Assessment of Flexibility Required in Molecular Model

The definition of the lattice energy leads naturally to its separation into an intermolecular 
part, U

inter
, and the intramolecular energy penalty paid for changing the conformation of the 

molecule to improve the molecular packing, ΔE
intra

, giving E U Elatt inter intra. There is an 
important distinction between minor conformational changes and those that change the 
shape of the molecule and correspond to different conformers [32]. Minor changes of a few 
degrees in torsion angles, or amide pyramidalisation, methyl rotation or similar changes in 
proton positions for given covalent bonding can have a significant effect on the lattice 
energy but are usually refined in later stages of generating the crystal energy landscapes. 
Major changes, such as rotations about torsions which result in a significant change in the 
molecular shape or the relative positions of hydrogen bonding donors and acceptors, need 
to be considered explicitly within the search to ensure that the possibility of any of these 
conformations generating low energy crystal structures is considered. In general, mole-
cules adopt low energy conformations in their crystal structures [32, 33]. However, there 
are exceptions, for example when the low energy conformation of the isolated molecule has 
an intramolecular hydrogen bond, which does not appear in the crystal structure because an 
intermolecular hydrogen bond is more favourable. If the molecule has different conforma-
tions that are in deep energy wells, then separate searches with each conformation held 
rigid are adequate. However, when there are low energy barrier torsions which change the 
shape of the molecule, such as between aromatic rings, then the flexibility to change shape 
has to be included in the first stages of the search. One of the important lessons from the 
crystal structure of XX in the 2010 blind test (Figure 2.1) is that the conformations adopted 
by larger molecules, whilst low in energy, can correspond to rather different molecular 
shapes than the conformational energy minima [21]. Figure 2.2 illustrates which torsions 
were considered as flexible in the search, and which only refined later, for a range of the 
molecules whose CSP studies are discussed in this chapter. The range of conformations to 
be considered in the search is one of the key limitations in the type of molecule that can be 
tackled or the computer time needed. Hence the development of strategies for CSP studies 
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of flexible molecules depending on both the molecular size and flexibility and purpose of 
study is an active area, with phenobarbital [34] and the tyrosine kinase inhibitor axitinib 
(Inlyta®) [4, 35] giving complementary examples to those outlined in this chapter. The 
critical conformational analysis may well have been carried out in the drug design process 
for pharmaceuticals. Hence a combination of conformer generators and analysis of the 
 conformations of fragments in known crystal structures of related molecules in the 
Cambridge Structural Database (CSD) [36] can be used to suggest conformational regions 
to be included in the search. Care is needed to ensure that the flexibility and relative 
energies are sufficiently realistic to ensure that the search covers the required region and 
does not disfavour the likely structures. For example, a conformational energy scan for the 
low energy torsion of tolfenamic acid (Figure 2.2) performed with a routine ab initio 
molecular orbital method [self–consistent–field calculations with a 6–31+(d) basis set] 
had a minimum where more accurate methods that represented the correlation in electron 
motions, and hence modelled the intramolecular dispersion, had a low energy maximum. 
Although this maximum was only about 3 kJ mol−1 for tolfenamic acid or 6 kJ mol−1 for 
unsubstituted fenamic acid, the distribution of this torsion angle in crystal structures of 
related molecules correlated with the more realistic ab initio method [37]. Thus, the 
CrystalPredictor methodology uses an interpolated grid representing the conformational 
energy calculated at a sufficient level of theory to be qualitatively correct [38, 39], and 
the GRACE procedure uses a tailor‐made force field [40] for the specific molecule derived 
by extensive dispersion‐corrected density functional calculations [41]. The computational 
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cost of treating flexibility at this level of accuracy is quite prohibitive, but has to be  balanced 
by the possibility of the search procedure missing key structures if traditional force fields 
are used.

2.2.2 Search Method for Generating Putative Structures

A second choice which determines the computational cost and value of the CSP search is 
the coverage of crystallographic space. The number of independent molecules in the asym-
metric unit cell (Z′) is a critical choice, as the relative positions of these molecules vastly 
increase the number of search variables. This greatly adds to the cost of generating crystal 
energy landscapes for multicomponent systems, such as salts, cocrystals and hydrates. 
However, the usual procedure of restricting the search to one molecule in the asymmetric 
unit cell for single component systems (Z 1) will miss the crystal structures with Z 1. 
Many crystal structures with Z 1 are sufficiently closely related to Z 1 structures that 
this restriction is unimportant. Such structures can be generated in the search when the 
Z 1 structures are found not to be true minima from examination of the second derivative 
properties such as elastic tensor or phonon modes. However, there are crystal structures in 
which different molecules have different hydrogen bonds or different conformations and so 
intrinsically could only be found in a Z 1 search. Usually only a Z 1 search is worth-
while, unless there is evidence, for example from solid state NMR, that a Z 2 form needs 
to be structurally characterised. All experimentally known crystal structures can be used to 
check the validity of the crystal energy landscape by calculating the corresponding lattice 
energy minima. The lattice energies of all known structures should be among the most 
stable. This comparison can reveal that the molecule adopts a Z 1 structure because it has 
a lower energy than Z 1 possibilities [29, 37].

The next choice is the range of space groups that are considered in the search. If the mol-
ecule is chiral and an enantiomerically pure sample is being crystallised, as is often the case 
for pharmaceuticals, then it can only adopt a limited number of space groups, the most 
likely being P2

1
2

1
2

1
, P2

1
, P1, C2 and P2

1
2

1
2. If the molecule is not chiral, or both enantio-

mers are present, it can adopt a far wider range of space groups that contain an inversion 
centre, mirror or glide plane. The most popular space group for structures in the CSD is 
P2

1
/c, and for a Z 1 structure in this space group, there are the three cell lengths, one cell 

angle and the position of the molecule relative to the unit cell axes as variables in the 
search. The ability to distinguish between an enantiopure and racemic crystal structure 
means that CSP is being developed to increase our understanding of the resolution of enan-
tiomers by crystallisation, either through spontaneous resolution [42] or by diastereomeric 
salt formation [43]. For example, CSP was used [44] to solve the crystal structure of the 
racemic form of the nonsteroidal anti‐inflammatory naproxen (Figure 2.2), which required 
consideration of closely related Z 1 2and  structures, as well as confirmation that the 
known chiral structure was the most stable for the single enantiomer. Restricting the search 
to the chiral space groups will save a great deal of time for chiral APIs, but may exclude 
gaining valuable insights into the crystallisation process, particularly in cases when the 
chiral purity is suspect, for example if the barrier to racemisation is low because the chirality 
is conformational rather than from chiral sp3 carbon atoms. In the case of tazofelone, there 
is a racemic solid solution that is isostructural with the enantiopure crystal that nucleates it, 
demonstrating that chiral impurities may be readily incorporated [45].
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Evaluating the success of different search algorithms in covering defined areas of 
 crystallisation space has been a major benefit of the blind tests [46]. In practical applica-
tions, the appropriate method will depend on the purpose of the study and timeline factors. 
For example, there is a rapidly growing use of CSP to aid the determination of the structure 
in cases where suitable single crystals cannot be grown, where the powder X‐ray diffraction 
[47], solid state NMR [48] or electron diffraction data [49] may provide information that 
can be used to reduce the search space drastically. The algorithm choice also depends on 
the purpose of the search, and the blind test papers give details of the ever‐emerging range 
and the assumptions behind them. For example, MOLPAK is based on density searching 
and designed for energetic materials research [50], PROM has been designed for easy use 
by crystallographers for small rigid molecules [51] and PolymorphPredictor was designed 
for industrial use based on simulated annealing. The programs which are currently 
being used for published pharmaceutical applications are GRACE [52] and CrystalPredictor 
[35, 38, 39], with other programs being developed for use on high‐performance computer 
clusters [53]. An indication of the data generation and handling requirements is that a general 
search for a small rigid molecule should produce at least a few thousand plausible structures 
to be credible, whereas searches for flexible pharmaceuticals, monohydrates of smaller mol-
ecules or cocrystals, can readily generate a million reasonable crystal structures and still not 
satisfy the criteria for a complete search.

2.2.3 Methods for Computing Relative Crystal Energies

The number of plausible crystal structures that are generated makes a hierarchical system 
of improving the relative lattice energies, using increasingly expensive and accurate 
methods on a reducing number of the most promising crystal structures, inevitable. For 
example, the GRACE procedure uses a tailor‐made force field [40] to generate the struc-
tures and then uses periodic density functional lattice energy minimisation (with an 
empirical dispersion correction specifically developed for CSP studies [41]) to refine the 
structures, working up in energy until it is clear that the reranking produced by calculations 
on further structures will not generate any more structures within the energy range of likely 
polymorphism.

This immediately begs the question of what is the energy range of potential polymorphism, 
as well as what is the accuracy required in evaluating the relative energies of different crystal 
structures of the same molecule? The longevity and practical importance of a metastable 
polymorph is mainly determined by the barrier to transformation to the most stable form, 
as this determines whether or not a crystal form is so long lived that it appears to be stable. 
Thermal calorimetric measurements on polymorphic transformations, heats of fusion and 
melting temperatures can be used to construct energy temperature diagrams for known 
 polymorphs, to give the order of stability at 0 K for comparison with lattice energy rankings. 
Measured enthalpies suggest that lattice energy differences between observed poly-
morphs are small, usually of order of a few kJ mol−1. Various reviews of computational 
methods applied to solid form pharmaceutical modelling reveal that predicting the relative 
stability of known polymorphs is challenging [54, 55]. Moreover, even for smaller 
 molecules, there is considerable research into developing periodic electronic structure 
methods capable of the predicting lattice energies within the kcal mol−1 target that is 
 usually considered “chemical accuracy” [56].
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The main alternative approach to electronic structure calculations on the crystal structures 
requires electronic structure calculations on the molecule in each conformation within the 
crystal structures. As well as providing an estimate of the intramolecular energy penalty 
paid for changing the molecular conformation within the crystal structure, ΔE

intra
, the molec-

ular charge density can be analysed to provide an atomistic model for the intermolecular 
interactions and evaluate the intermolecular contribution to the lattice energy, U

inter
, using 

DMACRYS [57]. The lattice energy is E U Elatt inter intra. Both approaches are under con-
tinual development [58], and their relative accuracy, as well as computational cost, is very 
dependent on the molecule, its flexibility and the nature of the functional groups and types 
of interactions in the observed and computationally generated competitive crystal structures. 
Periodic ab initio calculations have the advantage of treating the molecular flexibility well, 
and automatically include the polarisation of the molecule within the crystal structure, but 
are limited by the dispersion correction and restricted to poorer quality charge densities. 
Calculating the molecular structure and wavefunction once can be done with a very high 
quality method for a rigid molecule, and the realism of this molecular structure and model 
for the intermolecular forces depends on the extent to which the molecular structure and 
charge distribution is changed by the crystal packing. It has been shown that using an 
atomic multipole rather than an atomic charge representation of the molecular charge 
density to model the electrostatic contribution to the lattice energy considerably improves 
the proportion of the rigid organic crystal structures which are found at, or near, the global 
minimum in a search [59]. The use of empirically fitted repulsion–dispersion potentials to 
model all the nonelectrostatic contributions to the intermolecular lattice energy has proved 
adequate for many studies, and indeed, the empirical fitting can partially absorb the effects 
of many approximations such as the neglect of intermolecular polarisation or neglect of 
thermal expansion. However, for flexible pharmaceuticals, such as those which can 
form a wide range of hydrogen bonding motifs (particularly if inter‐ and intramolecular 
hydrogen bonds are competitive), not only does the wavefunction need recalculating for 
changing conformations [38], but also the differential polarisation of the molecule 
within the lattice can be important. For example, this can be modelled in an average way 
by using the atomic multipoles and conformational energy penalty (ΔE

intra
) calculated in 

a polarisable continuum [60]. Indeed, since crystallisation in the pharmaceutical 
industry is performed from different solvents, COSMO‐RS theory can be applied to 
select the conformations that have the highest populations in a small diverse set of sol-
vents as the input conformations in CSP [4]. However, sometimes it is necessary to 
model the polarisation of the molecule within specific crystal structures, rather than in 
a dielectric continuum. Testing a wide range of state of the art models for lattice energies 
to predict the relative energies of the four polymorphs of methylparaben [61] illustrates 
the challenge: although most methods have the polymorphs differing in energy by about 
5 kJ mol−1, the stability order changes. The polymorphic energy differences are domi-
nated by the differences in the induction (polarisation) energy from the different 
hydrogen‐bonding geometries, but the conformational energy, repulsion, dispersion and 
electrostatic terms all contribute. Calculating the relative energies of polymorphs is a 
challenge to theoretical chemistry methods, as the experimental crystal structures rep-
resent the balance between all the inter‐ and intramolecular forces acting on the atoms 
in the molecule, and polymorphism arises because different arrangements balance these 
forces in different ways.
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Ideally, the final stage of a CSP should be the accurate evaluation of the relative free 
energies of the different crystal structures at ambient temperature. Until this is possible, we 
need to be aware of the assumptions that are being made in calculating the relative lattice 
energies and modify the conclusions as to the relative stability of observed and computer‐
generated structures according to the sensitivity of the relative energies to different models 
for the crystal energies.

2.2.4 Comparing Crystal Structures, and Idealised Types of Crystal 
Energy Landscapes

The simplest crystal energy landscape is one where there is only one structure within the 
energy range of plausible polymorphism. This energy range is likely to be larger for APIs 
where polymorphs may be produced by desolvating solvates than for small molecules 
which can easily transform to the most thermodynamically stable form. A working value is 
usually taken as being of order 5–10 kJ mol−1. However, clearly monomorphic energy 
landscapes (Figure 2.3a) appear to be rare – in studies of a few hundred crystal energy 
landscapes, the largest energy gap we found is for isocaffeine of 6 kJ mol−1 [62], though a 
CSP search for crizotinib, using four conformers predicted to be present in a range of five 
media, had a lattice energy gap of 7.6 kJ mol−1 [4]. A large energy gap requires that 
the molecule has a unique way of packing with itself that is particularly favourable in all 
three dimensions. Many molecules have a strongly favoured hydrogen bonded sheet, but 
there are different ways of stacking this sheet which are similar in energy. The shape of a 
chiral molecule can define a strong preference for a chiral column, but it is less likely that the 
interactions between the columns also give a strong preference for a chiral crystal over struc-
tures where the columns pack with an inversion centre [42]. Whilst it could be possible that 
the flexibility of pharmaceutical molecules could help produce a larger energetic advantage 
for the most stable crystal, experience with the crystal energy landscapes calculated to date 
[21, 27, 63], as well as the high rate of polymorphism (~50%) found in solid form screening 
[64], do not suggest that this will be very common.

Hence the crystal energy landscape, the set of crystal structures which are thermodynami-
cally plausible, usually requires interpretation as to whether the structures seem likely to be 
metastable polymorphs, or are sufficiently similar that it seems unlikely that they could 
nucleate and grow as distinct polymorphs [25]. We do not yet understand the process of 
nucleation and growth, responsible for the late appearance of the most stable and the disap-
pearance of metastable polymorphs, well enough to implement this in a computer. Better 
modelling of thermal effects, such as molecular dynamics simulations, can however eliminate 
some lattice energy minima as being equivalent free energy minima, but the proportion of 
structures so eliminated differs considerably between benzene and 5‐fluorouracil [65]. 
Qualitative relationships can give a good guide, and hence the structures on the crystal 
energy landscape are usually classified by type of packing, being more informative than the 
space group. This classification can be by types of hydrogen bonding, as given by the 
graph‐set notation, or by an analysis of other supramolecular constructs, using various 
crystallography software tools [66, 67]. Structures with different hydrogen bonding or 
large conformational differences are more likely to be able to be trapped as distinct poly-
morphs, because of the larger barrier to rearrangement in the condensed phase. However, 
the differences between polymorphs can be very subtle and subject to debate [68], with 
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reports of there being different polymorphs as domains within the same single crystal [69]. 
Hence, comparisons of CSP studies with experimental polymorph screens are showing us 
how to interpret the crystal energy landscape [25].

2.2.5 Multicomponent Systems

There are an increasing number of cases where a large number of crystal forms are known 
and have been structurally characterised, encompassing many solvates and cocrystals, such 
as over 50 solid forms of carbamazepine [70] or 60 solid forms of olanzapine [71]. In this 
case the analysis of the relationships between the known multicomponent structures and 
the hypothetical crystal structures generated by CSP can help interpret the crystallisation 
behaviour. There are cases where the hydrate [72] or inclusion compound framework struc-
ture [73] is found on the single-component crystal energy landscape. The solvent or guest 
molecule fits in the voids of the CSP generated structure and stabilises the lattice. The rela-
tionship can also be with layers; many of the solvates of olanzapine have the same layers 
as high energy CSP structures, implying that the solvent provides a stabilising “glue” 
 between the layers [71]. Hence a CSP study may help in understanding promiscuous 
 solvate formation or the desolvation behaviour of the system.

CSP studies on multicomponent systems have been applied to pharmaceutical cocrystals 
[74] and hydrates [75]. The cost of calculations with more than one molecule in the 
asymmetric unit cell means that these studies are far more useful for understanding the 
polymorphism of these systems than as a means of predicting whether the multicompo-
nent system would form. The experiments are far quicker [76] and the energy differences 
between the multicomponent crystal and its components are often small and comparable 
with the uncertainties in the calculation. A salutary counter‐example is the caffeine:benzoic 
acid cocrystal, which was predicted to be thermodynamically stable, allowing for all the 
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Figure 2.3 Two idealised plots summarising the lower energy structures generated in a CSP 
study. Each symbol represents a distinct crystal structure, with different symbols representing 
unrelated structures (e.g. different hydrogen bonding motifs). The experimental crystal 
structure is denoted by an open symbol. The comparison with the plausible energy range for 
polymorphism determines that (a) is a monomorphic system, whereas in (b) there is a clear 
prediction that a more thermodynamically stable form should exist.
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uncertainties in the calculations, and yet persistently failed to form using a broad range of 
established techniques in at least four geographically diverse laboratories [77]. Once 
designed heteronuclear seeds facilitated the first formation of this predicted but elusive 
caffeine:benzoic acid cocrystal, it was very readily formed in subsequent experiments. This 
example showed how seeds of crystal forms, at such low levels to evade detection, can act 
as long‐lasting laboratory contaminants affecting crystallisation behaviour.

2.3 Examples of the Use of Crystal Energy Landscapes  
as a Complement to Solid Form Screening

2.3.1 Is the Thermodynamically Stable Form Known?

CSP studies do not often result in such a clear prediction as for the caffeine:benzoic acid 
cocrystal [77] that a significantly more thermodynamically stable form should exist to jus-
tify considerable experimental work to find it. Other curious examples of an extended, but 
eventually successful, experimental search for the most stable structure on a crystal energy 
landscape are the racemic crystal structures of progesterone [78] and naproxen [44]. 
Indeed, if a landscape such as Figure 2.3b is generated, the question arises as to whether 
the method of evaluating the crystal energies is accurate enough. However, as confidence 
in the calculations and their interpretation in conjunction with polymorph screening activ-
ities increases and is applied more to “hard to crystallise” molecules, then more examples 
will emerge.

The more nuanced interpretation of the crystal energy landscapes can be illustrated by 
comparing those of fenamic acid and tolfenamic acid (Figure 2.4) in which all the low 
energy structures are based on the carboxylic acid dimer, with the phenyl rings able to 
adopt a wide range of torsion angles [37]. Many fenamates are polymorphic, with the four 
ordered polymorphs of tolfenamic acid either being found in the search, if they are Z 1, 
or having similar lattice energies if they are Z 1 (Figure 2.4). The crystal energy landscape 
contains other competitive structures, which could well be found as additional polymorphs, 
as they are similar in packing to other known fenamate structures, some of which (including 
tolfenamic acid forms III–V) have been generated by polymer templating. In contrast, 
fenamic acid is monomorphic with a Z 2 structure. This structure is closely related to the 
global minimum in the search (Figure 2.4), and both are related to the next most stable 
structure, based on identical layers, which is 2 kJ mol−1 higher in energy. It appears that 
the stacking of the layers in the second ranked structure is unfavourable, and the energy can 
be lowered either by shifting the layers (as in the global minimum structure) or by different 
rotation of the phenyl groups in half the molecules to give the observed Z 2 structure. It 
therefore seems unlikely that the global minimum structure could be nucleated and grown 
as distinct from the known form, and the energy gap suggests that polymorphism is unlikely 
for fenamic acid. This detailed study of the differences in packing of the known and com-
puter generated thermodynamically competitive structures shows the benefits of CSP 
studies: there can be general principles that seem to promote polymorphism, such as the 
conformational flexibility of the fenamate skeleton, but it is the packing of the specific 
molecule, with the differences caused by the individual substituents, that determines the 
relative energies of the structures.
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2.3.2 Supporting and Developing the Interpretation of Experiments

CSP studies have always been seen as having the ability to complement and inform 
experimental studies. They have long been used to aid the derivation of structures from 
powder diffraction data, particularly for pigments [79]. The ability to solve structures from 
powder data has advanced considerably, but it cannot locate protons. These are often placed 
in chemically reasonable positions, with the positions being optimised by a fixed cell periodic 
ab initio optimisation. This use of computer modelling to correct for the systematic errors in 
the positions of protons determined from X‐ray diffraction experiments is increasing. 
However, a better check on the validity of the structure would be to do a full optimisation, 
allowing the cell to also vary to confirm that the structure is close to a lattice energy minimum. 
Ephedrine d‐tartrate provides an example where the initial structure produced from solving 
the powder diffraction data with protons placed by chemical intuition was far from a lattice 
energy minimum [80]. This minimum was found to be highly metastable in a CSP search 
within the experimental space group, but the global minimum structure was essentially the 
same, apart from the position of two hydroxyl protons. Hence, combining the experimental 
and computational information gave a much better structural determination [80].

This ability of CSP studies to generate alternative structures, that may only differ in details 
such as proton positions or stacking of the same layers, can often help in the interpretation of 
conflicting experimental information. If the energies are very similar, this can lead to disorder, 
and the CSP generated structures suggest an atomic scale model of the disorder. In the case of 
phloroglucinol dihydrate, such an analysis of the crystal energy landscape was able to show 
that variations in crystal surface features and diffuse scattering with growth conditions were 
not a matter of concern [81].

The use of crystal energy landscapes to provide better insights into pharmaceutical solid 
form characterisation has been exemplified by a joint screening and computational study 
on olanzapine [71]. A crystal energy landscape (Figure 2.5) found the structurally charac-
terised forms I and II, and it also showed that there were other structures closely related to 
form II, differing only in the stacking of the same layers of olanzapine dimers. This inter‐
relationship not only made sense of the inability to grow samples of form III without some 
form II and/or form I content, but also one of the computer generated structures showed a 
degree of similarity with form III as indicated by two‐phase Pawley‐type refinement of the 
unit cell parameters of the computer generated structure against the best available mixed‐
phase form III powder diffraction data. The variable proportions of forms II and III with 
different growth conditions account for some of the confused claims for the polymorphism 
of olanzapine, although some claimed polymorphs proved to be solvates. The CSP study 
also explained why olanzapine is such a promiscuous solvate former, with 56 solvates, 
including isostructural families and mixed solvates. Structures which contain the layers 
seen in the solvates, corresponding to computationally desolvated solvates, are found at 
high energy (around −115 kJ mol−1) amongst the plethora of structures too unstable to be 
shown in Figure 2.5. The large number of solid forms found for olanzapine is not matched 
by the closely related molecules clozapine and amoxapine in analogous experimental 
screening, consistent with their crystal energy landscapes for the observed conformations 
being much sparser than Figure 2.5. It is notable that, although the low energy crystal struc-
tures of olanzapine include only one implausibly low density structure based on a different 
conformation, there are many thermodynamically competitive structures that do not contain 
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the olanzapine dimer motif seen in all the experimentally characterised forms (Figure 2.5). 
Is this because the kinetics of crystallisation means that the dimer is the growth unit under 
all crystallisation conditions used? In the case of olanzapine, the screening process included 
a variety of solution crystallisations using 71 diverse solvents, neat and liquid assisted 
grinding, crystallisation from the vapour phase, quenching the melt, recrystallisation from 
the amorphous phase, spray and freeze drying and desolvation of solvates [71], and so the 
range of crystallisation conditions is particularly large.

2.3.2.1 Design of Experiments to Find New Polymorphs

The tendency of computed crystal energy landscapes to generate more thermodynamically 
feasible structures than known polymorphs poses a challenge to our understanding of the 
factors that determine which crystal structures can form. Many lattice energy minima are 
artefacts of the lack of molecular motion in the calculations, and some polymorphs may not 
form as they cannot nucleate and grow without transformation to a more stable related 
structure [25]. However, other structures may inspire the experiment that finds the structure. 
The most explicit example is the targeting of a polymorph of the anti‐epileptic carbamaze-
pine which does not contain the doubly hydrogen‐bonded dimer seen in most of its 50 or 
more solid forms but has catemeric hydrogen bonding. The prediction that this distinctive 
hydrogen‐bonded polymorph was energetically competitive with the known forms led first 
to intensive solvent screening [82], which generated new solvates both directly and through 
statistical analysis [83] but no novel polymorphs. The closely related molecule, dihydrocar-
bamazepine, has a catemeric structure, but adding dihydrocarbamazepine to solutions of 
carbamazepine leads to a solid solution of the two, proving that carbamazepine could form 
catemers [84]. Finally, carbamazepine form V was found by subliming carbamazepine onto a 
crystal of isostructural dihydrocarbamazepine form II [85]. This demonstrates a strategy for 
finding predicted polymorphs, but much more needs to be known about how heterogeneous 
surfaces can template the first nucleation of a predicted polymorph to generalise this approach. 
However, it is well established that heterogeneous surfaces or impurities often produce the 
first nucleation of polymorphs; specialised screens being developed for difficult molecules 
are mainly based on providing different conditions for heterogeneous nucleation [10]. Hence 
CSP studies will increasingly help focus specialised screens by determining the conforma-
tions and stronger intermolecular interaction of structures that are thermodynamically 
plausible as target polymorphs.

2.3.2.2 Understanding the Potential Risks of Solid Form Change

Solid form screening is performed to select the most suitable solid form for development 
into a product, and to design the optimum crystallisation route and formulation to minimise 
the risk of any change in the solid form [2]. A study assessing the incorporation of CSP 
calculations into the industrial screening process was carried out in collaboration with 
GSK. The molecule GSK269984B was chosen as one where preliminary screening had 
been done, and a crystal structure was known. A key feature of this molecule (Figure 2.2) 
was the possibility of inter‐ or intramolecular hydrogen bonding, with the ortho substituents 
resulting in a complex conformational energy surface covering a wide range of molecular 
shapes (Figure 2.6). The crystal energy landscape confirmed that the known form was prob-
ably the most thermodynamically stable, but showed that there were thermodynamically 
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competitive structures with inter‐ instead of intramolecular hydrogen bonding and very 
different gross conformations from the known structure (Figure  2.6). More extensive 
experimental screening, aimed at changing the crystallisation conformation did result in a 
few metastable solvates. The crystal structures of two solvates could be solved, revealing 
the surprising result that the solvates were intermolecularly hydrogen bonded but, apart 
from the hydrogen bonding proton, had the same conformation as the anhydrate form and the 
molecule in isolation as estimated by ab initio calculations (Figure 2.6). The combination 
of the experimental and computational screening meant that form I could have been 
 developed with considerable confidence. However, there was the nagging result that there 
could be other polymorphs, if it were possible to crystallise the molecule with a very 
 different conformation. How would it be possible to be sure that there was no risk of a 
 solvent or impurity generating the metastable polymorphs?

2.4 Outlook

There is a considerable challenge to computational chemistry to be able to evaluate the 
relative energies of polymorphs to a useful accuracy. This is in tension with the challenge 
for computer scientists and program developers to reduce the computer resources required 
so that a meaningful CSP study could be performed quickly enough to complement the 
industrial solid form screening process. There is also the challenge to theory of being able 
to predict the properties of different polymorphs, such as morphology, mechanical prop-
erties, solubility and so on sufficiently well to be able to predict whether any unobserved 
structure on the crystal energy landscape has a more desirable compromise of physical 
properties than the known forms. Trying to target finding these polymorphs will be aided 
by increasing the range of spectral signatures that can be calculated from the CSP gener-
ated crystal structures, going beyond easily simulated X‐ray powder patterns. This would 
allow novel polymorphs to be detected more readily, even in unpromising microcrystalline 
mixed‐phase samples.

Fundamental studies on how the conformational flexibility in solvents and heteroge-
neous surfaces influence the first nucleation of novel forms should lead to strategies to 
either find CSP generated thermodynamically plausible polymorphs, or conclude that they 
could never be found. This insight into the kinetic factors which control polymorphism is 
required before we can hope to reliably predict metastable polymorphs and the conditions 
to find them. Metastable polymorphs, hydrates and other solid forms are important in 
developing the appropriate manufacturing process and drug delivery route, and hence it is 
important to be able to interpret the crystal energy landscape for metastable polymorphs, 
phase relationships and possible disorder. It is a wasted opportunity to do a CSP study just 
to confirm that the most stable form is known.

A software code able to predict all polymorphs of any API, and provide a recipe for 
crystallising them, could be seen as a blue horizons goal that would demonstrate a 
fundamental understanding of molecular self‐assembly, at a level that is also required for 
computational drug design. Although we are still far from this ambitious goal, we are 
already at the stage where CSP studies can be usefully combined with solid form screening 
to help give a molecular level insight into the possible solid form diversity and bring 
together the experimental results on a system. By showing the range of possible alternative 
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packings to the most easily obtained crystals, CSP studies can help focus experimental 
solid form work more effectively to deal with complex systems and help reduce the poten-
tial problems of late appearing polymorphs.
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3.1 Cyclodextrins in Pharmaceutical Formulations – Overview

The delivery of therapeutics preferentially to target tissue remains a considerable barrier to 
achieving effective clinical outcomes; this ultimately requires a molecule to display both 
optimal hydrophilic and lipophilic properties so it can be safely transported via the systemic 
circulation while readily partitioning and traversing biological membranes. While the 
majority of novel and established therapeutics demonstrate desirable permeation properties, 
poor water solubility remains a bottleneck to the successful administration of a broad range 
of drugs. Here, cyclodextrins (CDs) in particular have shown great promise, having been 
successfully applied as drug solubilizing agents and they are now routinely employed for 
this purpose in a range of pharmaceutical formulations.

CDs were first prepared in 1891 by French scientist A. Villiers, who sourced them 
through the bacterial digestion of starch [1]. The resulting product was named cellulosine 
as it represented a crude mixture of various dextrins with properties resembling cellulose, 
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most notably remarkable resistance to acid hydrolysis. Over the next half century considerable 
effort was directed toward strategies for improving CD yield through better isolation tech-
niques, analyzing their interaction with several organic compounds and attempting to pre-
pare them via alternative, nonbacterial enzymatic methods [2–5]. Some 60 years after first 
being reported, Freudenberg, Cramer, and Plieninger obtained a patent which claimed the 
use of CDs as valuable molecules for drug complexation purposes [4, 6]. While research of 
these molecules was initially limited by their highly prohibitive preparation costs, the 
industrial production of CDs came to the fore in the 1970s, permitting their bulk preparation 
at commercially viable prices [4].

CDs represent a family of cyclic oligosaccharides comprising six or more (α‐1,4‐)‐linked 
d‐glucopyranose units [7]. The saccharide molecules are arranged in a chair conformation 
whereby the polar hydroxy groups orient themselves along the outer edges of the structure, 
while the center of the structure remains relatively apolar [7]. This conformation is responsible 
for the characteristic properties that CDs have become acclaimed for, that is a lipophilic inner 
cavity and a hydrophilic external surface. These properties enable CDs to accommodate poorly 
water‐soluble drugs in their central (inner) cavity while retaining their inherent polar nature 
due to their exterior, hence forming water soluble drug‐inclusion complexes. Of the many CDs 
available the relatively small six (αCD), seven (βCD), and eight (γCD) sugar‐containing mem-
bers of the family have been found to be most suitable in the field of formulation science, as 
shown in Table 3.1.

Although hydrophilic in nature, CDs have relatively low solubility in water when com-
pared to acyclic saccharides. The reduced solubility can be attributed to the ring structure 
which provides a desirable orientation for strong intermolecular bonding facilitated by 
the numerous hydroxyl groups [7, 10–16]. Substitution of these hydroxyl groups can there-
fore help enhance their water solubility and several chemically modified CDs, including 
2‐hydroxypropyl‐β‐cyclodextrin (HPβCD), randomly methylated β‐cyclodextrin (RMβCD), 

Table 3.1 Figures and properties of α, β, and γCD.

Property αCD βCD γCD

Molecular weight (Da) 972.84 1134.98 1297.12
Melting point (°C) [8] 250–260 255–265 240–245
Solubility in water (mg/ml) [9] 129.5 18.4 249.2
H donors 18 21 24
H acceptors 30 35 40
Heighta (Å) [4] 7.8 7.8 7.8
Inner diametera (Å) [4] 5.7 7.8 9.5
Outer diametera (Å) [4] 13.7 15.3 16.9
Specific rotation [α]25

D [8] +150.5° +162.0° +177.4°

aApproximate values.
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sulfobutylether β‐cyclodextrin (SBEβCD), and 2‐hydroxypropyl‐γ‐cyclodextrin (HPγCD) 
have been successfully used in pharmaceutical formulations, as shown in Table 3.2 [17–25]. 
Other varieties of modified CDs include hydroxyethyl‐β‐cyclodextrin (HEβCD), 
glucosyl‐β‐cyclodextrin (GβCD), and 2‐O‐methyl‐β‐cyclodextrin (2OMβCD).

Numerous forms of CDs have been incorporated into no less than 35 commercially avail-
able drug formulations globally [7], and these products are administered via a variety of routes 
including the oral, sublingual, nasal, ocular, dermal, and parenteral routes. Due to their inherent 
hydrophilicity and comparatively high molecular weight, CDs are poorly absorbed across 
most biological membranes, which significantly limits their bioavailability when administered 
via the routes outlined above, leading to a very low potential for toxicity [17, 26]. Even when 
administered intravenously, CDs are rapidly excreted untransformed in the urine [27–29]. 
Given their relatively inert nature, CDs are considered virtually nontoxic to humans, with 
each of α, β, and γCD being classified by the United States Food and Drugs Administration 
as “generally regarded as safe” [27, 30–33].

In considering each route of administration, there exist certain route‐specific advantages 
with the use of drug‐CD inclusion complexes in a given formulation. With the oral route 
being the predominant route of drug administration, CD complexation has improved oral 
bioavailability of anti‐inflammatory agents, anti‐microbial agents, cardiac glycosides, 
anti‐cancer agents, and peptides, to name just a few [34–43]. Aside from enhanced solubi-
lization, CD complexation provides additional benefits to orally administered drugs such 
as enhanced stability through protection against the processes of oxidation, hydrolysis, and 
enzymatic degradation [10, 44–48]. Complexation also reduces the incidence and severity 
of drug‐associated side effects such as gastric irritation common to NSAIDs, namely 
piroxicam, flurbiprofen, and naproxen [10, 49–52]. The bitter taste of drugs such as cetiri-
zine can also be masked through complexation with CD, which is an important consideration 
for pediatric formulations [53]. Although not currently utilized for this purpose, CDs may 

Table 3.2 Examples of commercially available CD formulations and their administration 
routes [7].

Drug/CD Trade name Formulation Company (region)

Alprostadil/αCD Caverject Dual® Intravenous solution Pfizer (Europe)
Aripiprazole/SBEβCD Abilify® Intramuscular solution Bristol‐Myers Squibb 

(USA); Otsuka America  
(USA)

Cisapride/HPβCD Propulsid® Suppository Janssen (Europe)
Diclofenac sodium/ 
HPγCD

Voltaren Ophtha® Eye drop solution Novartis (Europe)

17β‐Estradiol/RMβCD Aerodiol® Nasal spray Servier (Europe)
Ethinylestradiol and 
drospirenone/βCD

Yaz® Tablet Bayer (Europe, USA)

Mitomycin MitoExtra®, 
Mitozytrex®

Intravenous infusion Novartis (Europe)

Nicotine/βCD Nicorette® Sublingual tablet Pfizer (Europe)
PGE1/αCD Prostavastin® Parenteral solution Ono (Japan); Schwarz 

(Europe)
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be considered as active ingredients in oral hygiene products as they are known to complex 
with certain malodorous entities residing in the oral cavity [54].

Of particular interest here is the sublingual route as drugs entering the systemic 
circulation via this membrane avoid first‐pass metabolism. Although the relatively low 
volume of saliva demands very high drug solubility in order to achieve effective dissolu-
tion, CDs can facilitate this [30]. To this end nitroglycerin, prostaglandin E2 (PGE2), 
 testosterone, and 17β‐oestradiol have all been successfully prepared as CD‐based sublin-
gual formulations [55–57].

Interest in nasal administration of drugs has received renewed attention in recent 
years and CD complexes can assist here in aiding drug solubility and so enhancing 
permeation and systemic absorption across the mucosal surface of the nasal cavity 
[30]. In particular, methylated CDs have shown the ability to enhance nasal absorption 
of various peptides including insulin in a rat model [58]. Other molecules including 
morphine and 17β‐oestradiol have also demonstrated increased nasal bioavailability 
when administered in a CD complex [59, 60]. CDs are generally well tolerated by the 
nasal mucosa and may be utilized to mask the intrinsic toxicity of complexed mole-
cules [44, 61]. CD concentration and exposure time are however both important con-
siderations as higher doses and prolonged exposure of the carriers have shown potential 
to cause adverse effects, with a 20% w/v RMβCD solution causing severe damage to 
rat nasal mucosa [30, 61, 62].

Ocular delivery of CDs can be implemented in situations where rapid drug loss is 
encountered due to tear fluid drainage mechanisms. Topical ocular delivery is challenging 
as drugs need to be water soluble to penetrate the exterior surface of the eye (tear film and 
mucin) while also demonstrating adequate lipophilicity to penetrate the subsequent ocular 
barriers such as the cornea [30, 63]. CDs are able to efficiently solubilize hydrophobic 
drugs to allow permeation through these barriers [64] and drugs such as acetazolamide and 
pilocarpine have demonstrated enhanced corneal permeation when complexed with CDs 
while also enhancing drug stability and minimizing ocular toxicity [65, 66].

Dermal administration of drug‐CD complexes is usually limited for use in aqueous‐
based topical formulations [30] with CDs unable to permeate through the outermost layer 
of the skin, the stratum corneum, to any appreciable extent rendering them ineffective as 
penetration enhancers [30, 67]. This drawback may however prove beneficial in slowing 
down the release of certain molecules which may otherwise permeate through the skin at a 
faster rate than desired. For example, the UV absorbing molecule oxybenzone present in 
sunscreens has its dermal permeation properties intentionally reduced through the addition 
of excess CD in the final formulation [68].

Intravenous administration of CD complexes is advantageous as it allows tradition-
ally poorly water soluble molecules to be injected directly into the bloodstream without 
the need for potentially harmful organic co‐solvents. However, CD‐mediated hemolysis 
is a limiting factor here [7, 69, 70] with βCD and its methylated varieties banned from 
being administered via this route due to their high hemolytic potential and compara-
tively low water solubility of the parent CD [7, 69]. With the exception of these, most 
other CDs provide a safe and effective approach toward the intravenous administration 
of lipophilic drugs.

CDs are also being increasingly considered in the domain of gene delivery and for 
siRNA in particular given their increased potency and target selectivity (cf. antisense 
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 oligonucleotides) in correcting a variety of disease‐specific cellular processes [71]. Genetic 
material however faces several significant barriers in vivo including interaction with plasma 
proteins, low stability, and low rates of permeation across biological membranes due to 
their high molecular volume and hydrophilic nature [72, 73]. A range of CD‐based vectors 
continue to be investigated for siRNA delivery and their ability to protect genetic material 
from nucleases as well as enhance membrane absorption are particularly appealing [73]. To 
illustrate their potential, a self‐assembling nanoparticulate system (CALAA‐01) composed 
of a CD‐containing polymer complexed with siRNA has progressed to phase I clinical 
safety studies [74, 75].

CD molecules have also been investigated in combination with various other vectors 
including liposomes, nanoparticles, and polymer hydrogels; this is extensively reviewed 
elsewhere [76].

3.2 Drug‐CD Complexes – Preparation Methods

The literature boasts a range of methods for the formation of drug‐CD complexes. The 
solvents and processing parameters used may vary, but the commonly used techniques 
can be broadly divided into spray drying, freeze drying, slurry method, kneading, solid 
phase complexation, co‐precipitation, and neutralization. The two most commonly 
employed techniques for drug‐CD complex formation are spray drying and freeze 
drying [27, 77]. Both techniques allow drug and CD to equilibrate in a polar solvent 
system prior to isolation of the solid complex by their respective techniques. In the case 
of spray drying, care must be taken to control the process of complex precipitation as 
too large a precipitate will obstruct the spray dryer nozzle [78]. The technique is also 
impractical when complexing volatile guest molecules as these may be lost during the 
drying process. This problem can be overcome with freeze drying, where volatile and 
heat labile molecules can be effectively complexed and subsequently dried at low tem-
peratures [78]. Despite the ease with which the two methods can be adopted, both are 
restricted to a laboratory setting.

Industrially utilized techniques include the slurry method, kneading, and solid phase 
complexation, all of which are usually followed by subsequent extrusion [27, 78]. The 
slurry method and kneading both involve shear mixing of the drug and CD in minimal 
solvent. The primary difference here is the volume of solvent used, where kneading 
 utilizes substantially less aqueous solvent (≈1 : 1 weight ratio of CD:water) than the 
slurry method [27, 77]. Solid phase complexation involves simple incorporation of drug 
and CD powders by the process of high shear mixing in the absence of solvent. Each of 
these techniques has lower reported complexation efficiencies than spray and freeze 
drying.

Less commonly used techniques for CD preparation include co‐precipitation and 
 neutralization. Co‐precipitation involves yielding the complex precipitate by means of 
cooling the solvent whereas neutralization facilitates precipitation by modulating solvent 
to a pH where the drug becomes insoluble [27, 77]. Alternate complex formation  techniques 
including melting, microwave irradiation, and supercritical anti‐solvent processes have 
also been investigated [79–82].
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3.3 Physicochemical Principles Underlying Drug‐CD Complexes

3.3.1 Inclusion Drug‐CD Complexes

A variety of CD inclusion complexes can form depending on the properties and size of the 
drug molecule as well as the drug‐CD ratio and preparation method [83]. For example, 
some molecules will only associate with one CD molecule at a time, forming 1 : 1 inclusion 
complexes, whereas others may be able to interact with several CD molecules at a time 
(Figure 3.1, step A). The internal CD cavity dimensions also determine the extent of the 
interaction between the drug molecule and carrier. Apart from size, certain functional 
groups on the guest molecule may also facilitate better interaction with some CD varieties 
over others. Hence, determining the ideal drug‐CD combination and ratio requires much 
preformulation work on a trial and error basis.

There exist several thermodynamic considerations to complex formation, a process which 
is generally performed in water or a similar polar solvent environment [30]. Possible forces 
driving complex formation include electrostatic interactions, van der Waals interactions, 
hydrophobic interactions, hydrogen bonding, release of conformational strain, exclusion of 
CD cavity‐bound high‐energy solvent, and charge‐transfer interactions [87]. Optimal condi-
tions are met when the solvent vacates the CD cavity and the net energetic driving force 
allows the drug to associate with the CD molecule in the most stable conformation.

Drug‐CD complexes form in a reversible manner and the affinity of drug to the CD 
cavity is termed its stability constant (K) [11]. The stability constant can be derived from 

CD Drug

+
A

1:1 drug-CD complex

Non-inclusion
drug-CD complex

Drug-CD complex
aggregate

Non-inclusion drug
entrapment

within complex
aggregate

1:2 drug-CD complex

B

Figure 3.1 Illustration of drug‐CD complexes showing: path A – the ability to form 1 : 1 and 
1 : 2 inclusion drug‐CD complexes [83, 84]; B paths – possible mechanisms of non‐inclusion 
drug‐CD complex formation [85, 86] (see colour plate section). Path A reprinted by permission 
from Macmillan Publishers Ltd: Nature Drug Reviews [83], copyright 2004 and reprinted from [84] 
with permission from Elsevier. B paths reprinted with permission from [85], with kind permission 
from Springer Science and Business Media and [86] with permission from Elsevier.
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phase solubility isotherms [11, 27, 30]. When x drug molecules (D) associate with y CD 
molecules to form complex Dx/CDy, the following equilibrium results, with Kx.y being the 
stability constant of the complex [7]:

 x y
K

x y

x y

. .
.

D CD D /CD  (3.1)

Too low a stability constant will lead to difficulty in forming complexes whereas too high 
a stability constant will not allow timely dissociation of the drug from CD in vivo. Therefore, 
it is important to identify drug‐CD affinity during the formulation optimization process.

An isotherm is obtained via the addition of drug in excess to a series of CD solutions of 
known concentration [77]. Following equilibration and removal of excess drug, the 
concentration of drug in solution can be plotted against the concentration of CD. In the case 
of 1 : 1 inclusion complexes, K is obtained using the following equation, where S

0
 is the 

intrinsic solubility of drug in solution when [CD] = 0 (y intercept):

 K
S11
0 1

: ( )

slope

slope
 (3.2)

In some cases however, drug may exist in dimeric, trimeric, or other aggregate conforma-
tions in solution. In such instances, an inability of CD to complex with the aggregates will 
lead to inaccurate values for S

0
 and K

1:1
. Due to this, the derivation of drug‐CD complexa-

tion efficiency (CE) may serve as a more accurate representation of CD solubilization 
potential [11]. For a 1 : 1 drug‐CD complex, CE is calculated using the following equation:

 CE
D/CD

CD

slope

slope

[ ]

[ ] :K S11 0 1
 (3.3)

As a general rule, CD content within a formulation should be kept as low as possible. This 
is because increasing CD concentration decreases drug bioavailability, increases formula-
tion bulk weight, and causes stability concerns due to intermolecular CD‐CD associations 
resulting in aggregate formation [27]. As a result, it is important to consider means of 
enhancing the CE between drug and CD. CE can be enhanced via a variety of methods 
including changing drug crystallinity, altering a drug’s ionization state, adding stability 
enhancers and employing co‐solvent systems [27]. Considerations need to be given to a 
range of parameters; for example, a modification that increases the intrinsic solubility of 
drug will generally lead to the drug having a reduced affinity for the CD cavity due to a 
decrease in its lipophilicity. Thus, a careful balance between these parameters needs to be 
achieved to ensure optimum rather than maximal complexation.

3.3.2 Non‐inclusion Drug‐CD Complexes

Inclusion within the CD cavity is not absolutely required to enhance drug solubility. Other 
complexation phenomena may occur between the two species and these are the subject of 
much ongoing research [85]. For example, while ibuprofen and diflusinal are expected to 
form 2 : 1 complexes with HPβCD based on phase solubility studies; docking studies and 
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NMR investigations demonstrate that these substances only form 1 : 1 complexes [12]. As 
mentioned earlier, CD molecules may aggregate to form CD‐CD complexes [12, 13, 16, 
88, 89]. Further, hydrophobically modified CDs may behave as surfactants resulting in 
aggregation into micelle‐like structures  [14, 90, 91]. These and other mechanisms may 
allow the incorporation of hydrophobic drug within the aggregate and drive the formation 
of non‐inclusion complexes (Figure 3.1, B paths). To demonstrate, the formation of large 
aggregates between hydrocortisone and HPβCD prevent the permeation of the former 
through cellophane membranes [14, 85, 92]. Other non‐inclusion drug‐CD interactions 
have also been identified such as the formation of “out of ring” hydrogen bonds between 
riboflavin and βCD/HPβCD, leading to enhanced solubility of the drug [93].

Using multiple types of CDs may also enable the formation of co‐solvent systems. While 
dexamethasone forms micellar non‐inclusion aggregates with HPγCD as well as with a 
γCD/HPγCD system, the latter system was able to more efficiently enhance both drug sol-
ubilization and drug release rates from the complexes [94]. Modulation of CD ratios could 
further control drug release by affecting solubility and particle size of the complexes.

Non‐inclusion complexes have been further used to prolong the release of certain 
therapeutic agents. The innately hydrophilic drug meglumine antimoniate had its water 
solubility further improved by complexation with βCD, which allowed the administration 
of higher doses [95]. Spectroscopic characterization confirmed the formation of non‐
inclusion complexes which were able to slow down the release and absorption of drug, 
consequently leading to prolonged mean residence time of drug in serum [95].

CD/molecule inclusion complexes may also aggregate more readily than native CD 
 molecules to allow subsequent non‐inclusion complexation. For example, saturation of 
HPβCD cavities with cholesterol enhances the ability of this entity to solubilize cyclospo-
rin A [86]. Drug‐CD complexes have also been seen to form aggregates which may enable 
subsequent non‐inclusion complexation (in a manner similar to that highlighted in 
Figure 3.1, B paths), with higher CE drugs generally leading to the formation of larger 
aggregates and thus poorer membrane permeation properties [15].

3.4 Characterization of Drug‐CD Complexes

A variety of techniques have been employed to confirm the formation and utility of CD 
complexes. Selecting the most appropriate technique to use depends on the complexation 
process as well as the inherent properties of the drug, CD molecule, and their resultant com-
plex. It is important for characterization to be able to distinguish between formed complexes 
and any “free” drug or CD. Drug‐CD complexes may be characterized in the solid state or 
in solution. Both a simple physical mixture of the raw materials (drug and CD) as well as 
the raw materials independently subjected to processing conditions need to be simulta-
neously characterized in most instances in order to conclusively confirm complex formation.

3.4.1 Thermo‐Analytical Methods

Thermo‐analytical methods are commonly employed to characterize inclusion complexes 
[77, 96]. Differential scanning calorimetry (DSC) or differential thermal analysis (DTA) 
may be used to compare thermal profiles of drugs before and after CD complexation. 
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Molecular changes such as melting, oxidation, or decomposition are manifested as 
characteristic peaks or troughs on the derived thermograms [96]. Peak shifts and/or the 
gain and loss of features on the thermogram can confirm complex formation. Various 
therapeutics including salbutamol and famotidine have demonstrated the loss of 
characteristic peaks on thermograms when complexed with CD molecules [97, 98]. 
Thermograms may be further used to quantitatively determine the extent of drug com-
plexation [77]. Such characterization requires a comparison of the area under the DSC 
curve of a physical mixture of drug‐CD with that under the DSC curve of a formed 
 complex. The proportional change in area can be correlated with the apparent degree of 
complex formation.

3.4.2 Microscopic Methods

Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) can 
be used to image the crystalline state of the raw materials and the final product following 
complexation [16, 77]. The observed differences in structure can be used to indicate the 
formation of inclusion or non‐inclusion complexes. Although the methods have been 
routinely used to characterize CD complexes, they are considered inconclusive in con-
firming complexation and should only be used as adjuncts to more robust characteriza-
tion techniques.

3.4.3 Wettability/Solubility Studies

In wettability studies, powdered drug‐CD complex is analyzed with regard to its contact 
angle and sedimentation and dissolution rates when exposed to water. While simple CD 
addition to a powder can enhance its cumulative wettability, the conduction of dissolution 
studies of the powder can give a better indication of whether drug‐CD complexation has 
indeed occurred [77, 96]. Solid CD formulations may be pressed into tablets and subjected 
to a dissolution test. Following collection of media at preset intervals and subsequent anal-
ysis of drug content within the media, one can determine whether the CD complexation has 
improved a drug’s dissolution property. Dissolution rates of complexes prepared via differ-
ent methods can be compared to determine which method is most efficient at enhancing 
drug dissolution. Solubility studies using varying CD concentrations may also be assessed. 
If drug solubility is increased with increasing CD concentration, this can be taken as a clear 
indication of CDs interaction resulting in enhanced drug solubility.

3.4.4 Chromatographic Methods

Thin layer chromatography (TLC) and high pressure liquid chromatography (HPLC) can 
be used to distinguish drug, CD, and complexes due to differences in retention properties 
of the three samples. An issue, seen especially with TLC, is that complexation is a 
 reversible process and the complexes may separate during chromatographic analysis. 
The  technique may however be used to determine the affinity of drug and CD molecule 
[99]. Similar affinity studies may be designed using HPLC and as such imidazole/
HPβCD and steroid/(βCD or γCD) complexes have been previously evaluated using this 
technique [100, 101].
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3.4.5 Spectroscopic Methods

Spectroscopic characterization via 1H‐NMR is a robust technique for confirming the 
formation of inclusion complexes. The technique can also assist in determining the precise 
molecular groups of the drug and CD that are interacting during complex formation [102–
104]. For example, spectra of hydrogen atoms located on the interior of the CD molecule 
show significant shifts when inclusion complexation occurs. The spectrum of the included 
molecule may also change, with relevant hydrogen peaks shifting to indicate their involve-
ment in the interaction. When varying ratios of drug and CD are used, the extent of peak 
shift can help determine the ratio at which complexation is at a maximum. Salbutamol and 
indomethacin complexes with βCD have been confirmed using 1H‐NMR, helping to deter-
mine the precise extent of interaction between each molecule of drug and the CD [103, 
104]. Although not routinely used, 13C NMR may also be employed for complex 
identification, with the technique being most useful when complexation leads to conforma-
tional changes of the CD molecule [105]. CD interactions with polyaniline and piroxicam 
have previously been elucidated using 13C NMR [106, 107].

Infrared (IR) spectroscopy enables the characterization of molecules through their struc-
ture‐specific absorption of IR light. The technique is especially useful in cases where the 
drug contains functional groups which appear as characteristic bands on IR spectra, such 
as carbonyl or sulfonyl groups. If hydrogen bonds are formed between such characteristic 
groups and CD during complexation, increases in band intensity or widening of bands may 
be observed on the spectrum [96]. CDs complexed with various drugs, including clotrima-
zole, piroxicam, indomethacin, and naproxen, have been previously confirmed using IR 
[108–111].

Raman spectroscopy works in a complementary manner to IR spectroscopy and utilizes 
the inelastic scattering of monochromatic light to derive a characteristic molecular finger-
print. Drug‐CD complexation can be analyzed via this technique by assessing the impact of 
intermolecular interactions on both band intensities and peak shifts on the spectra. Various 
drug‐CD complexes have been confirmed using Raman spectroscopy, including those for 
carotenoids, ibuprofen, and piroxicam [106, 112, 113].

3.4.6 X‐Ray Techniques

X‐Ray diffraction (XRD) involves identifying complex formation by analyzing the crystal 
structure of a formed complex. Complex formation leads to changes in diffraction peaks 
based on the impact of formation on drug and CD crystallinity [96, 114, 115]. A decrease 
in peak sharpness on the diffractogram corresponds with a loss in crystallinity. Molecules 
including warfarin, quercetin, and celecoxib all demonstrate losses in crystalline peaks fol-
lowing complexation with various CDs, which indicates the amorphous nature of these 
complexes [114, 116, 117]. The crystal structures of some common CD molecules and the 
guest‐CD complexes are presented in the Cambridge Structural Database (CSD, http://
webcsd.cds.rsc.org/index.php).

An unrelated X‐ray technique, termed X‐ray scattering, has recently gained attention in 
the characterization of inclusion and non‐inclusion complexes. The technique involves the 
derivation of the size and shape of macromolecular structures via analysis of elastic X‐ray 
scattering patterns. Small angle X‐ray scattering has been the most widely used variety of 

http://webcsd.cds.rsc.org/index.php
http://webcsd.cds.rsc.org/index.php
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this technique, with intensity peaks able to yield information about lattice structures formed 
when CDs have been complexed with various molecules, including surfactants, polymers, 
and DNA [118–122].

3.4.7 Other Techniques

Several lesser used techniques for complex characterization are available and include 
UV‐visible and fluorescence spectroscopy, electrochemistry, circular dichroism, drug 
 degradation kinetics, phase distribution studies, and equilibrium dialysis. These techniques 
are not routinely used and the reader is referred to the literature where the aforementioned 
techniques have been employed and discussed [96, 102, 123–128].

3.5 Theoretical Progress of CD Studies

Molecular modeling is a characterization strategy which employs the use of computational 
methods to mimic the behavior of molecules. The distinguishing feature of the technique is 
its ability to characterize molecular systems at the atomistic level [129]. Currently there are 
hundreds of reports describing theoretical calculations of drug‐CD complexes. Figure 3.2 
and Table 3.3 classify recent research into five types: quantum mechanics (QM), molecular 
dynamics (MD), Monte Carlo (MC) simulations, docking, and quantitative structure‐
activity relationships (QSARs).

3.5.1 Quantum Mechanics

QM mathematically describes the spatial positions of all electrons and nuclei. It is able to 
predict the structural and electronic characteristics of molecules. Current QM methods for 
CD include semi‐empirical methods, ab initio methods, and density functional theory 
(DFT) methods. Djemil et al. used different QM methods (e.g., PM6, HF, ONIOM) to 
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investigate the structures of dopamine and epinephrine/βCD complexes [130]. Their 
 findings indicated that the catechol ring of the guest inserts into the hydrophobic cavity of 
βCD through intermolecular hydrogen bonding [130]. Another study compared the relative 
 stability of the complexes between αCD and the platinum (II)‐based drugs (e.g. carbopla-
tin, oxaliplatin, nedaplatin) using the B3LYP/6‐31G theory [131]. The relative stability 
studies demonstrated that, in this instance, hydrogen bonds were major contributors to 
complex formation and that the carboplatin/αCD complex was the most stable. However, 
the  limitation of QM simulation to CD systems is that the large atom number of CD molecules 
requires extensive computing capabilities. Moreover, it is difficult to apply QM methods to 
solvated systems.

3.5.2 Molecular Dynamics Simulation

MD simulation mimics the physical motion of atoms and molecules under Newton’s laws 
of physics [129]. It permits investigation of the structural, dynamic and energetic aspects 
of CD‐guest complexes based on molecular mechanics (MM) and/or the empirical force 
field (e.g., AMBER, CHARMM, GROMOS, and CVFF) [146]. The binding free energy 
between CD and guest molecule can be calculated by the MM/PBSA, free energy pertur-
bation, and thermodynamic integration methods. From Figure 3.2, we note there are over 
400 publications describing CD‐related MD simulations, which dominate research about 

Table 3.3 Examples of CD theoretical calculations.

Theoretical methods Cyclodextrin Guest molecule References

Quantum mechanics β‐CD Dopamine and epinephrine [130]
α‐CD Carboplatin, oxaliplatin, 

nedaplatin
[131]

β‐CD Aflatoxin B1 [132]
Molecular dynamics β‐CD 57 Guest molecules [133]

β‐ and γ‐CD Amphotericin B [134]
α‐, β‐, and γ‐CD Cumene hydroperoxide [135]
α‐ and β‐CD 1‐Alkanols, substituted 

phenols, and substituted 
imidazoles

[136]

Monte Carlo simulations β‐CD Praziquantel [137]
β‐CD and methylated 
β‐CD

Niobocene dichloride [138]

α‐CD Water [139]
Docking β‐CD and four 

derivatives of β‐CD
Luteolin [140]

HP‐β‐CD and 
methylated‐ β‐CD

Voriconazole [141]

β‐CD 4,4′‐Dihydroxybiphenyl [142]
Quantitative structure–
activity relationship

α‐CD Benzene derivatives [143]
β‐CD Multiple compounds [144]
β‐CD 233 Molecules [145]
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CD modeling. Previous MD studies have shown that amphotericin B (AmB) can form a 
stable complex with γCD via the insertion of the macrolide ring into the CD cavity, while 
the guest ring cannot enter the cavity of βCD due to space limitations [134]. van der Waals 
and electrostatic interactions are primary contributors to the formation of these particular 
CD inclusion complexes. The binding free energy between AmB and γCD is much higher 
than that of AmB and βCD, which is in agreement with the experimental observation of the 
bioavailability of AmB formulations [134]. MD simulations using the Amber force field 
have been applied to studying the inclusion complex formation between CD and organic 
molecules, for example, 1‐alkanols, substituted phenols, and substituted imidazoles [136]. 
The calculated binding free energy by MM‐PBSA method showed that van der Waals inter-
actions were the dominant contributors of inclusion complex formation, and electrostatic 
interactions and the hydrophobic effect also contributed to the complex. Moreover, the 
flexibility of the guest molecule had a significant impact on complex stability [136].

3.5.3 Monte Carlo Simulation

MC simulation uses the same empirical force field as MD simulation. However, MC simu-
lation features playing and recording the results in casino‐like conditions by repeated 
random sampling [129]. After numerous results with low energies are achieved, the aver-
aged energies and/or properties of the system will be provided [129]. Thus, unlike MD 
simulation, MC simulation cannot offer dynamic information with time evolution of the 
system in a form suitable for viewing. MC methods are especially useful for modeling sys-
tems with significant uncertainty and high degrees of freedom, such as polymer chains and 
protein membranes. With MC methods, a complex system is able to be sampled in numerous 
random configurations, and all data can be applied to simulate the whole system. MC sim-
ulations have been used to investigate the water solvation shells for praziquantel/CD 
complexes [137]. Water molecules were found to be useful in forming praziquantel/βCD 
complexes due to the hydrophilic effect imparted by the CD molecule [137]. MC simula-
tions have also been used to study water molecules inside the hydrophobic cavity of αCD 
[139]. The results showed that about five water molecules are present in the CD cavity; 
however only 2.4 of these molecules on average interact with αCD by hydrogen bonds, 
which is fewer than the number interacting with the molecule outside the cavity [139].

3.5.4 Docking Studies

Docking is a simulation method for the prediction of one “ligand” molecule binding to a 
“receptor” molecule to form the “ligand–receptor” complex by scoring the functions with 
the association or binding affinity between two molecules. In rational drug design, docking 
is a popular approach for predicting the spatial orientation of drug candidates to their target 
protein or predicting the binding affinity between them. The inclusion complexes between 
luteolin and five varieties of CD molecules (βCD, RMβCD, HEβCD, HPβCD, GβCD) were 
previously studied using docking techniques [140]. Experimental results showed that the 
1 : 1 luteolin/GβCD complex had the highest stability constant. Molecular docking results 
were in agreement with the experimental data [140]. Another study investigated the com-
plexation between voriconazole with HPβCD and 2OMβCD [141]. Solubility studies sug-
gested that 2OMβCD had a more efficient solubilization effect than HPβCD. However, 
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results from docking simulation mismatched with these experimental results. The possible 
reason for the discrepancy between computer simulations and experimental results was the 
self‐association and formation of multiple complexes between voriconazole and HPβCD 
molecules, rather than 1 : 1 complexes [141]. Therefore, we know that we cannot apply 
only the docking program to reliably characterize CD complexes.

3.5.5 Quantitative Structure–Activity Relationship

QSAR models are regression models with the summary of a relationship between chemical 
structures and biological activity within a given drug class, a technique widely used in 
drug design and development. Currently there are only a few QSAR studies for CD 
complexes. 3D‐QSAR models were previously developed to predict the stability constants 
between benzene derivatives with αCD by comparative molecular field analysis region 
focusing (CoMFA‐RF) and VolSurf methods [143]. A test set of 18 compounds was used 
for the  predictive models. Results indicated that electrostatic interaction, hydrophobic 
effects, and shape were the three main contributors to these inclusion complexes while, 
separately, docking results also agreed with the combined 3D‐QSAR models [143]. 
Another study developed a QSAR model for predicting complexation with βCD by the 
topological substructural molecular design (TOPS‐MODE) approach [144]. Results 
revealed that hydrophobic effect and van der Waals interactions were the major driving 
forces for  complexation [144].

3.6 Future Prospects of Cyclodextrin Formulation

Although numerous works have been published, the data arising from different physical 
methods compared to in silico approaches are often contradictory and conflicting. 
Moreover, existing in silico approaches are often convoluted and require significant spe-
cialist training both in underlying theory and associated software. It is therefore crucial to 
develop more universally acceptable, convenient, and reliable modeling methods appli-
cable to CD formulations, which can serve to reduce the trial and error approach often 
adopted in a laboratory setting. In addition, the mechanism by which non‐inclusion CD 
complexes for macromolecules form is still largely unclear and there is no widely agree-
able principle or consensus on how best to develop non‐inclusion CD formulations.
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4.1 Introduction

Amphiphilic diblock polymer molecules can self‐assemble into a variety of morphologies 
in dilute solution – spherical micelles, cylindrical micelles, and bilayer (vesicle) morphol-
ogies. The hydrophobic blocks self‐assemble in the core of the micelle, while the hydro-
philic blocks maximize their contact with the solvent through the formation of a micellar 
corona. The free energy is a balance of the degree of stretching of the polymer chains, the 
polymer–polymer interactions, the polymer–solvent interactions, and the associated 
entropy, to give rise to an interfacial tension [1]. In a more general manner, the shape of the 
morphologies can be thought of in terms of a packing parameter, P = v/al

c
 that is deter-

mined by molecular volume v of the packed hydrophobic segment, contour length l
c
 of the 

hydrophobic segment, and interfacial area a of the hydrophilic segment [2]. The range of P 
shifts the preferred assembly in dilute solution from spherical micelle (P < 1/3) to worm 
micelle (1/3 < P < 1/2) to vesicle (P > 1/2) or polymersome phase. In addition to the packing 
parameter, the copolymer concentration, the water content in solution, the nature of the 
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cosolvent, as well as the kinetics of the aggregate formation can all affect the resulting 
 morphology [3]. In general, diblock copolymers are characterized by the degree of immis-
cibility between the block components defined by the Flory–Huggins parameter, χ, the 
total number of monomers, N, and the hydrophilic mass fraction, f (0 < f < 1), of the copol-
ymer, with the degree of microphase separation determined by the product, χN [3]. N is the 
total length of the polymer and χ is defined by [4]:

 AB AB AA BB

Z

kT
1

2
( )  (4.1)

Z is defined by the number of nearest neighbors, and ε
AA

, ε
BB

, and ε
AB

 are the interaction 
energies between A and B copolymer units. As outlined in Figure 4.1, as the hydrophilic 
mass fraction (f) increases, the preferred morphology changes from a bilayer vesicle to a 
worm‐like micelle to a spherical micelle morphology. Applications of polymeric self‐
assemblies are in numerous fields – photonics, electronics, and biomedicine; additionally, 
multiblock polymers open up possibilities of new morphologies [5]. In particular, micelles 
are currently successfully used as pharmaceutical carriers for hydrophobic drugs and pos-
sess a number of attractive properties as drug carriers, including high stability and good 
biocompatibility [6].

The hydrophobic environment of the micellar core can serve as an environment for 
hydrophobic solutes, or drugs. As shown schematically in Figure 4.2, dependent on the 
interaction of drug with drug and drug with polymer, the hydrophobic drug can be solubi-
lized homogeneously in the core, or the drug can locally segregate from the hydrophobic 
core of the micelle. The free energy for hydrophobic drug loading in the core of the 
micelle is a balance in terms of the enthalpy and the entropy between the solute and the 
hydrophobic diblock component, the interfacial energy, and the conformational energy of 

f ~ 25–42%

Bilayer vesicle

Worm-like micelle Spherical micelle

f ~ 42–50%

f > 50%

Figure 4.1 As the hydrophilic mass fraction, f, increases the preferred morphology changes 
from a bilayer vesicle to worm‐like micelle to spherical micelle morphology (see colour plate 
section).
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the polymer chains [8]. It is predicted that the solubility of the drug in the micelle is 
 proportional to the χ

dp
 to some power, where χ

dp
 is defined as follows [7]:

 
dp

drug

drug polymer

V

RT ( )2
 (4.2)

V
drug

 is the volume of the drug, R is the ideal gas constant, T is the temperature, and δ
drug

 and 
δ

polymer
 are the Hildebrand solubility parameters of the drug and the polymer. Additionally, 

the inherent shape of the micelle is predicted to affect the ability to encapsulate different 
solutes [7]. Drug loading, and how it relates to micellar morphology, is a model problem to 
be addressed with multiscale molecular modeling that will be addressed within the scope 
of this chapter.

Figure 4.2 Two different schematic representations of spherical micelles containing solutes. 
The darker lines represent the hydrophobic block and the lighter lines represent the hydrophilic 
block. In the top sketch, the solute, or drug, is solubilized in the hydrophobic core of the 
micelle. In the bottom sketch the drug molecule segregates from the micellar core. Reprinted 
with permission from Ref. [7]. Copyright 2001 John Wiley & Sons, Ltd.
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Upon entering the bloodstream, micelles are subjected to dilution, which can destabilize 
the assembly. There are various factors which affect the kinetic and thermodynamic 
stability of micelles, including the critical micelle concentration (CMC) of the polymer, 
the hydrophilic mass fraction (f), the T

g
 of the hydrophobic group, and also the drug 

content in the micelle [9]. The rate of disassembly of the micelle into unimers [10] 
depends on multiple factors, including the content of solvent in the core and the length 
of the hydrophilic and hydrophobic groups. Additionally, the copolymer may be 
degradable, for example, composed of the polyesters such as polylactic acid or poly-
caprolactone (PCL) connected with hydrophilic poly(ethylene oxide) (PEO) [11–13]. 
In particular, using copolymers that degrade in the pH range of the endosome will 
allow for the intracellular release of the encapsulated drugs. The rate of polyester 
hydrolysis is dependent on pH [14, 15], polymer molecular weight, and the degree of 
polymer crystallinity [16–18]. PEO stabilizes the micellar corona, inhibits the surface 
absorption of biological macromolecules, maximizing biocompatibility, and helps 
micelles escape the rapid reticuloendothelial system (RES) after intravenous 
administration, prolonging circulation time [6, 19]. Moreover, the properties of copol-
ymers are tunable, with increased molecular weight imparting increased stability of the 
micelle [20]. Additionally, micelle size and shape have been shown to affect the 
circulation time in the bloodstream [21].

A tumor’s newly developed vasculature is known to be more permeable than healthy 
blood vessels. High molecular weight species, such as polymers, can easily penetrate 
the vascular wall and seep into the tumor [22] – this concept has been termed the 
enhanced permeability and retention (EPR) effect. Many types of anticancer polymer‐
based self‐assemblies have exploited this, including bioconjugates [23], liposomes 
[24], polymersomes [25], and polymeric micelles [26]. Micelles, particularly PEO‐
PCL micelles, are internalized via the mechanism of endocytosis [27]. It has been 
demonstrated by various groups that drugs or dyes inside the hydrophobic core of the 
micelle can be internalized inside the cell without the endocytosis of the micelle [28]. 
It is suggested that the plasma membrane mediates the internalization process through 
the uptake of hydrophobic dyes from the micellar core. Additionally, polymer micelles 
can increase drug uptake through other indirect mechanisms. For example, Pluronics 
have been shown to inhibit P‐glycoprotein, enabling internalization of drug inside the 
cell [29].

Once a drug is delivered and released at the target site in the body, the next step is 
binding of the drug to the targeted protein. This leads to the desired modulation of the 
biochemical activities of cell physiology, where the inherent interactions between the 
bare drug itself and the protein take center stage. Figure 4.3 illustrates a thermodynamic 
cycle of a two‐step ligand binding to a receptor. Primary concerns in drug discovery 
have focused on the optimization of the binding affinity for a more potent drug as well 
as the target selectivity of a drug to minimize the off‐target related side effects. 
Therefore, the equilibrium dissociation constant (K

D
) or the half‐maximal inhibitory or 

effective concentration (IC
50

 or EC
50

) have been commonly used as a measure of the 
binding affinity to the target or the off‐target. More recently, there has been increased 
recognition of the kinetic aspects of drug–protein binding in addition to the equilibrium 
state, given the open, dynamic environments, and time‐dependent factors in vivo [31, 32] 
and the concept of the drug residence time or, more specifically, the dissociation rate 
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constant (k
off

), which has been suggested to be useful in preclinical lead optimization 
[31]. The dissociation rate or dissociative half‐life has shown correlations with drug 
resistance [33], the in vitro cellular activity [34], the drug efficacy and duration in vivo 
[35], and the selectivity [36]. More active delivery systems may help improve the phar-
macokinetics of the drug.

In the scope of this chapter, numerous aspects of multiscale molecular modeling for drug 
delivery will be discussed, including multiscale computational methods, micellar self‐
assembly and stability, the interaction of drugs with polymers and membranes, as well as 
the kinetics of drug binding. We will review atomistic, coarse‐grained (CG) [37], and 
mesoscale simulation techniques, including dissipative particle dynamics (DPD) [38] and 
Brownian dynamics (BD) [39]. While the accuracy of force fields for proteins, nucleic 
acids, and polymers, continue to be improved, the length scales and time scales of micellar 
self‐assembly, drug delivery, and the kinetics of binding in cellular environments entail the 
utilization of lower resolution or multiscale models.
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Figure 4.3 Thermodynamic cycle for two‐step ligand (L) binding to receptor (R). The reaction 
scheme for the conformational selection mechanism starts with the unliganded receptor state 
R (top left corner) and proceeds along the clockwise direction indicated by the arrow. The 
induced‐fit mechanism also starts with unliganded receptor state R, but proceeds along 
the  trajectory indicated by the counterclockwise arrow. In both models R and R* refer to 
distinct conformational states of the same receptor molecule. In the conformational selection 
model, the interconversion between states R and R* is slow and occurs prior to rapid ligand 
binding to state R*. In the induced‐fit model, ligand binds rapidly to state R after which there 
is a slow conversion (i.e., receptor isomerization) to the bound state R*L. Reprinted with 
permission from Ref. [30]. Copyright Future‐Science, 2011.
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4.2 Simulation Methods

Molecular simulations have proven to be a useful tool to solve a variety of problems by 
providing insight into molecularly specific interactions at an atomic and molecular level, 
whose temporal and spatial averages correspond to experimentally measurable collective 
properties of the given system. The application areas range from chemistry and physics to 
biophysics, chemical engineering, and pharmaceutics, and are growing with no visible 
limits. The quality of the simulation results fundamentally depends on the given force 
fields and sampling methods: as a bottom‐up approach, the macroscopic properties of the 
simulated system are entirely based on the force fields used. Furthermore, efficient sam-
pling methods are also critical to achieve statistically significant results. Therefore tremen-
dous efforts from both the theoretical and experimental sides have concentrated on the 
development of accurate force fields, as well as efficient sampling methods. The limitations 
in the applicable time scales and system sizes have been pushed back in various ways, 
including multiscale molecular modeling from atomistic models to the CG level [40, 41], 
different dynamics strategies from molecular dynamics (MD) and Monte Carlo (MC) sim-
ulations to BD [39] and DPD [38], and, of course, the advancement of computational power 
including parallel processing and graphics processing units (GPUs).

4.2.1 All‐Atom Models

Classical mechanics governs the motion of particles in MD simulations. In classical atom-
istic models, every atom is considered as a bead and the chemical bond between them can 
be represented as a connecting spring. Force fields for atomistic molecular models define 
how to calculate the intra‐ and intermolecular interactions. The properties of each atom 
include the mass, the charge, and the van der Waals radius. The total energy per atom 
includes the potentials for bond, angle, and dihedral, as well as the nonbonded potentials 
for electrostatics and van der Waals interactions:

 U U U U U Ubond angle dihedral elec vdw. (4.3)

Many groups have developed more accurate force fields through both theoretical and experi-
mental efforts [42–46]. These classical atomistic models allow us to expand our investigations 
to systems many orders of magnitude larger than quantum mechanics can reach by introducing 
the concept of the point charge instead of the electron cloud. More recently, polarizable force 
fields have been developed to catch the instantaneously induced charge due to the changes 
of the electrostatic environment, at the expense of computational cost [47–49]. Smith and 
colleagues demonstrated that the optimization of partial charges based on Kirkwood–Buff 
theory of liquids leads to better performance than the scaled‐up charges based on gaseous 
state calculations without increasing the computational cost [42].

4.2.2 Coarse‐Grained Models

In order to reach larger systems and time scales of interest, CG molecular models have 
been introduced at many levels where the so‐called bead (interacting center) can represent 
several neighboring atoms, a residue, or an entire protein domain [50–55]. The number of 



Molecular Modeling of Block Copolymer Self‐Assembly and Micellar Drug Delivery 59

the particles in the system dramatically drops and therefore the computational cost 
decreases accordingly. The beads are connected by a virtual bond and parameterized in 
many ways, including re‐mapping from available atomistic simulations [56, 57], such as 
Boltzmann inversion [40, 57], as well as parameterization via experimental data for bulk 
liquid and surface properties. For example, the Shinoda–DeVane–Klein (SDK) CG model 
is briefly described in this section as an example of a CG model.

Micellar self‐assembly and stability, the interaction of drugs with polymers and mem-
branes, as well as the kinetics of drug binding are all examples of systems that can be 
approached with molecular modeling at multiple length scales – atomistic, CG, mesoscopic, 
in complement with advanced sampling techniques, as reviewed in this chapter. CG molec-
ular models have been applied to study the behavior of numerous phenomena in science and 
engineering, including polymers, proteins, and membranes [58–63]. Atomistically detailed 
molecular models are inherently limited to the smaller length and time scales; however, CG 
models allow sampling of much longer length and time scales due to decreased modeling 
resolution. Mesoscale models, such as DPD and BD, to be described in more detail, allow for 
simulation of even longer time and length scales, while sacrificing the atomic level detail. 
Mesoscale methods have captured the phase behavior of block copolymers, surfactants, 
and membranes [64], in addition to the kinetics of protein–ligand binding in crowded envi-
ronments [65]. The method of approach to go from the atomistic level to a higher resolution 
model has been rigorously examined [66]. Structural and thermodynamic approaches aim 
for close agreement with measured properties from simulations at the all‐atom level, or exper-
imental properties, such as radial distribution functions with a force‐matching approach 
[52], and/or thermodynamic properties [50] of chemical groups, such as surface tension or 
bulk liquid density. Moreover, a combined structural and thermodynamic approach has been 
shown to be fairly transferrable over a range of temperatures close to room temperature. CG 
MD, including mesoscopic simulation techniques, have shown a potential to capture the 
self‐assembly of PEO‐based surfactants and polymers [50, 67]. Several examples of CG 
MD, as applied to drug delivery, will be outlined in the next section of this chapter.

As an example, the SDK CG force field approach is briefly outlined here. For the SDK 
methodology, the intramolecular interactions are modeled via harmonic potentials given by 
V r K r r( )bond b o

2
 and V r K( )angle a o

2
. Here, K

b
 and r

o
 represent the equilibrium 

force constant and distance for bonds, and K
a
 and θ

o
 represent the equilibrium force constant 

and equilibrium angle. These constants are obtained from the respective all‐atomistic 

simulations using an inverse Boltzmann technique, such that U r k Tln
P r

rbond B( )
( )
2

 and 

U k Tln
P

angle B

( )

sin
, while the nonbonded interaction is set by a pairwise additive 

 potential based on the Lennard–Jones (LJ) potential: U
r rLJ9 6

9 6
27

4
 or 

U
r rLJ12 4

12 4
3 3

2
 [50]. The SDK CG approach [50] has been systematically 

applied to study the self‐assembly of materials properties of lipids [68], proteins [69], 
 polyesters [70], and surfactants [37]. Likewise, the Martini force field [71], a similar meth-
odology, has been applied to numerous soft matter systems – lipids, proteins, buckyballs, 
as well as polymers, such as polystyrene [72]. The SDK approach, at long sampling times 
and high concentrations, when extrapolated to low concentrations, has been shown to 
exhibit good agreement with experimental CMCs of short PEO‐based surfactants at room 
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temperature [73–75]. Additionally the SDK approach, combined with enhanced sampling 
techniques, has been applied to PCL [70]. This will be discussed in the next section of this 
chapter in comparison with experimental results.

4.2.3 Mesoscale Methods: BD and DPD

Another way to extend the time scales and length scales of the system is to adopt a more 
mesoscopic approach to simulation. Here we briefly introduce BD and DPD as examples. 
These methods have also been coupled with CG molecular descriptions, such as proteins or 
polymers. BD [39] is a stochastic approach to simulate the dynamics of molecular systems. 
Traditional MD simulations calculate particle displacements over a specified time interval 
by integrating Newton’s equations of motion. BD calculations start with the Langevin 
equation of internal motion, which contains frictional and random forces representing the 
collision with solvent. It is assumed that the momentum relaxation time is faster than the 
position relaxation, which allows us to consider time intervals longer than the momentum 
relaxation time scale. The BD trajectories are obtained by solving the Langevin equation 

assuming no average acceleration during the simulation [39, 76]: r
D

k T
f t R ti

i
i i

B

( ) , 

where the systemic force on the particle i, f
i
, is obtained the usual way as a negative gradient 

of the potential energy. D
i
 is the pre‐computed 6 × 6 diffusion tensor of particle i, k

B
 is the 

Boltzmann constant, and T is the absolute temperature. R
i
(Δt) is the random displacement 

vector due to the collision of surrounding solvent with a Gaussian distribution with zero 
mean and the variance–covariance of R t R t D ti j i ij( ) ( ) 2 . Here δ

ij
 is the Kronecker 

delta. The Cholesky factorization of D can give the random displacement. For simplicity 
[77], D

i
 can be replaced with the diffusion coefficient of particle i, and is given by the 

Stocks–Einstein equation D
k T

ai
B

6
, where η is the viscosity of solvent, and a is the radius 

of the molecule. In order to include the hydrodynamic interactions [39, 78] and make BD 
more realistic, the 6 N × 6 N diffusion tensor for the entire system of the total N spherical 

molecules is added in the propagation scheme: r D t
D

k T
f t R t( ) ( )

B

. Here the 

diffusion tensor D depends on the positions of particles, meaning that each BD step needs 
to accompany the Cholesky decomposition of D to compute the random displacement with 
considerable computational cost [79]. In BD simulations, solvents are not treated explicitly: 
BD takes into consideration the viscosity of solvent, but does not reproduce the electrostatic 
screening effect of solvent and the hydrophobic effect like implicit solvent models do. Such 
a way to treat solvent implicitly makes it possible to simulate large systems for a very long 
time along with larger time intervals to calculate the particle displacements.

DPD [80] method is another approximate, CG scheme designed for the simulations of 
liquids at mesoscopic scales beyond which conventional MD can reach. The full atomistic 
details of the solvent are not necessary and inefficient in the study of Brownian motion 
of colloids, where only its viscosity, density, and temperature matter. As a coarse‐graining 
of MD, DPD provides an efficient model to predict the complex hydrodynamic behavior: 
particles in DPD represent clusters of molecules with pairwise interactions. In addition to 
the conservative force used in the conventional MD, a dissipative force and a random force 
compose the DPD algorithm: F f r f r v f ri

j i
ij ij ij ij

C D R, , where the conservative 
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force on the particle i, f  C, is system dependent and is derived from a pair potential between 
particles i and j. The dissipative force f D is the frictional force and represents the viscous 
resistance within the real fluid: f r v r v e eij ij ij ij ij ij

D D, , where γ is a friction coef-

ficient with a distance variation of ωD(r
ij
), r r rij i j, and e

ij
 is the unit vector in the 

direction of r
ij
, and v v vij i j. The random force f R is given in a similar form to make up 

for the degrees of freedom eliminated after the coarse graining: f r r eij ij ij ij
R R , 

where σ is a coefficient controlling the magnitude of the random pair force between the 
DPD particles, whose distance variation is described in ωR(r

ij
). The random variable ξ

ij
 has 

a Gaussian distribution and unit variance, with ij ji. The fluctuation and dissipation are 

related in such a way that they satisfy D
ij

R
ijr r

2
 and 2 2k TB  for the thermal 

equilibrium of the system. The DPD method takes a very similar approach to that of BD in 
terms of the employment of the frictional and random forces. The difference is that this 
combination of the frictional and the random forces in the BD does not conserve the momentum, 
while the frictional and the random forces in DPD are formulated to conserve momentum and 
therefore reproduce hydrodynamic behavior on long time scales and large length scales.

4.2.4 Free Energy Methods

It is essential to determine the free energy profile in order to understand most chemical and 
biological processes. However, the needs of thorough sampling of the configuration space 
make it extremely costly to calculate the free energy of complex systems. Various free 
energy calculation methods have been developed. Here we briefly introduce three of them: 
steered molecular dynamics (SMD), adaptive biasing force (ABF) method, and metadynam-
ics. SMD [81, 82] is based on nonequilibrium simulation using Jarzynski’s equality [83]. In 
SMD simulations, an external force is applied to the system to induce the structural changes 

or process of interest with minimized sampling cost. A guiding potential h r
k

r( ) ( );
2

2
 

is introduced in such a way that an external parameter λ is correlated with the reaction coor-

dinate ξ, which acts as a spring that constrains ξ to be near λ with a force constant k. 
Typically, either velocity or force is held constant during the process. With a constant 

velocity v, the work done on the system w is calculated as w kv dt r vtt

t

t0

0

0 . 

According to Jarzynski’s equality, the free energy difference ΔF is equal to the average work 
(W) done on the system through nonequilibrium processes regardless of the speed of the 
process. In principle: e eF W , where β is 1/(k

B
T) with the Boltzmann constant k

B
 and 

the absolute temperature T. The potential of mean force (PMF), that is, the free energy 
profile as a function of a coordinate, can be calculated by averaging the work. Due to the 
difficulty in sampling rare trajectories, the application of SMD has a practical limit to slow 
processes with the fluctuation of the work comparable to the temperature [82]. SMD has been 
used to investigate numerous problems such as structural transitions like unfolding or stretch-
ing of structures [82], protein–ligand binding and unbinding processes [84], and penetration of 
solutes or ions across channels and membranes [85].

The ABF method [86, 87] takes a different and very efficient approach to enhance the sam-
pling for free energy calculations. ABF involves estimating the mean force along the collective 
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variables (CVs) ξ from a running average in the appropriate bin during unconstrained 
simulations, F dA d| /* * , where A(ξ) is the free energy as a function of an order 

parameter ξ and the bracket | * denotes the conditional average, removing this force by 
applying a opposing external force of F | * . The resulting zero mean force on ξ leads 
to a random walk with no barrier along ξ, meaning uniform sampling along ξ. ABF method 
has several advantages, including a very small statistical error and excellent convergence. 
An example of PMF calculation using ABF is shown in Figure 4.4. This simple and effi-
cient sampling method has found many successful applications in chemical and biological 
systems studying conformational equilibrium [88], selective uptake of a small molecule 
by protein [89], and dissociation and association free energy profiles of a wide range of 
complexes [90, 91].

Metadynamics [92, 93] also uses an external potential to accelerate the reaction process 
to improve the sampling of rare events. In this algorithm, the history‐dependent potential is 
applied to recursively reconstruct the free energy from the bottom of the well through the 
exhaustive exploration on a predefined region in the CV space. A small repulsive Gaussian 
potential with the height ω and width 

i
 is added at every τ

G
 steps during the MD run, 

centered at previously explored configurations and tending to accumulate in regions of 
lower effective free energy as the system evolves. The sum of these potential constructs 
the external metadynamics potential on the CVs ξ = (ξ

1
, ξ

2
, …, ξ

nc
) at time t as follows:
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The sum of the underlying PMF A(ξ) and V
G
(ξ) forms the effective free energy 

A A V( ) ( ) ( )G . After a sufficiently long time, the underlying free energy is estimated 
as lim ~ ( )( )

t
V AG . While both ABF and metadynamics utilize external forces, metady-

namics requires three parameters to define the external potentials: the Gaussian width 
i
, 

the height ω, and the frequency τ
G
 at which the Gaussians are updated. These parameters 

have a strong influence on the quality of the reconstructed free energy and the sampling 
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Figure 4.4 The potential of mean force between two Taxol molecules in water as a function 
of the distance calculated using the ABF method. Gref is taken as the free energy minimum at 
approximately 12 Å.
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efficiency: the ratio ω/τ
G
 determines the accuracy of the reconstructed free energy profile. 

A much smaller ratio of ω/τ
G
 than κ

B
T/τξ, where τξ is the longest correlation time of ξ 

values, is usually recommended for good statistical convergence. Clearly, a finite number 
of chosen CVs should fully describe the process of interest for the reliability of metadynam-
ics: they should distinguish the initial, intermediate, and the final states clearly and describe 
all the slow relevant “events” of interest. Metadynamics has been applied and proven useful 
in a multitude of areas, including phase transitions [94], crystal structure prediction [95], 
chemical reactions [96], and biophysics [97, 98].

4.3 Simulations of Micellar Drug Delivery

As the hydrophilic mass fraction, f, increases the preferred morphology changes from a 
bilayer vesicle to worm‐like micelle to spherical micelle morphology. For example, in sys-
tems composed of neutral polymers such as the diblock copolymer poly(ethylene oxide)‐
polybutadiene (PEO‐PBD), the phase behavior has been thoroughly characterized [99–101]. 
The first characterization of the dilute solution phase behavior of neutral amphiphilic 
diblock copolymers established that as the weight fraction of the hydrophilic PEO block 
(f

hydrophilic
) is increased, the preferred assemblies shifts from lower to higher curvatures –  

vesicles to worms to spheres [100]. In this study, worm micelles were also formed within a 
very narrow range of f

hydrophilic
 (0.5 < f

hydrophilic
 < 0.55), while vesicles and spherical micelles 

are formed at f
hydrophilic

 values above and below, respectively. As shown in Figure 4.5, the 
preferred morphology of assemblies of PEO‐PCL was studied for block copolymers 
containing different hydrophilic/hydrophobic ratios and mapped into a plot of core block 
hydrophobicity (MCH2

) versus hydrophilic mass fraction, f
hydrophilic

 (f) [102]. In the phase dia-
gram, there is a characteristic shift from bilayer to worm‐like micelle to spherical micelle 
morphology, where the formation of worm‐like micelles is limited to a narrow range of 
molecular weights, with a critical molecular weight of tail necessary for worm‐like micelle 
formation. Figure 4.5a shows representative fluorescent micrographs of spherical micelles, 
worm micelles, and vesicles labeled with a lipophilic dye. The inset shows localization of 
hydrophilic dye within PEO‐PCL vesicles. Figure 4.5b shows the phase behavior of PEO‐
PCL assemblies in dilute solution. Filled symbols in gray represent corresponding morphol-
ogies: triangles for spherical micelles, squares for worm micelles, and circles for vesicles. 
The gray lines indicate the approximate phase boundaries for regions of phase coexistence. 
In comparison with the PEO‐PBD worm micelle phase, the PEO‐PCL worm micelle phase 
coexists with spheres and vesicles. Additionally, as previously mentioned, below a critical 
length of the hydrophobic block, worm micelles are observed, and increasing f

hydrophilic
 shifts 

the preferred morphology directly from vesicles to spheres.

4.3.1 Characterization of PCL Micelles with Simulation

Poly(ethelyne glycol) (PEG)‐PCL copolymers with different hydrophilic fractions 
(f

hydrophilic
) and different molecular weights (Table 4.1) were simulated with CG MD techniques 

and compared to the previously described experimental phase diagram [102]. Simulations 
were performed utilizing the SDK parameterization methodology with the LAMMPS MD 
code [103]. While the experimental polymer concentrations are 100 μM, the simulation 
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concentrations are limited by the explicit CG water in the simulation box. Each box con-
tains up to 0.6 million CG water beads (which represent three molecular waters each), with 
polymer concentrations of approximately 15 mM (CMC is submicromolar). To begin with, 
PEG

23
‐PCL

4
 and PEG

x
‐PCL

y
, where x and y represent the number of monomers per 

polymer, formed loose aggregates in simulation, but the experimental morphology was 
undetermined.

Moreover, it is found that the stable morphology in solution ranges from polymer vesicle 
bilayers to worm micelles to spherical micelles with increasing f

hydrophilic
, as shown in Figure 4.6. 

Homogeneous dispersion of PEG
1000

‐PCL
3000

 assembles into a bilayer (Figure 4.6a). Here x 
and y represent the molecular weight of the polymer. As shown, there are random fluctua-
tions in a homogeneous mixture of copolymer and water that are soon followed by segre-
gation with both hydrophobic and hydrophilic entanglements throughout the periodic box. 
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Figure  4.5 Phase behavior of PEO‐PCL polymers in dilute solution. (a) Representative 
fluorescent micrographs of spherical micelles, worm micelles and vesicles, labeled with a 
lipophilic dye. Inset shows localization of hydrophilic dye within PEO‐PCL vesicles. (b) Phase 
behavior of PEO‐PCL assemblies in dilute solution. Filled symbols in gray represent 
corresponding morphologies: triangles for spherical micelles, squares for worm micelles, and 
circles for vesicles. Gray lines indicate the approximate phase boundaries. Scale bar is 10 μm. 
Reprinted with permission from Ref. [102]. Copyright 2010 American Chemical Society.
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Following there is complete segregation of water and polymer into a bicelle (30 ns), that 
over a long time reveals a bilayer (100 ns). Figure  4.6b shows such a PEG

2000
‐PCL

7700
 

bilayer patch of a “polymersome” composed of PEG
2000

‐PCL
7700

 and Figure 4.6c shows a 
stable worm micelle of PEG

2000
‐PCL

5000
, which has a much lower f

hydrophilic
. Orange chains 

of PEG in the sectioned bilayer and worm micelle (Figure 4.6b,c) are indeed seen to interact 
with the PCL core in addition to generating the expected corona hydrated with light blue 
waters. This is confirmed by the interfacial density profile. PEG and PCL are weakly 
immiscible polymers, so this is to be expected. Additionally, PEG

2000
‐PCL

1000
 generates a 

spherical form as shown in the schematic phase diagram in Figure 4.6d, in comparison with 
the experimental phase diagram of Figure 4.5b. We see that the two phase diagrams agree 
qualitatively.

4.3.2 Advantages of Worm‐Like Micelles, Breakup of Micelles

It has been established that worm micelles are functionally better than spherical micelles 
[21] for numerous reasons. For example, for delivery applications, flexible wormlike 
micelles possess a long circulation time of up to a week. Additionally, they are also more 
efficient carriers of hydrophobic drugs such as paclitaxel (Taxol) as compared with 
spherical micelles [104]. On the other hand, polymer vesicles display a shorter circulation 
and delivery time, but can also deliver hydrophilic drugs [105–107]. Worm micelles can 
stretch and align with flow due to predictably strong hydrodynamic effects for micelles 
much greater than 1 µm in length, as shown in Figure 4.7. Here, we see a flow chamber with 
immobilized phagocytes, with long worm‐like micelles flowing past the cells, aligned with 
the flow due to hydrodynamic forces. Occasionally, the worm‐like micelles leave a 
fragment, while smaller micelles and vesicles are captured by the phagocyte.

Common mechanisms of micellar instability and drug release are due to the degradation 
of the copolymer – for polyester‐based copolymers the polymer shortens through the 
gradual degradation of the hydrophobic caprolactone or lactic acid tail [14]. It has also 
been shown specifically for the polymersome case, or bilayer case, that a blend of inert 

Table 4.1 Comparison of experimental and simulation morphologies for PEO‐PCL  
self‐assemblies.

Diblock Diblock (DA)
Experimental 
morphology

Simulation 
morphology

Aggregate core 
dimension 
(simulation)

PEO23‐PCL4 PEO1000‐PCL500 Undetermined Loose aggregates N/A
PEO23‐PCL9 PEO1000‐PCL1000 Spherical (dominant) Spherical ~
PEO23‐PCL26 PEO1000‐PCL3000 Vesicle (dominant) +  

spherical
Bilayer/spherical 42 Å (bilayer)

PEO45‐PCL44 PEO2000‐PCL5000 Worm (dominant 
by wt%) + spherical

Worm/spherical 60 Å (worm)

PEO46‐PCL67 PEO2000‐PCL7700 Vesicle Vesicle 50 Å (bilayer)
PEO111‐PCL66 PEO4800‐PCL7500 Worm Worm 71 Å (worm)
PEO148‐PCL88 PEO6500PCL10000 Worm Worm 76 Å (worm)

Reproduced from Ref. [70].
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copolymers can also be mixed in the membrane [108] to control the degradation rate. With 
worm‐like micelles it is confirmed that the degradation proceeds through a “chain end 
cleavage” rather than a “random scission” process [109] and promotes a morphology 
transition from worms to spheres.

Polydispersity may have an inherent effect on the breakup mechanism – additional 
physical mechanisms in worm‐like assemblies that could contribute to this transition 
include phase segregation of the polydisperse components on the surface and the resulting 
preferred curvature of segregated phases. For example, segregation on the surface of lipid 
vesicles coupled with line tension has been considered to be one of the driving forces 
for  curvature and budding [110]. Using mesoscale simulation techniques such as DPD, 
we have explored the nonequilibrium breakup of heterogeneous worm‐like micelles [111], 
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Figure 4.6 Coarse grain self‐assembly of PEG‐PCL with comparison to experimental phase 
diagram. (a) Homogeneous dispersion of PEG1000‐PCL3000 that assembles into a bilayer. CG 
water forms a hydration layer (≤5 Å) around PEG (sectioned). Fluctuations in the random 
mixture are followed by segregation with extensive polymer entanglements in the periodic box, 
and then formation of a bicelle‐like frustrated bilayer (at 30 ns). (b,c) Bilayer of PEG2000‐PCL7700, 
and worm of PEG2000‐PCL5000 are both stable morphologies. (d) Phase diagram for CG simulations 
fit within a recent experimental phase diagram of the dominant phases. Reprinted with 
permission from Ref. [70]. Copyright 2012 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim.
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as shown in Figure 4.8. The worm‐like micelles are composed of two copolymers, with two 
different hydrophilic fractions, f

EO
 = 0.82 and f

E0
 = 0.50. Using mixed length hydrophobic 

tails, the polymer core develops radial undulations, leading to pinching, budding, and 
breakup after several microseconds. The undulating shape of the polymeric worm micelle 
core during breakup as shown in Figure 4.8 is analogous to Rayleigh‐type instabilities and 
mixtures of PEO‐PBD polymers [101]. Understanding the micellar instability in relation to 
drug delivery copolymers remains a relatively unexplored topic. It is shown that the 
concentration is linearly correlated to the mean curvature of the undulating shape of the 
worm micelle during the nonequilibrium breakup process, as seen in the simulation snap-
shots in Figure 4.8b–f. The molecular interfacial concentration is thus related to the meso-
scale shape of the assembly and may drive the process of micellar breakup.

Additionally, polymers such as PCL are semi‐crystalline. Polylactide, for example, can 
display different curvatures in confinement thin films depending on the chirality of the 
molecule [112]. Crystallinity is not a desirable property for the core of micelles, because it 
impedes the fluidity of the core and hydrodynamic interaction in the blood stream. For 
example, worm‐like micelles composed of PEO‐PCL have been shown to crystallize in 
nanodomains along the worm‐like micelle length. They demonstrate partial rigidity over 
time, but incorporation of amorphous monomer along the PCL backbone disrupts and sup-
presses this crystallization, which is amenable for an effective delivery system [102]. The 
flexibility and persistent length of worm‐like micelles can be probed experimentally [113], 
while simulations of CG worm‐like micelles assembled from amphiphilic components sug-
gest that, upon compression, a characteristic buckling occurs [114]. Studies of the bending 
rigidity, and correlations to the interfacial properties, of large worm‐like micelles will add 
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Figure 4.7 In a flow chamber with immobilized phagocytes, long worm‐like micelles flow 
past the cells, occasionally leaving a fragment, while smaller micelles and vesicles are captured 
(left, arrows point to small micelles and vesicles). Flow velocity is 25 mm/s. The scale bars 
represent 5 mm. Reprinted with permission from Macmillan Publishers Ltd: Nature 
Nanotechnology, Ref. [21], copyright 2007.
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increased insight into rheological properties of biopolymer networks. This is an additional 
example of how interfacial organization at the nanoscale is intrinsically related to the 
mesoscopic properties and shape of micelles, in addition to the breakup process described 
above.

4.4 Taxol

Paclitaxel (or Taxol) is one of the first natural anticancer drugs discovered by Arthur S. 
Barclay in the bark of the Pacific Yew tree in 1962. Taxol acts to impede mitosis through 
promotion of the polymerization of tubulin into mictrotubules [115], both of which are key 
components of the cytoskeleton. A molecular model of Taxol is shown in Figure 4.9. The 
main group of Taxol, the taxane portion of the molecule – one eight‐ and two six‐membered 
rings – is rigid, but slightly more hydrophilic than the three phenyl groups as side chains. 
The crystal structure in water is an alternating head to tail packing, as described by 
Mastropaolo et al. [116]. However, the structure in hydrophobic environments such as 
chloroform is proposed such that Taxol stacks in a head to head manner [117]. Due to its 

Worms + dumbbells + spheres

2nm(a)
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Figure 4.8 Mechanism of worm to sphere transition. (a) Cryo‐TEM images show the breakup 
of worm‐like micelles of PEO–PCL (Mn = 11 500 kg/mol), with undulation and budding. Arrows 
in the bottom image highlight breakup events. (b–f) Simulation results for a binary copolymer 
micelle, which details the transition dynamics of the breakup of the worm to spheres. Reprinted 
with permission from Ref. [111]. Copyright 2010 Royal Society of Chemistry.
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low degree of solubility in water, Taxol partitions into the hydrophobic cores of membranes, 
as well as hydrophobic micelles. Taxol has a partition coefficient into 1‐palmitoyl‐2‐oleoyl‐
sn‐glycero‐3‐phosphocholine (POPC) lipid membranes of K ≈ 104 at 22 °C and K ≈ 103 at 
37 °C [118]. The corresponding oil–water partition coefficient is known to be log P

o/w
 = 4.4 

[119]. Moreover, Taxol also displays a significantly higher partitioning in a polymer 
membrane than in a lipid membrane [15]. The relative difference in the partitioning bet-
ween lipid and polymer phases can be estimated from the difference of taxol solubility 
parameters respectively [120]. Worm‐like micelles of PEO‐PCL have been shown to solu-
bilize a higher percentage weight (wt%) of Taxol (~10 mol%) in their hydrophobic cores 
than spherical micelles [21]. Thus, solubility can be modified with multiple strategies. The 
ability for PEO‐PCL micelles to load drugs is as a balance of the size of the drug and the 
associated entropy and interfacial tension between the component copolymer blocks, as 
well as the effective internal pressure of the micellar core assembly [121]. Additionally, it 
has been found that the intrinsic shape of the micelle loading the drug has an effect on the 
ability to encapsulate different “guest” drugs [7]. Experimentally, the loading of Taxol is 
indicated to be dependent on the geometry of the micelle itself as well as the length of the 
polymer [122]. This suggests significant interfacial effects on loading, consistent with 
previous theoretical arguments.

How Taxol interactions change with membrane shape and size is an ideal question to 
address with multiscale modeling. All‐atomistic simulations of a melt of PCL 7 polymer 
chains are used to obtain the flexibility parameters of a CG model of PCL, while all‐
atomistic simulations of Taxol in octanol and water are utilized to obtain parameters for the 
drug. The CG models break each molecule into two to five heavy atoms per bead, depend-
ing on the specific chemistry and symmetry of the underlying chemical structure, thus 
decomposing the intermolecular potentials into chemical components [123] and optimizing 
intramolecular potentials based an all‐atomistic simulations [66, 124]. To test the interac-
tion between Taxol molecules in a hydrophobic environment, a CG model of Taxol was 
loaded into worm‐like PEO

2000
‐PCL

5000
 micelles at 3 and 9 wt% drug loading. The 9 wt% 

case is shown in Figure 4.10. After microsecond simulations, drug molecules appear dis-
persed and the micellar structure remains stable, with a slight shift in the interfacial density 
concentration of the PEO and the drug concentration respectively. Within the micelle, 

Figure 4.9 Structure of paclitaxel (Taxol).
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Taxol moves towards the PEO‐PCL interface and interacts strongly with interfacial PEO. 
Additionally a Taxol–Taxol network is formed, the periodicity of which is denoted by the 
peak in the g(r) at 20 Å and appears consistent with locally correlated head to head stacking 
of the drug. Using mean squared displacement, the diffusion constant of the Taxol in the 
worm is estimated. At 300 ns, 3 wt% Taxol gave D

Tax/PCL
 ~ 3 µm2/s whereas 9 wt% gave 

slightly lower D
Tax/PCL

 ~ 1 µm2/s. Loading of the drug near the interface is consistent with a 
molecular explanation of the phenomenon of “burst release” [125], whereby the drug local-
izes toward the inner corona of the micelle and is likewise attributed with faster diffusion 
upon release from the micelle.

An ideal way to capture the complexity for advanced delivery systems, while maintain-
ing a strong connection with the underlying polymer and drug chemistry is to use a multi-
scale CG MD approach. Micelles of PEG

2000
‐PCL

5000
 form in water in both spherical and 

worm micelle morphologies. We calculate the free energy of the drug across the block 
copolymer interface, for the two micellar shapes: worms and spheres. Close to the interface 
(50 Å), the Taxol orients with aromatic portions of the drug facing the PCL core. We calcu-
late the free energy profile of the drug across the interface by utilizing thermodynamic 
integration along a radial path from the center of the micelle mass. To begin with, Taxol’s 
free energy displays a minimum close to the interface between the core and the corona of 
the worm micelle, while the minimum is in the center of the spherical micelle.

Accounting for morphology dependent drug loading requires accurate modeling of the 
subtly distinct contributions to the aggregate free energy – namely the entropies of hydro-
philic and hydrophobic blocks, the various interaction energies near and far from the inter-
face, the solvent, and the drug. Additionally, there is a greater mean change in free energy 
from the minimum to the interface for the case of the worm (21.1 ± 6.6 kcal/mol) as com-
pared for the case of the sphere (20.9 ± 8.1 kcal/mol). Normalizing by the interfacial area of 
the worm and sphere respectively, the relative difference in magnitude is approximately 
1.65 (±0.5), which is within the factor of two as seen in experiments [126]. Thus, a mor-
phology change should allow drug release; and likewise, drug loading could change the 
morphology due to the corresponding change in interfacial tension.

In this chapter we have highlighted several multiscale simulations in consideration of 
micellar drug delivery, the loading and shape of the nanoparticle/micelle, as well as micellar 
stability. Additional investigations could help clarify the interactions of micelles with cell 

PCL  core(a) (b) Taxol

Figure 4.10 Taxol dispersion at realistic drug concentration within a worm micelle: (a) CG 
Taxol at 9 wt% in a PEG2000‐PCL5000 worm micelle core, (b) Taxol dispersion with PCL chains 
omitted for clarity. Reprinted with permission from Ref. [70]. Copyright 2012 WILEY‐VCH 
Verlag GmbH & Co. KGaA, Weinheim.
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membranes, as well as the interaction of hydrophobic drugs themselves with the cell 
 membrane. Furthermore, the diffusion and binding of the drug itself with its target (Taxol 
and microtubule) is within the realm of multiscale simulation. In the next sections we will 
address multiscale simulations of Taxol with model cellular membranes, as well multiscale 
modeling as it applies to the kinetics of ligand–protein association.

4.4.1 Taxol Behavior in Membranes

It is known that Taxol penetrates and accumulates in the membranes and has effects on the 
membrane’s physical and electrical properties, including the lipid order parameters, elas-
ticity, phospholipid phase transition, lipid curvature profiles, and fluidity [117, 127]. Taxol 
has a free energy of binding of ΔG = −7.9 kcal/mol in a POPC lipid membrane [118]. The 
calculated binding free energy using the ABF method of atomistic models for a single mol-
ecule of Taxol and POPC bilayer shows close to the experimental value: ~−6.5 kcal/mol, 
with a minimum around the demarcation of the hydrophobic tail and the hydrophilic head 
of POPC and an increase toward the core of the POPC (authors’ unpublished work). It is 
supported by differential scanning calorimetry data that suggests some access of the acyl 
group of Taxol into the bilayer via alignment with the acyl chain of the phosphatidylcholine 
component [128]. This kind of initial positioning of small molecules in the interfacial 
region of a membrane at a low concentration was observed in amphipathic molecules like 
curcumin and some helical antimicrobial peptides with a membrane thinning effect, 
although the interfacial region in the amphipathic drug case was between water and lipid. 
After a threshold concentration, only the concentration in the core of the membrane 
increased. While antimicrobial peptides that display a concentration dependent threshold to 
oligomeric states form pores, in contrast curcumin with a monomeric state does not form 
pores [129]. A CG representation of the system shown in Figure 4.11 can be used to inves-
tigate if Taxol shows a similar concentration dependence in its free energy profile along 
the axis of the lipid bilayer; possibly the free energy in the hydrophobic core of the bilayer 
will lower to form a second minimum as the concentration goes up. Moreover, Tuszynski 
and colleagues observed that, at high concentrations, Taxol permeabilized lipid bilayer 

Taxol

Membrane

Figure 4.11 A schematic figure of Taxol insertion into the membrane.



72 Computational Pharmaceutics

membranes by forming ion‐flowing pores which featured triangular conductance events 
unlike the rectangular ones of ion channels in electrophysiology recordings. Additionally, 
they performed atomistic MD simulation of each Taxol–lipid complex to study the drug–
lipid physical interactions [130]. In order to study this concentration‐dependent behavior of 
Taxol in the membrane, especially in the high concentration where the shift of the free 
energy profile is expected, the scale of the system of interest tends to increase. Rational 
coarse grain (rCG) models of Taxol and the membrane can be used to extend the length and 
time scales of the system further.

4.4.2 Ligand‐Protein Binding

However, drug delivery to the target site is not the final step. The released drug needs to 
diffuse and bind to the active site of the target protein. Drug action is based on the binding 
of the drug to its targets and the subsequent physiological modulation of the protein 
function in most cases. The binding affinity of a drug to a targeted protein has provided a 
useful measure to guide drug developments. The binding affinity is usually described by 
the dissociation constant K

D
, or a ratio of the relevant concentrations at equilibrium. For a 

simple drug–receptor (D‐R) binding reaction to form a binary complex (DR): D R DR
off

on

k

k

, 

KD D R DR[ ][ ] / [ ]. K
D
 is also described as a ratio of the association rate constant, k

on
, and 

the dissociation rate constant, k
off

: K k kD on off/ , indicating the relation between the ther-
modynamics and the kinetics of the binding reaction. K

D
 depends on the free energy 

difference between the unbound and bound states, G RT Kln D , while the rate 
constants k

on
 and k

off
 are related to the free energy barriers of the transition states. This is a 

simple case of a static lock and key model of drug–receptor binding. Figure 4.3 shows a ther-
modynamic cycle for two‐step ligand (L) binding to a receptor (R), where the conformational 
changes of the receptor are involved in the drug–receptor binding. The conformational 
changes are induced by the binding of the drug or ligand in the induced fit model, or the 
receptor may have a number of conformations regardless of the binding of the drug in the 
conformational selection model. If a third player, an effector, comes into the game, and it 
binds to the receptor in a site other than the ligand binding site, inducing conformational 
changes of the receptor which are good or bad for the ligand binding, the allosteric effect has 
to be considered. The implication of the kinetics of drug–protein binding on drug efficacy and 
drug safety is increasingly appreciated and thus the determinants of binding kinetics are being 
sought for a new, temporal dimension during lead optimization in drug discovery [30, 131].

4.4.3 Taxol–Tubulin Binding

Microtubules (MTs) are key components of the cytoskeleton in eukaryotic cells; the 
characteristic dynamics between polymerization and depolymerization processes is critical 
in cell division and mitosis. As mentioned earlier, Taxol binds the MT to promote polymer-
ization and disturb the mitotic dynamics, causing apoptosis. But, it is not fully understood 
exactly how Taxol and other MT‐stabilizing agents induce this mitotic arrest and the con-
sequent cell death. α and β tubulin form a heterodimer as a building block and polymerize to 
protofilaments and then to MTs. The phosphorylation state of the nucleotide bound to β tubulin 
in the exposed end determines the direction of the polymerization process: guanosine 
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triphosphate (GTP) bound to β tubulin stabilizes the straight conformation of the MT, 
making it grow, while guanosine diphosphate (GDP) bound to β tubulin favors disassembly 
[132]. The binding of Taxol makes polymerization favored even with GDP on the β sub-
unit. Taxol binding at the luminal site in β‐tubulin is shown in Figure 4.12. Upon the 
binding of Taxol, the M‐loop protrudes from the lateral surface, enhancing the interproto-
filament interactions with the H1′‐S2 loops, as well as the H2–S3 loops in the adjacent 
protofilaments and therefore stabilizing the MT [133]. Snyder and colleagues constructed 
a model of Taxol in the bound conformation of Taxol using docking based on crystallo-
graphic density analysis and confirmed that the Taxol binding pocket lies within a “deep 
hydrophobic cleft” [134]. But this luminal taxoid site could not explain the experimental 
observations indicating the fast kinetic features of the Taxol binding and therefore an 
unhindered access to the binding site, including the rapid staining of MTs with the fluores-
cently labeled Taxol analog Flutax [135] and the rapid flexibility induction of Taxol in MTs 
in vitro [136]. The search for openings on the MT surface available for the diffusion of 
Taxol to its luminal binding site showed the kinetic inaccessibility of the hidden taxoid 
binding site through the high resolution model of the MTs. To explain this fast binding, the 
existence of an external binding site has been hypothesized: the inter‐subunit space from 
adjacent αβ heterodimers is described as pore type I. This binding model has two mutually 
exclusive binding sites with a shared “switching component.” The observed 1 : 1 stoichiom-
etry of Taxol supports this. Through computational analysis, a two‐step binding mecha-
nism is suggested, involving a first step of the fast binding of Taxol on the external pore 
type I and a slow second step of the internalization of Taxol from the external binding site 
to the luminal taxoid binding site through a conformational change of the flexible H6‐H7 
loop in β tubulin [137–140]. Freedman and colleagues used computational molecular 
modeling to confirm the role of the H6‐H7 loop as a hinge in this hypothesis [141]. 

M loop

S9–S10 loop

GTP

GDP

Taxol
H6–H7 loop

Figure 4.12 The luminal taxoid binding site of Taxol in the αβ tubulin heterodimer. The dimer 
is displayed in a cartoon representation, and important loops are highlighted. GTP and GDP 
are displayed with a van der Waals representation. (PDB ID: 1JFF). In the two‐step hypothesis, 
Taxol first binds the external type I pore near H6‐H7, and the H6‐H7 loop in the β‐tubulin acts 
as a hinge. Conformational changes lead to a slow shift of Taxol to the internal binding site.



74 Computational Pharmaceutics

Although there are arguments against this based on MD and modeling work [142], 
claiming that the external pore type I is just an entry site, not a binding site, more evidence 
has supported this two‐step binding hypothesis. In the atomistic structure of a tubulin tet-
ramer built from electron microscopy (EM) and atomic structures with the help of contour‐
based fitting [138, 143], the free energy profile of this proposed Taxol internalization process 
from the external binding site to the luminal taxoid binding site of MTs was studied by 
multiply targeted molecular dynamics (MTMD) and the following refinement procedure 
and computational results were supported by kinetics studies with fluorescent Taxol deriva-
tives [144]. Since the scale of MTs with an outer diameter of about 25 nm and a length of up 
to tens of microns is way beyond the realm of atomistic simulations, most of the atomistic 
simulations have involved only their building block of un‐assembled tubulin heterodimer, 
which turned out to be curved even after the Taxol binding in contrast to the Taxol‐bound 
straight form in MTs. Recently a tetramer constructed from EM and atomic structures using 
contour‐based fitting [138, 144] was used to include the proposed external binding site in 
the inter‐dimer space. And the applications of CG techniques provided valuable insights in 
the study of MTs [145, 146].

4.5 Summary and Conclusions

High molecular weight polymer‐based micellar vehicles have been designed for the 
delivery of both hydrophilic and hydrophobic drugs. The continued improvement of force 
fields and sampling methods have made possible detailed insight into intermolecular inter-
actions using atomistic simulations. Lower resolution or multiscale models have been 
essential to bridge the gap between simulation results and experimentally accessible prop-
erties in the study of micellar self‐assembly, drug delivery and drug–protein binding in 
cellular environments. In this chapter, numerous aspects of multiscale molecular modeling 
for micellar drug delivery are discussed, including multiscale computational methods, 
micellar self‐assembly and stability, the interaction of drugs with polymers and mem-
branes, and drug binding as the next step after drug delivery. We highlighted several multi-
scale simulations in consideration of micellar drug delivery, the loading and shape of the 
nanoparticle/micelle, and micellar stability. The advantages of worm‐like micelles were 
reviewed. As a well‐studied application in the micellar drug delivery, we addressed multi-
scale simulations of Taxol with model cellular membranes, as well as multiscale modeling 
of Taxol–tubulin association. Furthermore, in complement with experimental investiga-
tions, we will possess more control in the rational design of drug delivery systems.
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5.1 Introduction of Solid Dispersion

Oral drug delivery is the most convenient route for drug administrations, with solid oral 
dosage forms being preferred over other types of dosage forms because of their smaller 
bulk size, better stability, accurate dose, and ease of preparation [1]. Drugs contained in 
solid oral dosage forms need to have good solubility in order to result in good  bioavailability 
provided they also have good permeability. However, based on some recent  estimates, 
about 40% of present drugs are poorly soluble in water, and even up to 60% of compounds 
coming directly from synthesis encounter the same problem [1]. Therefore, finding an 
 efficient approach to increase the  dissolution rate and solubility of the drugs is a major 
challenge for pharmaceutical researchers.

Solid dispersions, first developed and prepared by Sekiguchi and Obi [2], are a useful 
method which can overcome the above‐mentioned limitations [2]. They are currently one of 
the most promising strategies for the enhancement of the oral bioavailability of poorly water‐
soluble drugs. Chiou and Riegelman [3] defined a solid dispersion as a solid matrix consisting 
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of at least two components: generally a hydrophilic carrier and a hydrophobic drug [3]. The 
carrier can be either crystalline or amorphous and the drug can be dispersed molecularly, in 
amorphous particles (clusters), or in crystalline particles. The particle size of the drugs in a 
solid dispersion can reach as low as molecular level in favor of rapid  dissolution [4]. In 
addition, the drugs can exist in their amorphous forms which in theory represent the most 
energetic solid state of a material, and hence they should have the biggest advantage in terms 
of apparent solubility [5]. There are a few marketed products available using solid dispersion 
strategy and the number has been increasing in the recent years, as shown in Table 5.1.

After nearly 50 years of continuing research and development, many solid dispersion 
formulations have been prepared. According to the carrier types, molecular arrangements 
and addition of surfactants, solid dispersions have been classified into three generations 
[6]. The first generation carriers of solid dispersions are crystalline carriers, such as urea 
and sugars. The best example of the first generation solid dispersion is the eutectic mixture 
prepared by Sekiguchi and Obi [2], the first solid dispersion prepared in the literature [2]. 
In that study, sulfathiazole and urea were melted together at a temperature above the 
eutectic point and then cooled in an ice bath. The dispersed drugs were trapped within 
the carrier matrix in the resultant solid eutectic, which was then milled to reduce the particle 
size. A eutectic mixture usually contains two crystalline materials and has a melting point 
lower than that for any other ratio of mixtures of the same materials. Later, some other solid 
dispersion systems were developed by preparing solid solutions through molecular disper-
sions of active pharmaceutical ingredient (API) into crystalline carriers (e.g., mannitol) 
instead of eutectic mixtures [7, 8]. The disadvantage of forming crystalline solid dispersions 

Table 5.1 Marketed products using solid dispersion approach.

Product Indication Carrier system Company

Certican (Everolimus) Immunosuppressant HPMC Novartis
Cesamet (Nabilone) Antiemeticum PVP Valeant Pharma
Fenoglide (Fenofibrate) Hyperlipidemia PEG 6000,  

Poloxamer 188
Santarus

Gris‐PEG (Griseofulvin) Antimycoticum PEG 400,  
PEG 8000

Pedinol Pharma

Incivek (Telepravir) HCV HPMCAS Vertex
Intelence (Etravirine) HIV HPMC Tibotec/J&J
Isoptin SRE (Verapamil) Hypertension HPC/HPMC  

(sustained release)
Abbott

Kaletra (Lopinavir/
Ritonavir)

HIV Copovidone Abbott

Kalydeco (Ivacaftor) Cystic fibrosis HPMCAS Vertex
Nimotop (Nimodipine) Calcium channel 

blocker
PEG Bayer

Norvir (Ritonavir) HIV Copovidone Abbott
Prograf (Tacrolimus) Immunosuppressant HPMC Fujisawa
Rezulin (Troglitazone) Diabetes PVP Wyeth
Sporanox 
(Itraconazole)

Anti‐fungal HPMC Janssen/Ortho  
McNeil

Zelboraf (Vemurafenib) Melanoma HPMCAS Roche
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is that it makes the dissolution of drug slower than when it is in the amorphous state. 
Therefore, the second generation of solid dispersions was developed, containing amor-
phous drugs and carriers. These kinds of solid dispersions are the most commonly used 
nowadays. The carriers used here are mostly polymeric, such as pvp, copovidone, HPMC, 
HPMCAS, and so forth. Depending on the molecular arrangement between the drug and 
carriers, the second generation solid dispersions can be divided into solid solution, solid 
suspension, or a mixture of both. Compared to the first generation of solid dispersion, the 
second generation provides a better dissolution of drug since the drug particle size can be 
reduced to nearly a molecular level and the drug can exist in its amorphous form. A third 
generation of solid dispersions has been developed by using a carrier which has surface 
activity or self‐emulsifying properties. The solid dispersions contain either a surfactant 
carrier or both polymeric and surfactant carriers. It was found that these types of systems 
could help to significantly improve the bioavailability of a poorly‐soluble drug and at the 
same time help to improve the stability of the drug for a long period of time [9]. Recently, 
more and more controlled release systems utilize solid dispersion technology to achieve an 
extended release profile of poorly water‐soluble drugs with a short biological half‐life, 
which represents the fourth generation of solid dispersions [10]. In these systems, a poorly 
water‐soluble drug is molecularly dispersed in solubilizing carriers or swellable polymers 
which can prolong drug release from the solid dispersion system. The polymers commonly 
used in controlled release solid dispersions include ethyl cellulose, polyethylene oxide 
(PEO), HPC, Eudragit RS, RL, Kollicoat SR, Kollidon SR, HPMC, HPMCAS, and so on. 
The drug is usually released from the system through mechanisms of diffusion and erosion.

5.2 Preparation Methods for Solid Dispersions

There are generally two main methods for the preparation of solid dispersions: one is through 
the use of a liquid phase such as melting and solvent methods [11], and the other one is 
through a solid phase such as mechanical methods, for example, milling [12]. It should be 
noted that the method used to prepare solid dispersions can play an important role in the 
physical stability of the systems [1], therefore formulators would need to take into account 
what is the best manufacture method for the amorphous system when developing a solid 
dispersion formulation.

5.2.1 Melting Method

The melting method is widely used for preparing solid dispersions and some of the first 
developed solid dispersions for pharmaceutical applications were prepared by this method. 
Generally, in a melting process, drug and carrier are melted together and the high molec-
ular mobility of the components allows them to be incorporated into each other. Cooling 
usually follows to solidify the melted mixtures and the processes include ice bath agitation, 
immersion in liquid nitrogen, stainless steel thin layer spreading followed by a cold draught, 
spreading on plates with dry ice, and so forth. Pulverization is often needed to break the 
cake into small particles after cooling.

However, there are some significant drawbacks which might limit the application of the 
melting method. First, degradation can happen to some drugs and carriers during heating to 



84 Computational Pharmaceutics

temperatures needed to melt them. Second, incomplete miscibility between drug and  carrier 
may occur because of the high viscosity of some carriers in the molten state. Therefore, some 
modified melting methods, such as hot melt extrusion, have been developed in order to avoid 
these problems [13]. In this approach, the carrier and drug used are first heated together to the 
melting temperature or a temperature lower than that for a short period of time, and then 
 extrusion at high rotational speed follows. Finally, the resulting materials are cooled at room 
temperature and milled. In some cases, the use of carbon dioxide as a plasticizer can greatly 
reduce the heating temperature, which makes this method even more useful to thermosensitive 
compounds. Hot melt extrusion has been shown to be a versatile technique for preparation of 
different dosage forms, such as powders, granules, spheres, films and patches. Recently, there is 
an emerging trend of combining hot melt extrusion and injection moulding as a pharmaceutical 
continuous process (direct shaping) for preparing tablets containing drugs in polymeric matrices 
for controlled drug release as well as immediate release purposes [14]. Egalet is a novel delivery 
system using such a technique to prepare controlled release products based on modulating the 
erosion of the matrix [15]. Apart from making tablets, injection moulding has also been used for 
preparation of serval implants. Similar to injection moulding, Abbott developed a hot melt 
extrusion related technology called “Calendaring” which was the first directly shaped hot melt 
extrusion product on the market [16]. Thus far, there are a few commercial products available 
on the market containing solid dispersions prepared by hot melt extrusion technique and some 
examples include: Kaletra (developed by Abbott), a protease-inhibitor combination product 
used for treatment of human immunodeficiency virus; Implannon and Nuvaring, used for 
 contraception and both marketed by Merck & Co.; and Zoladex, marketed by AstraZeneca and 
it is a goserelin acetate implant which is used for the treatment of prostate cancer.

5.2.2 Solvent Method

In the solvent method, drug and carrier are dissolved in a solvent (usually volatile organic 
 solvents) and then the solvent is removed, leading to the production of solid dispersions. Solvent 
methods are very useful for thermosensitive compounds because the solvent evaporation u sually 
occurs at a low temperature. There are many different types of solvent methods which are deter-
mined by the solvent removal process, such as vacuum drying, heating on a hot plate, slow 
evaporation of solvent at low temperature, use of a rotary evaporator, use of nitrogen, spray 
drying, freeze drying, use of supercritical fluids, and so on. Among these methods, spray drying 
and freeze drying are probably the most commonly used. In a spray drying process, the carrier 
and drug are dissolved or suspended in a certain solvent and then the solution is sprayed through 
an atomizer, giving very small droplets which can be dried easily using a heated air flow. During 
freeze drying, the drug and carrier are firstly dissolved in a common solvent and then the solu-
tion would go through three successive steps: freezing, primary drying and secondary drying. It 
should be mentioned that spray freeze drying is a combination of spray drying and freeze drying 
techniques. This method provides a faster freezing rate compared to freeze drying, reducing the 
risk of phase separation of the amorphous system and allows the generation of reduced particle 
size of drug particles, providing rapid dissolution. The use of super critical fluids, usually carbon 
dioxide, has also been receiving increasing attention recently [17]. Its advantages include 
reduced particle size and residual solvent content, disappearance of any degradation and high 
product yield. The co‐precipitation method and spin‐coated films are also two very useful sol-
vent methods for the preparation of solid dispersions. Electrostatic spinning has also gained 
interest in recent years for the preparation of solid dispersions and the advantages of this 
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 technique are the generation of fibers with micron or submicron diameters which provide 
extremely high surface area per unit mass, facilitating fast and efficient removal of solvent and 
leading to better amorphization; and the high surface area also provides a significant improve-
ment of dissolution rate compared to other solvent drying techniques [81]. The limitation 
regarding the solvent methods is the use of organic solvents which increases the preparation cost 
and leads to a great risk to the environment.

5.2.3 Ball Milling

Ball milling differs from the melting and solvent methods in that solid dispersions of drug 
and carrier are prepared in the solid state. This method has been widely used to make the 
amorphous phase [18]. During milling, strong mechanical forces occur which can help to 
facilitate the incorporation of drug and carrier [19]. Heat might be generated in the local 
collision region between the balls and the wall of the pot, which could help to dissolve the 
drug into a carrier with good miscibility [12]. Studies have shown that solid solutions can 
be made by using high‐energy milling approaches such as planetary ball milling. Advantages 
of ball milling to prepare solid dispersions include its suitability for thermosensitive mate-
rials and its ease in handling, avoiding the use of large amount of solvents. However, com-
pared to melting and solvent methods, ball milling might be difficult to scale up. Prolonged 
milling might also lead to potential degradation of the materials.

5.3 Thermodynamics of Solid Dispersions

Solid dispersions usually consist of at least and amorphous polymer and an API. As for all 
other mixtures, the thermodynamic behavior of such a solid dispersion depends on temper-
ature and concentration, which is shown in typical phase diagrams in Figure 5.1 [20].

Above the solubility line, the mixture of polymer an API forms a homogeneous liquid. The 
polymer acts as solvent for the API. From thermodynamic point of view, this is quite the same 
as an API solution in a common solvent. The only difference is that the viscosity of the  API/
polymer system is quite high compared to a common API solution and the dispersion therefore 
might look like “solid” wherefore API/polymer dispersions are often called solid dispersions 
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Figure 5.1 Thermodynamic phase diagrams of a solid dispersions consisting of a polymer and 
an API. (a) Amorphous two‐phase region below the solubility line. (b) Amorphous two‐phase 
region exceeding the solubility line.
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(although from thermodynamic point of view above the solubility line there are liquids). In this 
region, no API crystals are formed. For that reason, this is the preferred region for a stable, 
amorphous dispersion. However, as seen in Figure 5.1, this region only exists at high temper-
atures (usually far above room temperature) or at very low API concentrations.

Solid dispersions as used for pharmaceutical applications are usually below the solubility 
line. In this region, the API tends to crystallize. At a certain temperature, the solubility line 
gives the concentration of the non‐crystalline API in the polymer which is in thermodynamic 
equilibrium with API crystals. This, however, does not mean that crystals are necessarily 
formed when decreasing the temperature from a temperature above the solubility line to a 
temperature below. Although crystal formation is thermodynamically preferred, it is kineti-
cally hindered due to the often high viscosity of the system. After very long times (e.g., 
during storage of API solid dispersions), however, crystal formation might occur as this is 
the thermodynamically stable state.

Besides this, very often another region can be found in the temperature–concentration 
space, where the API/polymer mixture demixes into two amorphous phases (an API‐rich one 
and an API‐poor one) which from thermodynamic point of view is a liquid–liquid equilibrium 
(LLE). This amorphous two‐phase region might be either completely located below the solu-
bility line (as shown in Figure 5.1a) or exist both below and above the latter (see Figure 5.1b). 
In both cases, demixing might occur for temperatures/concentrations below the LLE line.

In the first case (Figure 5.1a), as this region is located completely below the solubility 
line, crystallization is preferred thermodynamically, but (metastable) liquid–liquid demixing 
is preferred kinetically. Thus, mixtures below the LLE line tend first to demix into two 
amorphous phases and afterwards tend to crystallize. Due to the usually high viscosity both 
demixing and crystallization might take quite a long time but there definitely is a thermody-
namic driving force for that.

In temperature/concentration regions of the LLE which are located above the solubility 
line (Figure  5.1b), amorphous demixing is thermodynamically preferred compared to 
crystallization. Here, no crystals are formed but liquid–liquid demixing is likely (only 
kinetically hindered at high viscosities).

It becomes obvious that, at low temperatures, solid dispersions are only stable (without 
demixing and/or crystal formation) at very low API concentrations. As the therapeutic API 
concentration of most pharmaceutical formulations is higher than that, these formulations are 
usually metastable and tend to demix or crystallize. High viscosities however dramatically 
increase the time for the thermodynamically stable state to be reached. This especially applies 
to API/polymer formulations in the glassy state (a glass transition temperature higher than 
room temperature). For that reason, Figures 5.1a and 5.1b also contain a line that gives the 
glass transition temperature of an API/polymer system as a function of composition. All 
metastable states (below solubility line and/or LLE line) that can be found also below the 
glass transition line are stabilized by the extremely high viscosity of the mixture and can thus 
be kept for a certain time (weeks to years) without demixing or crystallization.

Another factor which dramatically influences the thermodynamic behavior of API/
polymer systems is water. Depending on the temperature and relative humidity of the sur-
roundings, a certain amount of water dissolves in the API/polymer solid dispersion and thus 
influences the phase behavior (solubility line and liquid–liquid demixing) as well as the 
glass transition temperature. The magnitude of the water influence of course depends on the 
particular API and polymer. A qualitative picture of this influence is shown in Figure 5.2.
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Very often, the solubility of the API in the polymer decreases in the presence of water, 
which means that the tendency of API crystallization in the solid dispersion of a given 
API concentration increases. At the same time, the glass transition temperature of the 
API/polymer solid dispersion dramatically decreases with increasing water content, which 
also favors API crystallization.

The phase behavior schematically shown in Figures 5.1 and 5.2 can be (at least partly) 
experimentally determined. Solubility curves as well as glass transition temperatures of the 
solid dispersions are accessible, for example, via DSC. The amorphous demixing, however, 
can hardly be determined experimentally since it is often located in the metastable region 
where crystallization is preferred.

However, both the solubility line of the crystalline API as well as the region of amorphous 
demixing are assessable via thermodynamic modeling. The solubility line is determined by 
the thermodynamic equilibrium of crystalline API on the one hand and saturated liquid mix-
ture of API and polymer on the other hand. At a certain temperature, the concentration of the 
API in the liquid mixture is the API solubility, which is shown along the solubility line in 
Figure 5.1. The phase equilibrium condition for determining this solubility reads as:
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polymer, on temperature, and on concentration (in the case of water‐containing solid dis-
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(gE) models or from equations of state.
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Although by far not the best‐suited model, very often the gE model by Flory–Huggins [1] 
is used for that purpose. It accounts for the remarkable difference in size of API and 
polymer molecules. It is however weak as far as the energetic interactions and in particular 
the formation of hydrogen bonds are concerned. This usually leads to an only qualitative 
description of the temperature difference of API solubility using this model. In particular 
during the last two decades, a whole series of equations of state have been developed 
which explicitly account for hydrogen‐bond formation (association) and which are 
therefore much better suited for describing API solubilities in polymers in the absence 
as well as in the presence of water. Examples for those models are, for example, 
the statistical associating fluid theory (SAFT) [2] or, more recently, the perturbed‐chain 
statistical associating fluid theory (PC‐SAFT) [3], whereas the latter is in particular 
suitable for polymer systems.

The phase equilibrium conditions for modeling the liquid–liquid demixing are different 
from those for the API solubility and read as:
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Because the API and the polymer distribute between the two amorphous phases L1 and 
L2, phase equilibrium conditions for both API and polymer are required. Equation 5.2 
 contains activity coefficients, this time for API as well as for polymer. As before, both of 
them can be obtained in the simplest case from the Flory–Huggins model or from more 
sophisticated models, like PC‐SAFT.

Figure 5.3 shows as an example the solubility of two sulfonamides as measured and 
predicted from Flory–Huggins theory as well as from PC‐SAFT. For both models, calcula-
tions are pure predictions, that is, binary parameters were set to zero in both cases and 
solubility was predicted based on information on the pure API and the pure polymer only.

It becomes obvious that PC‐SAFT predictions are much more reliable than those 
from the Flory–Huggins model, in particular at low temperatures which are usually of 
practical interest.
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Figure 5.3 Solubilities of (a) sulfathiazole and (b) sulfadimidine in PVP. Lines are predictions 
using PC‐SAFT (full lines) and Flory–Huggins theory (dashed lines) [4]. Symbols are 
experimental data. Data taken from Ref. [5].
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5.4 Molecular Structure of Amorphous Solid Dispersions

Currently there are two main molecular models for amorphous solid dispersions: a 
 conventional model and a new model. Usually polymer carriers are more likely to form 
amorphous solid solutions, while low molecular weight carriers tend to form simple 
eutectic mixture or solid solutions [21]. In the conventional model of amorphous solid 
dispersions, the drug molecules are irregularly trapped within the polymeric network in 
the solid dispersions, as shown in Figure 5.4a [21].

Molecular modeling is a specialized form of computer modeling used to mimic the 
behavior of molecules [23]. The distinguishing characteristic of the technique is to describe 
molecular systems at an atomistic level. Molecular modeling techniques have great potential 
for the study of the structure of solid dispersions at the molecular level. Table 5.2 summarizes 
recent molecular modeling studies describing solid dispersions. Most studies with simple 
models [26–29, 31] or simple simulation protocols [24, 30, 32] were not enough to simulate 
real experimental conditions of solid dispersions, and therefore provided very limited 
information about the molecular structure of solid dispersions. However, a new molec-
ular structure of amorphous solid dispersions was developed by computer modeling 
methods [22]. In this research, the molecular structure of solid dispersions with a hot 
melt preparation method was investigated by the simulated annealing method. Modeling 
results indicated that linear polymer chains form random coils under heat and the drug 
molecules stick on the surface of the polymer coils, as shown in Figure 5.4b [22]. These 
results suggested that the amorphous state of drug molecules in solid dispersions 
improves its dissolution properties. At the same time, the drug molecules at the surface 
of the polymer coils are able to easily move and aggregate together, which may explain 
the physical instability of solid dispersions. If the drug molecules are trapped within the 
cavity of a polymer chain network (as shown in Figure 5.4a), according to conventional 
theory, the drug molecules should be more difficult to move and recrystallize due to the 
very high energy barrier of polymeric networks, which contradicts numerous experiment 
results with physical aging of solid dispersions. The new model of solid dispersions may 
present more reasonable molecular images of solid dispersions than the conventional 
theory [22].

(a) (b)

Figure 5.4 Schematic representation of amorphous solid dispersions with polymer carriers: 
(a) the conventional model of amorphous solid solution [21] and (b) a new model of amorphous 
solid dispersions [22] (see colour plate section).
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Table 5.2 Molecular modeling studies of solid dispersions.

Materials Simulation programme Simulation details References

Isomalt and other drug 
molecules

Molecular dynamics 
(MDs) simulation

40 isomalt molecules 
and one drug molecule 
in the systems

[24]

GROMACS package 
and GROMACS all‐
atom force field

Poly(3‐hydroxybutyrate) 
and poly(ethylene 
oxide)

Molecular dynamics 
(MD) simulations

100 repeated units for 
each polymer

[25]

Cerius2 software
Dreiding 2.21 force 
field

Ibuprofen, naproxen, 
and PVP

Molecular modeling 
program SYBYL

PVP monomer, trimer 
structure of PVP with 
ibuprofen, or naproxen

[26]

Molecular mechanics 
methods and 
semiempirical 
quantum chemistry 
method

Celecoxib and PVP Molecular modeling 
program SYBYL

Nine celecoxib 
molecules and 
18 molecules of 
monomer PVP

[27, 28]

MMFF94 force field

Felodipine, PVP, 
and PEG

Density functional 
theory (DFT)

Felodipine and PVP 
or PEG monomer

[29]

Gaussian 98 program
Aryl propionic acid 
derivatives

Molecular docking Single drug molecule 
and PVP with 30 
repeating units

[30]
Docking and discover 
module of Insight II 
software

Imidazolidine 
derivatives and PEG/
PVP polymers

Density functional 
theory (DFT)

Monomeric model: 
Imidazolidine 
derivatives and  
PEG/PVP monomer

[31]

Gaussian 03W 
program

Indomethacin, carriers 
(polyethylene oxide 
(PEO), glucose, and 
sucrose)

MD simulations Ten in silico  
amorphous models 
with multiple drug 
molecules and carrier 
molecules

[32]
Material Studio 4.0
COMPASS force field

Ibuprofen, PEG, PVP, 
Poloxamer

MD simulations 20 repeated units for 
each polymer and 
different molar ratios 
between drug and 
polymers

[22]
AMBER12 program
GAFF force field
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5.5 Physical Stability of Solid Dispersions

The physical stability of a solid dispersion is highly dependent on the state of the drug in 
the dispersion. Here solid dispersions were assigned to two broad classes based on the 
physical state of the drug in the systems: crystalline drugs in solid dispersions and amor-
phous solid dispersions (solid solution) whereby drugs completely disperse into the 
polymer chain at the molecular level. The solid dispersions containing crystalline drugs 
normally have little physical instability risk, and in some cases the instabilities are more 
associated with the physical instability of the carrier material. Crystalline carrier materials, 
such as PEG and lipids, often pose more risks of instability on aging [33]. The discussion 
of how to assess the instability of these systems is discussed elsewhere, and here we mainly 
focus on the discussion of testing the physical instability of amorphous solid dispersions. 
For amorphous solid dispersions, although they have shown a high potential for improving 
the dissolution rate of poorly water‐soluble drugs, the commercial application of such solid 
dispersions is very limited. There are many hurdles for commercializing amorphous solid 
dispersions, and in many cases the physical stability of the dispersions is the major concern 
[11, 34–37].

An amorphous drug–polymer solid dispersion is a thermodynamically instable delivery 
system since molecularly dispersed drugs (high energy level) in the system will tend to 
convert back to the more stable crystalline form (low energy level), leading to the physical 
stability issue. Freshly prepared amorphous solid dispersions may have the drug molecu-
larly dispersed in the polymeric carriers. On aging the physical instability of amorphous 
solid dispersions could occur in the form of phase separation and recrystallization due to 
the relaxation of high energy‐level drug molecules and the molecular mobility of drugs 
(can be accelerated by storage conditions, i.e., stressed humidity or temperature). Phase 
separation refers to the procedure in amorphous solid solutions where molecularly dis-
persed drug molecules migrate together to form a drug‐rich phase eventually containing a 
higher drug concentration than the average bulk drug concentration. Recrystallization 
could then occur within the drug‐rich phase whereby a high concentration of amorphous 
drug recrystallizes out to form the more stable crystalline state.

Drug recrystallization in aged solid dispersions could also take place if nuclei are pre-
sent. Nuclei can be a residual crystalline drug in the solid dispersion, or foreign particles 
obtained during processing, or certain insoluble excipients added to the formulation [38]. 
With the occurrence of phase separation or recrystallization, the attempt to improve the 
dissolution rate of poorly water‐soluble drugs using amorphous solid dispersions will fail 
as the recrystallized drugs do not have as high a dissolution rate as the amorphous form. 
Therefore, detection of the physical instability is essential for amorphous solid dispersion‐
based formulation development.

5.5.1 Detection of Physical Instability of Amorphous Solid Dispersions

Factors which can potentially affect the physical stability of amorphous solid dispersions 
have been investigated widely, and glass transition temperatures (T

g
), molecular mobility, 

physical stability of amorphous drugs alone, miscibility between drugs and polymers, and 
solid solubility of drugs in polymers have been considered as key factors influencing the 
physical stability of solid dispersions [2, 8–11]. In terms of detecting the physical instabilities 
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of amorphous solid dispersions, the commonly used key indicators are T
g
, molecular 

mobility, drug–polymer interactions (if present), and the appearance of phase separated 
crystalline drug. Changes in these features can be studied using physical methods, such as 
DSC/MTDSC, DMA, dielectric spectroscopy, PXRD, IR, Raman, SS‐NMR, and a range of 
imaging techniques such as SEM, AFM, and IR/Raman microscopies.

5.5.2 Glass Transition Temperature

Glass transition temperature (T
g
) is a kinetic parameter associated with the molecular 

mobility (viscosity) in an amorphous state. T
g
 of an amorphous system can be detected 

using many thermal methods, such as DSC/MTDSC and DMA. Below T
g
 the amorphous 

materials are “kinetically frozen” (with great viscosity) into a thermodynamically unstable 
glassy state, and any further reduction in temperature has only a small effect on the decrease 
of the molecular mobility of amorphous solids. Above T

g
, amorphous solids will enter a 

rubbery state with significantly increased molecular mobility and decreased viscosity [39]. 
Molecular mobility has been related to the occurrence of phase separation and recrystalliza-
tion in amorphous solid dispersions [39, 40]. This is because the molecular mobility of drugs 
in amorphous solid dispersions can cause phase separation in amorphous solid dispersions 
and further recrystallization.

For amorphous solid dispersions, glass transition temperatures can be used as indicators 
to describe their physical state [15, 41, 42]. For a miscible drug–polymer dispersion, a 
single T

g
 should be observed. The presence of two glass transitions indicates that phase 

separation has occurred or the system is partially miscible [43]. The Gordon–Taylor (G‐T) 
equation is a useful tool in predicting the glass transition temperatures of drug–polymer 
solid dispersions [41, 42]. For a completely miscible binary drug–polymer solid dispersion, 
the glass transition temperature of the system can be calculated by:

 
T w T Kw T w Kwgmix g g1 1 2 2 1 2/  (5.3)

where T
g1

, T
g2

, and T
gmix

 are the glass transition temperatures (Kelvin) of component 1, 2 
and the mixture, and w

1
 and w

2
 are the weight fractions of each component and K is a 

constant which can be calculated by:

 K T T1 1 2 2g g/  (5.4)

where ρ1 and ρ2 are the true densities of each component. The application of the equation 
in predicting the miscibility of solid dispersions lies in the comparison between the theo-
retical and experimental T

gmix
 values of the system. The Gordon–Taylor equation is based 

on the assumption that the mixing process is ideal and the molecules from the two compo-
nents are blended completely [41]. Therefore, if the consistency of the comparison between 
the calculated and experimental T

gmix
 values is acquired, it may indicate that this system is 

miscible [44]. However, exceptions have been reported in previous studies [41, 42, 45]. The 
discrepancies of T

g
s between the calculated values using the Gordon–Taylor equation and 

experimental data may be caused by two reasons. First, interactions between drugs and 
polymers in amorphous solid dispersions can result in a deviation [42]. A positive deviation, 
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whereby the experimental value is higher than the G‐T predicted one, could occur if the 
interaction between drugs and polymers is stronger than that between two drug molecules 
[45]; whereas a negative deviation could be observed if the drug–polymer interaction is 
weaker than that between two drug molecules [46]. Second, water sorption in amorphous 
solid dispersions can decrease the T

g
 value of the system, as water is a well‐known plasti-

cizer [44, 47].

5.5.3 Molecular Mobility and Structural Relaxation of Amorphous Drugs

The molecular mobility of amorphous drugs is commonly considered to be one of the key 
factors associated with the stability of amorphous solid dispersions, since a high molecular 
mobility of drugs in systems can lead to rapid phase separation and recrystallization in 
amorphous solid dispersions on aging [48]. This is because amorphous materials which 
remain in a non‐equilibrium state at temperatures below T

g
 have extra enthalpy and config-

urational entropy (this results from the extra number of configurations of molecules in the 
amorphous state in comparison to the corresponding crystalline state). Therefore, on aging, 
non‐equilibrium amorphous materials will approach the equilibrium state by releasing 
extra enthalpy and configurational entropy. This reducing extra energy process is termed 
structural relaxation and the time length where the structural relaxation occurs is termed 
relaxation time. Molecular mobility is in a reciprocal relationship to the relaxation time 
constant (τ). In the Adam–Gibbs model [49], it is calculated as:

 0 exp /C TSc  (5.5)

where τ is a molecular relaxation time constant, τ
0
 is a constant, T is the absolute temperature, 

S
c
 is the configurational entropy, and C is a material dependent constant. This equation was 

further modified as the Adam–Gibbs–Vogel equation:

 0 0 01exp / /DT T T Tf  (5.6)

where D is the strength parameter, T
0
 is the temperature of zero molecular mobility, and T

f
 

is the fictive temperature [50]. The fictive temperature is defined as the temperature of 
intersection between the equilibrium liquid line and the non‐equilibrium glass line. In most 
cases, T

f
 values are very close to T

g
 values, and therefore in calculations the T

f
 value can be 

replaced by the T
g
 value [50–52].

Two types of relaxation of amorphous materials have been defined at temperatures below 
and above the glass transition temperatures [53]. For a molecule with a low molecular 
weight (such as many small molecular drugs), at a temperature below T

g
, the dominant 

relaxation procedure is β‐structural relaxation (termed local molecular mobility) which can 
take place by means of the spinning of atoms within the molecular structure. For amor-
phous polymers, at a temperature below T

g
, β‐structural relaxation refers to the vibrating of 

the side chains of the polymer [54]. At a temperature higher than T
g
, the dominant relaxa-

tion is α‐structural relaxation (termed global molecular mobility; β‐structural relaxation 
still occurs at this temperature) which could occur for both amorphous drug and polymer 
whereby an intact molecule will be mobilized [54].
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These two types of relaxation can be detected by techniques such as DSC, DMA, and 
dielectric spectroscopy [48, 55, 56]. For instance, stored under ambient condition for a 
certain time, the relaxation enthalpy of amorphous indomethacin at the glass transition 
region can be detected on heating in DSC, and the detected relaxation enthalpy is a contribu-
tion of both α and β relaxations on aging [48]. The detected relaxation enthalpy is attributed 
to the energy required to re‐establish the liquid state on heating [48].

As discussed above, the molecular mobility of an amorphous drug changes with temper-
ature. Increasing storage temperature can increase the molecular mobility and decrease the 
physical stability of amorphous solid dispersions. Therefore it has been proposed that 
amorphous solid dispersions should be stored at the temperature of T

g
 − 50 K to reduce the 

molecular mobility of drugs in amorphous solid dispersions and thus to increase the 
physical stability [48, 57].

In addition to a high storage temperature, stressed humidity can also increase the molecular 
mobility of amorphous drugs in solid dispersions [58]. Two potential effects of moisture 
uptake on the molecular mobility have been suggested. First, absorbed water into the solid 
dispersions can act as a plasticizer (providing polymer chains with greater freedom, resulting 
in a reduction of glass transition temperature of the intact system) and thus, with decreased 
T

g
, a faster molecular mobility and higher physical instability could be expected [59]. Second, 

for systems which drug molecules can hydrogen bond with polymer molecules, absorbed 
water molecules into the dispersions can disrupt the hydrogen bonding between drug and 
polymer molecules, as the water molecules are hydrogen bonding donor and accepter [58]. 
This can promote the phase separation of drug molecules from the amorphous solid 
dispersions, and further to recrystallizing out.

5.5.4 Interactions between Drug and Polymer in Solid Dispersions

Interactions between drugs and polymers in solid dispersions have been reported as another 
important factor that can influence the physical stability of amorphous solid dispersions [60, 
61]. First, the interaction formed between drug and polymer molecules in amorphous solid 
dispersions (such as hydrogen bonding) can restrict the molecular motion of drugs and hence 
it can increase their physical stability. Second, the presence of interactions between drugs and 
polymers has been considered beneficial for increasing drug–polymer miscibility and the sol-
ubility of drugs in polymers. Therefore, using polymers which can potentially interact with 
the drug in a solid dispersion formulation can increase the stability of the  formulation.

One of the common interactions between drugs and polymers is hydrogen bonding, 
which is formed by the presence of proton acceptors and donors. Hydrogen bonding is 
likely to occur among carbonyl groups (acceptors), amine groups (donors), and hydroxyl 
groups (donors and acceptors). Drugs and polymers with these groups have a high ten-
dency to form hydrogen bonds in amorphous solid dispersions.

Besides hydrogen bonding, other interactions in solid dispersions such as acid–base 
interactions were also discovered to be favorable for enhancing the physical stability of 
solid dispersions [62]. These interactions share the same mechanism as hydrogen bonding 
which reduces molecular mobility, preventing phase separation and recrystallization. 
However, this type of interaction could be very limited and thus might not be widely 
utilized in solid dispersion formulation design.

Effective tools for confirming these interactions are spectroscopy‐based methods such as 
FT‐IR, Raman, and solid state NMR [41]. In FT‐IR, the frequency of vibrations within a 
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chemical structure is very sensitive to how the atoms and molecules interact with neighboring 
functional groups. Variation of peak positions and intensities in the IR spectrum can be 
indicators of the presence of hydrogen bonds [63]. In solid state NMR, comparing the 
chemical shift of amorphous drugs and drugs in solid dispersion could be useful in judging 
the formation of hydrogen bonds. Hydrogen bonding was found to have a significant effect 
on the physical stability of amorphous drug–polymer systems [64]. The mechanism as sug-
gested by those studies was a restriction on the molecular mobility of drug molecules and 
the enhancement of drug–polymer miscibility.

Although the importance of hydrogen bonding in stabilizing solid dispersions has been 
widely reported in the literature, aging under high humidity may disrupt such drug–polymer 
interactions and lead to instability. Polymers that contain carbonyl groups can be hygroscopic, 
such as PVP and PVPVA. Solid dispersions prepared using these polymers often absorb mois-
ture when aged upon exposure to high humidity [65–67]. The moisture uptake can disrupt the 
hydrogen bonds formed between drugs and polymers since a water molecule is strong hydrogen 
bond acceptor and donor [67]. Accordingly, the occurrence of phase separation followed by 
drug recrystallization can often be observed in these systems [68].

5.5.5 Characterization Phase Separation in Amorphous Solid Dispersion

The physical instability of an amorphous solid dispersion eventually leads to the appearance 
of phase separation in the formulation. During phase separation, the dimensions, quantity, 
and physical nature of the separated phases will change over time. In terms of characterizing 
and quantifying a phase separated drug in an amorphous solid dispersion, the selection of 
detection method depends on the stage and level of phase separation [69]. Initially the 
separate phases are often low in number and of submicron size. This makes the detection 
of the phase separation difficult as it may approach or be below the detection limits of 
many conventional characterization tools. At the latter stages of phase separation, when 
a considerable amount of drug has crystallized out, the presence of crystalline drug may 
be easily detected using conventional characterization methods, including thermal analysis 
(DSC, MTDSC, hyperDSC), spectroscopic methods (FTIR, Raman, Terahertz spectros-
copy, solid state NMR), and PXRD.

Moreover, the distribution of the phase separation may be an important issue in some 
particular cases where there is significant drug concentration variation across the formula-
tion. This may affect dissolution and be an important consideration for monitoring batch 
variation. To characterize early stage phase separation and distribution of separated drug 
phases, localized imaging‐based characterization methods can provide important comple-
mentary information. Imaging techniques combined with chemical identification is a 
growing stream of new characterization techniques. These include IR microscopy and 
imaging, MRI imaging, confocal Raman microscopy, and AFM‐based techniques [70–75]. 
However, these techniques all have different spatial resolutions. Among these, Raman 
imaging and AFM have the potential to reach submicron resolution [70–75]. These novel 
approaches can detect phase separations which are not identified by conventional analyt-
ical methods [76, 77]. However, conventional AFM‐based techniques have a much lower 
capability for chemical identification compared with spectroscopic imaging techniques, 
such as IR and Raman imaging [73–75]. For example, phase imaging conducted using 
tapping mode AFM and PFM‐AFM can only provide phase identification based on the 
measurement of the physical properties of the separated phases; this in turn requires further 
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supplementary characterization for confirmation of the actual chemical composition of the 
phases (being either drug or polymer or mix). Some new developments of functionalized 
AFM strengthen the physical property‐based phase identification and render chemical 
phase identification possible. For example, recently developed local thermal analysis 
(LTA), transition temperature microscopy, and photothermal FTIR (PT‐FTIR) microspec-
troscopy can provide localized characterization of a sample at micron to submicron scale 
with no additional sample preparation [76–79]. Figure 5.5 demonstrates the potential of the 
combined use of conventional AFM and phase identification AFM, which is transition 
 temperature microscopy in this case to achieve clear characterization of material distribution 
in solid dispersions with submicron resolution [80].
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Figure 5.5 Using conventional AFM (a,b) and transition temperature microscopy (c–d) to 
understand the phase separation behavior of a complex solid dispersions. Reproduced with 
permission from Ref. [80]. Copyright 2013, American Chemical Society.
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5.6 Future Prospects

Although half a century has passed, there only are few marketed products using solid  dispersion 
strategy. A critical factor to maintaining the dissolution properties of a solid dispersion after 
storage is to prevent recrystallization of the amorphous drug. To develop a new theoretical 
model and methods of solid dispersions will be the key to the future success of solid dispersion 
formulations.
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6.1 Introduction

In order for a drug to reach its target site of action it almost always has to cross one or more 
biological lipid membrane barriers, for example the lung, skin or gastrointestinal (GI) tract 
to reach the systemic circulation, and then generally the membrane of the target cell where 
it will execute its therapeutic mechanism of action. Both the partitioning of a drug into 
the membrane and its diffusion in the heterogeneous membrane environment will deter
mine the rate at which it crosses the membrane and thus the bioavailability and distribution 
of the drug in the body. This in turn is dependent on the relative chemistry of the drug and 
the lipid and protein molecules that comprise the membrane. In addition, as the structure 
and function of membrane‐bound proteins can be modulated by changes in the structural 
and mechanical properties of the host membrane, the membrane itself may be the therapeutic 
target. Additives may be included to make membranes more or less permeable to enhance 
or retard delivery and reduce toxicity. For drugs that are poorly soluble or that do not 
readily cross membranes, lipid‐based nanocarriers (i.e. liposomes) can be used; it is desir
able to be able to fine‐tune both the encapsulation efficiency of a liposome and the rate and 
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mechanism of release for the delivery of a particular drug. All things considered, it is clear 
that an understanding of lipid membrane biophysics and biochemistry plus the ability to 
rationalise, predict and control drug–membrane and additive–membrane interactions is 
integral to the design of new, optimised drug formulations.

Over the last 20 years, molecular simulation has played an increasingly important role in 
answering fundamental questions concerning lipid assemblies. There are two overarching 
approaches [1, 2]: (i) in molecular dynamics (MD) simulations, which are the focus of the 
work presented here, one uses the laws of classical mechanics to generate a trajectory of inter
acting particles in a system over time and (ii) in Monte Carlo (MC) simulations, an ensemble 
of microstates of the system is generated by making random perturbations to the system and 
the move is accepted or rejected depending on the Boltzmann‐weighted probability of making 
the move. The framework of statistical thermodynamics is used to compute averages from the 
simulations that can be related to experimental measurements. Both methods yield a molecular 
level view of the system, akin to looking down a ‘molecular microscope’, that it is not possible 
to achieve by experiments. Thus molecular simulations offer a route to be able to rationalise 
and predict experimentally observed quantities and functions from molecular structure.

In this chapter we begin with a brief outline of some of the methodological consider
ations for lipid membrane simulations, including different representations of lipids and 
measurable properties. This is followed by reviews of simulations of different model mem
branes, small‐molecule uptake and permeation across membranes and the relatively new 
discipline of NP‐membrane interactions. We next consider simulations of chemical pene
tration enhancers, additive molecules that alter membrane permeability. Finally we identify 
some future challenges for simulations in this field.

6.2 Methodological Considerations

6.2.1 Representations of Model Lipids

There are three main levels at which a molecule may be represented in a molecular simu
lation: (i) fully atomistic (or all‐atom), where each atom of the molecule is included in the 
simulation as an explicit interaction site, (ii) united atom, where all atoms except nonpolar 
hydrogen atoms are included explicitly in the simulation and nonpolar hydrogen atoms are 
included implicitly as part of so‐called united atom carbon atoms and (iii) coarse‐grained 
(CG), where groups of typically three to five atoms are treated as a single interaction site. 
The most commonly modelled lipids are phospholipids, in particular dipalmitoylphospha
tidylcholine (DPPC). An example of DPPC in each of the three representations described 
above is presented in Figure 6.1.

The main packaged biomolecular force fields such as CHARMM [3–6], AMBER [7–9] 
and GROMOS [10–13] all contain a range of lipid parameters that are compatible with the 
corresponding parameters for other biomolecules (proteins, nucleic acids, etc.) and solvent 
molecules. The advantage of a fully atomistic or united atom representation is that full 
molecular detail is retained; however this comes at considerable computational expense 
and thus only time scales of the order of 100 ns are achievable.

In contrast, coarse‐graining speeds up MD simulations, making longer time (up to micro
seconds) and length scales (10 nm) routinely accessible. This is due to the reduction in the total 
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number of particles, smoother potential energy landscape and, as the particles have a larger 
effective mass, one can use a larger MD time step. This of course comes with loss of molecular 
detail and thus coarse‐graining is the most appropriate approach for problems where it is 
important to capture the essential physics of the system of interest rather than specific chemical 
details. There are a number of CG force fields for lipids (e.g. Refs. [14–19]), the most widely 
used of which is the MARTINI force field developed by Marrink and coworkers [18–20]. The 
MARTINI force field is distributed with parameters for a range of phospholipids, sphingo
lipids and cholesterol as well as water and other solvent molecules and ions.

An alternative approach is to take advantage of both worlds and adopt a dual resolution 
methodology that combines atomistic and CG representations of the system. The simplest 
way to do this involves running atomistic and CG simulations sequentially. For example, 
Brocos et al. used CG simulations to self assemble and equilibrate micelles from random 
mixtures of lysophospholipids of different chain length and then used a reverse‐mapping 
procedure to switch back to atomistic resolution for the fine characterisation of structural 
and dynamic properties of the resulting aggregate [21]. Recently, there have been significant 
developments in hybrid multiscale methods where part of the system is represented at the 
atomistic level and the rest is considered at a lower resolution. For example, Orsi, Essex and 
coworkers have developed a hybrid scheme whereby a lipid membrane and the surrounding 
solvent are represented at a CG level and small permeants are represented atomistically [22]. 
This was achieved by developing mixing rules to handle the interactions between atomistic 
solutes and CG solvents. The authors successfully applied this approach to the permeation 
of small molecules [23] and the interactions of antimicrobials with lipid membranes [24].

6.2.2 Measurable Properties

6.2.2.1 Structure

The structure of a lipid bilayer may be characterised by a number of properties that can be 
computed from a molecular simulation trajectory. The area per lipid of a single compo
nent bilayer is most commonly determined by simply taking the average of the area of the 

(a)

Fully atomistic United atom Coarse-grained

(b) (c)

Figure 6.1 Examples of the different representations of a DPPC lipid molecule in a molecular 
simulation. (a) Fully atomistic with 149 interaction sites. (b) United atom with 50 interaction 
sites. (c) CG with 12 interaction sites.
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simulation cell in the plane of the bilayer over time and dividing this number by the 
number of lipids per monolayer. Where a more detailed analysis of the distribution of 
different lipid components, additive molecules and free area is desired, approaches such 
as Voronoi tessellation or grid‐based methods may be applied [25–27]. Bilayer density 
profiles (either mass or electron density) can be constructed by dividing the bilayer into 
slices along the normal direction and averaging the number of different system compo
nents (e.g. water, lipid headgroups, lipid tailgroups) in each slice. These density profiles 
can then be used to estimate quantities such as the bilayer thickness (e.g. from the dis
tance between the two peaks in the headgroup distribution), the hydrophobic thickness 
or the water interfacial width. The alignment of the lipid tails can be determined by 

defining order parameters S
z
 per carbon atom C

n
 such as the following Sz z
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[28]. Here S
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 = 1 represents perfect alignment of the tails with the bilayer normal, S

z
 = 0 indi

cates a random orientation and S
z
 = −0.5 demonstrates alignment of the tails in the plane of the 

bilayer.
It is also possible to probe the mechanical properties of lipid bilayers through simu

lation. The area compressibility modulus K
A
, which is a measure of the energy needed 

to stretch or compress the bilayer per unit area can be computed from the mean square 
fluctuations in the membrane area over time or by performing a series of simulations at 
different fixed bilayer area and determining K

A
 from the slop of a plot of area versus sur

face tension [29]. The bending rigidity, which is the energy needed to bend the membrane 
away from its ideal curvature, can be determined by monitoring the height of the bilayer 
across its surface and analysing the undulatory modes [30–32]. The line tension, that is 
the free energy cost to form an edge of unit length, may be computed from simulations 
of a bilayer strip completely surrounded by solvent and analysis of the difference between 
the lateral and perpendicular pressures [33].

6.2.2.2 Dynamics

The mobility of lipids in the bilayer can be examined by computing the lateral diffusion 
coefficients D of different lipid components. This is typically achieved by determining the 
slope of the average mean squared displacement of lipid molecules (in the plane of the 
bilayer) at long times according to the Einstein relation. MD can also yield information 
about the dynamics of lipid molecules, such as rotational relaxation [34] and lipid flip flop 
between the leaflets of the bilayer [35].

6.2.2.3 Molecule Permeation

A key quantity used to characterise membrane transport is the membrane permeability 
P of the molecule of interest. Experimentally this is determined from membrane per
meability assays that monitor the flux (amount of permeant passing through unit area 
per unit time), divided by the concentration difference of the permeant across the 
membrane. At the molecular level a lipid membrane is inhomogeneous as a function of 
depth along the bilayer normal direction (z) and the permeability of a molecule depends 
on the local partition coefficient K(z) of the molecule in the membrane and the diffusion 
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coefficient of the molecule at that depth D(z). The permeability is expressed as an 
inverse of the resistance R:

 
R

P

dz

K z D z

h1

0 ( ) ( )
 (6.1)

where h is the barrier thickness. The partition coefficient, essentially a measure of the 
affinity of the molecule for the local environment, is related to the free energy profile of the 
molecules as a function of z, G(z) or the potential of mean force (PMF), according to 
K z G z k Texp / B , where k

B
 is Boltzmann’s constant and T is the temperature. In 

a molecular simulation, G(z) and D(z) can be obtained from a series of biased simulations 
where the molecule is inserted and simulated at discrete locations along the membrane 
normal (see Refs. [36–40] and references therein).

6.3 Model Membranes

6.3.1 Phospholipid Bilayers

Phospholipids are the dominant lipid species in cell membranes and are by far the most 
well simulated lipid membrane system. A wealth of simulation studies over the last 20 years 
have revealed the molecular basis for experimentally determined structural, dynamic and 
mechanical properties of phospholipid membranes and are reviewed extensively elsewhere 
[41–43]. Pertinent to our understanding of how molecules permeate membranes, and thus 
to drug delivery, molecular simulations have played an important role to elucidate the het
erogeneous depth‐dependent profile of phospholipid membranes [44–47] and how this is 
affected by factors such as phospholipid headgroup [48–51], chain length [48, 52, 53] and 
degree of unsaturation [6], the inclusion of cholesterol [54–58] and other additives (see 
below). Recent simulations have attempted to capture the behaviour of more complex 
membrane environments. For example, Javanainen et al. showed that lipid diffusion is 
hampered by several orders of magnitude in a membrane environment crowded by the 
inclusion of proteins [59].

6.3.2 Liposomes

Liposomal delivery systems may enhance drug solubility in formulations and allow for 
targeted delivery of drugs to their site of action. The development of a liposomal drug 
delivery system requires the optimisation of key factors such as encapsulation efficiency 
(how much drug can be loaded into the liposome) and controlled release of the drug (e.g. 
where is the drug released and how quickly). These factors are clearly dependent on the 
lipid composition of the liposome and the molecular level interactions between the drug 
molecule and the liposome.

Due to the large system size required to simulate a full liposome, a typical approach 
would be to infer results on liposomes from lipid bilayer simulations. For example, 
Magarkar et al. simulated a patch of PEGylated phospholipids in a bilayer surrounded by 
salt solutions as a representative model of a PEGylated liposome in the bloodstream [60]. 
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The drawback of this approach is that the effects of membrane curvature are not taken into 
account. Despite the computational expense, a limited number of full liposome simula
tions have been achieved. Risselada and Marrink used the MARTINI CG model (see 
Figure 6.2a) [63] and reduced the computational cost by applying special boundary 
conditions to simulate only the spherical shell of water molecules that surround the 
liposome explicitly (water molecules outside this region were treated using a mean field 
force representation [64]). Jämbeck et al. employed the same CG lipid model to inves
tigate liposomal loading of the antitumour and antiviral drug hypericin [62]. It was 
shown that the hypericin molecules preferentially aggregate on the outer surface of the 
liposome (see Figure 6.2b), which may be due to the lower lipid density and curvature 
compared to the inner leaflet.

6.3.3 Skin–Lipid Membranes for Transdermal Drug Delivery

Delivery of drug molecules to or via the skin (transdermal delivery) can offer significant 
advantages over more conventional routes of delivery [65]. However, overcoming the 
natural barrier property of the stratum corneum (SC, the topmost layer of skin) remains 
a considerable challenge. The SC is often depicted as a ‘bricks and mortar’ arrange
ment with pancake‐shaped skin cells (corneocytes) surrounded by a lipid matrix 
[66,  67]. The main barrier property of the skin is attributed to the SC lipids. These 
lipids form lamellar structures that are usually assumed to exist as bilayers or three‐
layer sandwich‐type structures in a gel‐like phase [68]. In actual fact, the molecular arrange
ment of the SC lipids remains a mystery. Therefore an understanding of the molecular 
structure and organisation of the SC skin barrier and the mechanisms by which molecules 

(a) (b)

Figure 6.2 (a) Snapshot of an equilibrated DPPC–DLiPC liposome after 400 ns of simulation 
at 360 K. Reproduced from Ref. [61] with permission of The Royal Society of Chemistry. (b) 
Snapshot from a 10 µs MD simulations of a liposome loaded with hypericin molecules. Some 
lipids have been removed to illustrate the binding of hypericin; the hydrophilic parts of 
hypericin are shown in very dark grey, completely surrounding the hydrophobic parts (very 
pale grey). Reprinted with permission from Ref. [62]. Copyright 2013, American Chemical 
Society.
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permeate the SC is essential for the development of new strategies for dermal and 
transdermal delivery.

The lipid mixture that forms lamellar layers surrounding the corneocytes is made up of 
three major components; ceramides, cholesterol and free fatty acids. Each of these compo
nents has specific properties that help give the SC its strong barrier properties but at the 
same time allow it to be soft and flexible. Out of the three components, it is known that the 
ceramide class of lipids plays a pivotal role in the barrier function of the skin [69]. One of 
the major properties that allows the SC to act as a strong barrier is the ceramides’ apparent 
hydrogen bonding network between headgroups of neighbouring ceramides and other 
lamellar layers [70]. This network imparts structural integrity to the SC. The role of choles
terol is thought to be to provide a degree of fluidity to what would otherwise be a rigid 
structure [71]. Free fatty acids, in contrast, increase the density of the hydrocarbon chain 
packing [72], which suggests that they order the lipids.

Since we do not have a definitive model, experimental or computational, one has to find 
a way of developing a model acting as a skin lipid substitute that maintains the barrier 
properties characterised by the skin. To date there have been only a few attempts to model 
the skin lipid lamellae using molecular simulation. A selection of these model systems is 
presented in Figure 6.3. The simplest way of doing this is to use a ceramide bilayer, as 
ceramides are the dominant component of the lipid matrix. Pandit and Scott carried out 
the first MD simulation of a hydrated 16 : 0 ceramide lipid bilayer in the liquid crystalline 
phase [78]. They showed that there is increased hydrogen bonding between the ceramide 
carbonyl oxygen and the hydroxyl oxygen of a neighbouring ceramide compared to 
sphingomyelin, which highlights the role of the ceramide headgroup in forming a lateral 
hydrogen bonding network. Subsequent simulations by Notman et  al., using a united 
atom model, investigated ceramide 2 bilayers in the physiologically relevant gel phase 
[73]. In agreement with experiments, this study revealed that ceramide bilayers in the gel 
phase are characterised by close lipid packing, narrow interfacial width (almost no water 
penetrates the bilayer) and a lateral hydrogen bonding network between ceramide head
groups. These features are likely to play a major role in the barrier properties of the skin 
lipids and are thus putative targets for overcoming the skin barrier. The mismatch in the 
length of the hydrocarbon tails also gives rise to a region in the centre of the bilayer 
where the packing of the lipids is almost characteristic of the liquid–crystalline phase 
rather than the gel phase. More recently McCabe and coworkers parameterised an all‐atom 
extended CHARMM force field for ceramides 2 and 3 [75]. Similar results to Notman et al. 
[73] are obtained for the structure of ceramide 2 bilayers at skin temperature, although the 
CHARMM‐based model is able to better capture the phase transitions of the bilayers as a 
function of temperature [75].

Moving towards more realistic skin–lipid mixtures, Das et al. [74] showed the effects of 
both cholesterol and free fatty acids on ceramide bilayers by simulating various molar ratios 
of the standard three components. As part of a multicomponent system, the long asymmetric 
tails of the ceramides formed a dense bilayer phase, with major interdigitation of the tails. 
Addition of free fatty acids was found to increase the bilayer thickness and the ordering of 
the lipids, while cholesterol had the opposite effect due to the fact that it is smaller and more 
rigid than the ceramide molecules. The authors showed that the skin–lipid composition is 
optimal as it allows the lipids to withstand mechanical stresses while still keeping their 
barrier properties.
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6.4 Small Molecule Uptake and Permeation across Membranes

As discussed above, the measurable permeability of a molecule across a membrane repre
sents the net effect of the affinity of the molecule to the lipid environment and the diffusion 
of the molecule over the entire heterogeneous membrane transport pathway. As well as 
direct permeation along the bilayer normal direction, the molecule may take a more tor
tuous route involving lateral diffusion pathways or transport through transient defects or 
pores [79, 80]. MD simulations of drugs or other small molecules as they traverse lipid 
bilayers, either spontaneously or via biased simulations are able to reveal the underlying 
mechanisms of drug partitioning and permeation and thus provide insights into how these 
mechanisms may be modified to achieve some desired outcome. The aim may be to maxi
mise permeability, for example for drug delivery across a cell membrane, to encourage 
retention in the membrane, for example for liposomal delivery, or to shed light on toxicity, 

(a)

(c) (d)

(b) (e)
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Figure  6.3 Representative snapshots of skin–lipid bilayer models from MD simulations. 
(a) United atom representation of a fully hydrated ceramide 2 bilayer with asymmetric lipid 
tails. Reprinted from Ref. [73], with permission from Elsevier. (b) Mixed ceramide 2: cholesterol: 
C24 fatty acid bilayer. From Ref. [74], with permission from Elsevier. (c) All‐atom representation 
of a ceramide 2 bilayer with symmetric lipid tails. Reproduced with permission from Ref. [75]. 
Copyright 2013 American Chemical Society. (d) Anhydrous ceramide 2‐cholesterol‐C24 fatty 
acid multilayers with ceramides in the extended conformation. Reprinted by permission from 
Macmillan Publishers Ltd, Ref. [76], copyright 2012. (e) Mixed skin–lipid multilayers with low 
hydration including a long‐chain ceramide that spans multiple layers. Reproduced with 
permission from Ref. [77], Royal Society of Chemistry.
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for example toxicity via direct topical interaction with the membranes that line the GI 
tract  [81]. Clearly the molecular structure of the drug molecule plays the major role in 
membrane partitioning and permeability. A selection of the numerous MD simulations that 
have aimed to tackle this issue are discussed below.

In general small hydrophobic solutes are found to localise preferentially in the centre of 
phospholipid bilayers. For example the free energy profiles of O

2
 [82], ethane [37], benzene 

[37] and hexane [83] show an overall decrease in free energy going from the bulk water 
phase to the centre of the bilayer (see Figure 6.4). Preferential partitioning into the hydro
carbon region of the bilayer is rationalised in terms of the classic hydrophobic effect and 
the free energy minimum corresponds to the centre of the bilayer where the tail particles 
are most disordered and less dense and the largest free volume pockets exist [84]. For 
ethane, benzene and hexane, a free energy barrier was observed in the headgroup‐dense 
region of the bilayer. Interestingly, MacCallum and Tieleman computed the enthalpic and 
entropic contributions to the hexane free energy profile (Figure 6.4b) and showed that par
titioning of hexane into the dense headgroup region was accompanied by a significant 
entropic cost and a counterbalancing enthalpic gain – the favourable enthalpy for partition
ing was attributed to the tight packing in this region giving rise to more attractive van der 
Waals’ interactions [83].

Direct interaction with the membrane may also be key to the mechanism of action of 
certain bioactive compounds. For example, Booker and Sum simulated the effect of the 
hydrophobic anaesthetic molecule xenon on the properties of dioleoylphosphatidylcholine 
(DOPC) bilayers [85]. At equilibrium, approximately 97% of the xenon atoms were located 
in the centre of the bilayer, which caused the bilayer to expand laterally and thicken. 
Interestingly xenon increased the order of the lipid tails in the centre of the bilayer, which 
was attributed to the increase in density in the region occupied by xenon. As a consequence 
of these structural changes, the lateral pressure profile of the bilayer was altered. It is well 
known that modulation in the lateral pressure profile can alter the structure and function of 
membrane proteins and thus modulation of the lateral pressure profile may be responsible 
for the anaesthetic mechanism of action of xenon.

In contrast, small hydrophilic solutes tend to show profiles with a free energy maximum 
in the hydrocarbon region. The profile of water is the most frequently studied (e.g. Refs. 
[23, 37, 86, 87] and Figure 6.4a). As water enters the bilayer there is an increase in the free 
energy associated with desolvation and entry into the dense membrane environment, this 
increases until the water is in the centre of the bilayer where there is a small decrease in the 
free energy as the lipid tails are less dense in this region. Other small hydrophilic solutes 
such as methanol, acetamide and methylamine [37] (Figure  6.4a) exhibit similar free 
energy profiles.

Amphiphilic solutes exhibit more complex position‐dependent free energy profiles. For 
example, Tejwani et al. studied the effect of adding polar functional groups to aromatic 
drug‐like molecules on their free energy profiles in DOPC bilayers [88]. The free energy 
minima correspond to the location of the lipid backbone, where the molecule orients such 
that hydrogen bonding between the solute and the lipid headgroups is maximised. However, 
it was also found that shielding the hydrophobic parts of the solutes from water (i.e. the 
hydrophobic effect) was an important driving force for binding to the interfacial region. 
Similar simulations of the antiviral drug amantadine and other adamantane derivatives also 
show a preferred binding domain in the headgroup region, with an orientational preference 
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that maximises favourable polar–polar and nonpolar–nonpolar interactions [89, 90]. MD 
simulations have been applied to a number of additional amphiphilic drug molecules inter
acting with membranes, including fluoroquinolones [91], benzocaine [92], chloropromazine 
[93] and others [94].

Boggara and Krishnamoorti studied the partitioning of the amphiphilic nonsteroidal 
anti‐inflammatory drugs aspirin and ibuprofen into model DPPC membranes at different 
pH, that is considering both neutral and charged forms of the drugs [95]. It was found that 
both drugs preferentially partition into the bilayer however the neutral form is embedded 
deeper into the alkyl chains than the charged form. It was noteworthy that the charged 
forms of the drugs remain hydrated in the bilayer and thus transport water molecules into 
the membrane. This disrupts the adjacent lipid molecules and supports the idea of a transient 
pore mechanism for charged species, whereby the tilting of the lipids stabilises the entry of 
further water molecules and so on. The authors extended this work to consider the effect of 
multiple ibuprofen molecules on membrane transport [81]. The drug caused an overall 
thinning of the bilayer and, as reported previously, existed in a hydrated state – this local 
perturbation of the structure may be associated with NSAID‐induced GI toxicity. Water 
intrusions were also observed in simulations of valproic acid, an anticonvulsant drug, 
traversing DPPC bilayers [96]. In particular, when the charged form of the drug was con
sidered, the first hydration shell was retained all the way into the centre of the bilayer.

6.5 Nanoparticle–Membrane Interactions

Rapid advances in nanotechnology over the last 5–10 years have enabled the fabrication of 
multifunctional nanoparticles (NPs), which have the possibility to revolutionise the way 
medicines and other therapeutic drugs are administered to the body (see Refs. [97–99] for 
a selection of recent reviews). Nanotubes, nanoporous materials and hollow nanospheres 
have an innate ability to encapsulate and transport molecules. In addition the open ends of 
the pores serve as gates that can control the release of drugs [100–102]. An important fea
ture is the ability to add multifunctionality, for example targeting moieties or imaging 
agents. Inorganic NPs also offer improved chemical stability, and therefore longer shelf 
life, greater choice of route of administration and lower susceptibility to biochemical attack 
inside the body. However to realise the potential of drug delivery using NPs, there needs to 
be an interdisciplinary understanding of the molecular level properties of these systems and 
the ways in which they interact with the components of biological systems.

As a NP approaches a cell membrane, a number of different transport processes may 
occur. For example, living cells can undergo a process known as endocytosis, where the 
membrane engulfs the NP and carries it across the membrane barrier [103]. This may be a 
specific (receptor‐mediated) or nonspecific process. Alternatively, a NP might cross a 
membrane by passive diffusion across the bilayer or via membrane disruption [104]. 
Depending on the property of the NP, it can increase the toxicity in membranes by becoming 
entrapped inside the cell, eventually causing cell death. Alternatively, by modifying the 
cause of this encapsulation, it may be possible to design NPs that can bypass the membrane 
without causing permanent structural damage [105]. Hence, an understanding of how to 
optimise and control NP‐membrane interactions (e.g. as a function of NP size, shape, sur
face chemistry and membrane composition) for specific applications is critical towards 
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achieving the promises of NP‐mediated drug delivery. To that end molecular simulation is 
starting to play an important role. Key challenges for simulations include the development 
of appropriate force field parameters that describe the interaction between the nanomaterial 
and the biological membrane and the large numbers of particles needed to model systems 
on the nanoscale.

A series of MD simulation studies have shown that hydrophobic NPs become embedded 
in the hydrophobic interior of the membrane, as one would expect due to the favourable 
interactions with the tailgroups of the lipids. The membrane partitioning of C

60
 fullerene, 

which has a diameter of ~0.7 nm, has been well studied by both atomistic and CG MD sim
ulations [106–110]. The hydrophobic C

60
 molecule is seen to partition into the core of the 

bilayer where it causes minimal disruption to the membrane. This is consistent with a 
number of other simulations of small hydrophobic NPs with phospholipid bilayers, for 
example 3.0 nm diameter [111] and 1.3–2.8 nm diameter [112] generic hydrophobic NPs 
and 2.6–5.6 nm diameter hydrophobic polystyrene NPs [113]. Computed free energy pro
files show that the most energetically stable position for the NP is in the centre of the mem
brane and that the free energy change of insertion becomes more negative (more favourable) 
with increasing particle size [106–110, 112, 113], which can largely be accounted for by 
simple hydrophobic burial [113]. Larger hydrophobic NPs, with diameter greater than the 
thickness of the bilayer, appear to be less readily accommodated by the bilayer, although 
the interaction with the bilayer core is still overall favourable. For example, Thake et al. 
showed that the membrane was required to bend around 7.4 nm diameter polystyrene NPs 
in order to maximise favourable contacts between the NP and the lipid hydrocarbon tails 
(see Figure 6.5) [113]. In addition Li et al. found slightly larger 10 nm hydrophobic NPs are 
not wrapped by the lipids, rather the NP plugs a hydrophobic pore in the bilayer, which 
causes a local thickening of the bilayer but does not compromise the membrane integrity 
[114]. The implication of this is that small hydrophobic NPs, with a diameter less than the 
bilayer thickness will become trapped in the interior of the membrane whereas hydro
phobic NPs with a diameter greater than the thickness of the bilayer will have a higher 
probability of overcoming the barrier to exit and thus cross the membrane.

NPs functionalised with hydrophilic or charged moieties, in contrast, tend to exhibit a 
preference for the surface or interfacial regions of lipid membranes. D’Rozario et  al. 
studied the interactions of hydroxylated C60 with a DPPC bilayer [106]. NPs with polar 
functional groups spread evenly over the surface of the NP intermittently adsorbed onto the 
surface of the membrane and the amount of time in the adsorbed state decreased with 
increasing polarity. NPs with an assymmetric distribution of polar groups, that is with 
amphiphilic character, partitioned beneath the lipid headgroups. Larger, 10 nm, semihydro
philic NPs were also shown to adsorb to the membrane surface and induced a local curva
ture of the surface [114]. Furthermore, simulations have suggested that both positive and 
negatively charged NPs absorb onto the surface of DPPC bilayers and distort the mem
brane surface [111, 115, 116]. The wrapping effect was most significant for NPs with a 
high negative surface charge density [115]. Ramalho et al. also suggested that negatively 
charged NPs decrease the fluid to gel phase transition temperature, however the underlying 
mechanism for this remains unclear [111]. Simulations have also been carried out for gold 
NPs functionalised with charged ligands interacting with neutral or negatively charged 
bilayers [117]. The cationic bilayer strongly adsorbed onto the surface of the negatively 
charged bilayer where it caused holes to form in the membrane.
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The strength of NP binding to the lipid headgroups can control the particle‐wrapping 
behaviour of the bilayer, which can lead to endocytosis‐like uptake. For example, Vácha 
et al. included receptor molecules in the model membrane that have a strong affinity for the 
NP. Strong binding of the NP to the membrane was shown to induce particle uptake via an 
engulfing mechanism [118]. The size of the NP was also shown to play a role, with 
the uptake of larger (14.3 nm) NPs easier than for smaller (5.7 and 8.6 nm) – essentially 
there is a lower energetic cost to bend the membrane around a larger NP. While the most 
MD simulations to date have considered only a single NP interacting with a membrane, the 
pioneering work of Reynwar et  al. demonstrated the effects of multiple 5 nm NPs that 
are attracted to the lipid headgroups – it was shown that the energetic penalty for bending 
the membrane provides a driving force for the NPs to aggregate and reduce the curvature 
free energy, which triggers a cooperative budding of NP‐containing vesicles [119].

Finally we consider the effect of NP morphology on the mechanism of translocation 
through a bilayer. Carbon NPs, for example, may exist as spherical buckyballs, nanotubes or 
fragmented structures. Chang and Violi showed that flat fragment structures preferentially 
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Figure 6.5 Snapshots of different sized polystyrene NPs at a range of distances to the centre 
of a DPPC bilayer. For clarity, solvent particles are not shown. Reproduced from Ref. [113].
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located in the dense hydrocarbon tail region, whereas spherical buckyballs resided in the 
centre of the bilayer [120]. Subsequent free energy calculations revealed the permeability 
coefficient P of curved and flat structures to be dependent on the curvature of the particle, 
with P

C60
 > P

open‐C60
 > P

flat carbon‐fragment
 [121]. Wallace and Sansom investigated carbon nano

tube translocation through a DPPC bilayer – it was observed that lipids bind to the interior 
and exterior of the nanotube and are subsequently extracted from the bilayer [122]. Lipid 
extraction was also observed in a similar study where the carbon nanotube contained an 
encapsulated paclitaxel drug molecule [123]. Nangia and Sureshkumar explored sphere‐, 
pyramid‐, rice‐, cone‐, rod‐ and cube‐shaped NPs with a gold core and a charged shell 
[124]. NPs with flat surfaces were more easily internalised as they reorientated to maxi
mise membrane‐NP contacts.

6.6 Mechanisms of Action of Chemical Penetration Enhancers

Chemical penetration enhancers are chemicals that reversibly lower the barrier properties of 
the SC, allowing drug molecules to permeate through the skin with less resistance. Many 
different molecules have this property, such as water, alcohols, unsaturated fatty acids, sulf
oxides, pyrrolidones, surfactants, polyols and terpenes [125, 126]. Despite this most of them 
are currently unsuitable for pharmaceutical use due to high toxicity levels [127]. There is 
also a lack of understanding at the molecular level of the mechanism of these chemicals; 
however molecular simulation offers an opportunity to address this and facilitate the rational 
design of penetration enhancer (or retarder) molecules for specific applications.

Dimethyl sulfoxide (DMSO) is an effective penetration enhancer of both hydrophobic 
and hydrophilic drugs. The effect of increasing concentration of DMSO on DPPC bilayers 
was investigated by Notman et al. using a CG model [128]. It was seen that the DMSO 
molecules partition into the bilayer just beneath the headgroups acting as spacer molecules 
between lipid headgroups. This causes many structural changes such as an expansion in 
lateral area thus leading to a reduction in the bilayer thickness. This spacer action also 
changes the mechanical nature of the membrane; the increase in headgroup area per lipid 
causes an increase in the volume that the lipid tails can expand into, thus reducing the tail 
density. These combined effects essentially make the membrane more affable to bending. 
At high concentrations, DMSO was seen to induce the formation of an hourglass‐shaped 
water pore in the membrane. DMSO‐induced water pores in the membrane would form 
transport routes for hydrophilic molecules in particular. These ideas were examined 
further by Gurtovenko and Anwar using atomistic scale MD simulations [129]. The 
authors investigated 14 different concentrations of DMSO to infer three distinct modes of 
action for the permeation enhancing effects of DMSO: (i) at low concentrations the DMSO 
molecules again act as spacer molecules, partitioning just below the headgroups of the 
lipids levering them apart, reducing the membrane thickness, allowing the tails to become 
more disordered and fluid, (ii) at medium concentrations water pores are formed, as was 
seen by Notman et al. [128] and (iii) a further increase in DMSO concentration leads to 
desorption of lipids from the membrane and thus leads to rupturing of the bilayer. From this 
information on the various modes of action of DMSO, one may now tune the DMSO 
concentration to a specific application, whether it be increasing permeability of hydrophilic 
molecules or acting as a cryoprotectant.
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Moving beyond phospholipid bilayer models, Notman et  al. investigated the 
concentration‐dependent effects of DMSO on ceramide 2 bilayers [73]. Again it was seen 
that the DMSO molecules accumulate at the headgroups, where they weaken the lateral 
hydrogen bonding between the ceramides. At DMSO concentrations of 0.4 mol% (with 
respect to water) or higher the ceramide bilayers undergo a phase transition from the gel 
phase to the liquid crystalline phase. The liquid crystalline phase is characterised by highly 
disordered lipid tails and a decrease in bilayer thickness and is expected to be more perme
able to solutes than the gel phase. The effect of DMSO on pore formation was investigated 
using constrained MD simulations to calculate the free energy of pore formation in both the 
gel phase and DMSO‐induced fluidized state [130]. In the absence of DMSO, vapour‐filled 
pores formed in the bilayer, where the pore was lined with the hydrophobic ceramide tails and 
no water entered the pore. This result further emphasises the barrier property of ceramides; 
even in the presence of small defects or pores, they still remain impermeable to solutes. In the 
presence of high concentrations of DMSO, the free energy barrier to pore formation was sig
nificantly reduced and hydrophilic pores were observed where the ceramide headgroups 
rearranged to shield the hydrocarbon tails from the water, in agreement with the predictions 
from CG simulations of DMSO with DPPC bilayers [128].

As mentioned above, small‐ to medium‐chain alcohols such as ethanol are also known to be 
good penetration enhancers. An atomistic MD study on the effect of ethanol on 1‐palmitoyl‐2‐
oleoyl‐phosphatidylethanolamine and 1‐palmitoyl‐2‐oleoyl‐phosphatidylcholine bilayers 
demonstrated that ethanol acts in a similar way to DMSO in that it partitions underneath the 
headgroups of the phospholipids at low concentrations [131]. But unlike DMSO these ethanol 
molecules do not just act as spacers but form hydrogen bonds with the headgroups. At higher 
concentrations, ethanol induced the formation of inverted micelles in the bilayer, containing 
small amounts of water trapped inside. It could be possible for these to act as delivery pockets, 
transporting polar molecules or ions from one leaflet to another within the membrane struc
ture. No pores were induced, as was seen with high concentrations of DMSO.

A similar approach has been applied to the lipophilic penetration enhancer, oleic acid 
[132, 133]. One hypothesis is that oleic acid enhances permeability due to its kinked struc
ture (due to the presence of an unsaturated bond), which disrupts the packing of the skin 
lipids. At physiological temperatures oleic acid is believed to exist in a separate phase 
within the SC [134, 135]. Therefore permeation through an oleic acid rich phase or 
boundary region may also be an important mechanism. CG simulations of oleic acid inter
acting with DPPC bilayers [136] suggest that oleic acid does not significantly affect the 
structure of phospholipid bilayers; however chemical potential calculations suggest that 
oleic acid does cause a small increase in the permeability of phospholipid bilayers to water. 
In terms of the skin lipids, the effect of oleic acid on a lipid bilayer containing a 1 : 1 : 1 
mixture of ceramide 2, cholesterol and lignoceric acid in water was studied using atomistic 
MD at 300 and 340 K [137]. At the higher temperature, the diffusion of cholesterol was 
enhanced in the presence of oleic acid. It was suggested that small changes in the 
concentration of oleic acid could provide ways of altering the properties of the SC. For 
example, reductions in the density or thickness could allow hydrating water a greater free
dom of movement between the multilamellar structure of the SC. Oleic acid does not seem 
to affect the hydrogen bonding within the bilayer structure, therefore any changes to the 
bilayer are believed to result from a change in the molecular configuration at the interface 
with water molecules.
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6.7 Future Challenges

As illustrated above, the field of lipid membrane biophysics for drug delivery has benefitted 
from the recent considerable increase in computing power and methodological develop
ments in MD simulations. We have reflected on a number of success stories where MD 
simulation has made useful predictions about the properties and behaviour of lipid systems 
and revealed previously undetermined mechanisms of action. Despite this, a number of key 
challenges remain for MD simulations in this discipline. To date the majority of simula
tions have been performed on single‐component lipid bilayers or some binary or ternary 
systems. Clearly this is an oversimplification and future work should consider the 
development of more realistic model membrane environments, including different lipid 
compositions and taking into account the effect of crowding by proteins. When considering 
molecule or NP permeation through membranes, it is typical to assume that the route taken 
by a permeant is simply a direct pathway along the bilayer normal, however lateral diffusion 
and diffusion along defects or through transient pores are also likely to be important mecha
nisms. Features of the system that relax over long timescales, such as the orientation of the 
permeant, the curvature of the membrane and the formation of domains in the membrane may 
also need to be considered in a more rigorous way and will require further methodological 
developments. Finally, other important factors include the cooperative effects of molecules 
on membranes and the challenge of tackling multiscale problems, for example linking the 
molecular view of membrane permeation with pharmacokinetic models for predicting the 
absorption, distribution, metabolism and excretion of drugs in the body.
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7.1 Introduction

Protein therapeutics, with their ability to deliver high affinity binding to defined targets, are 
of increasing importance in pharmacological intervention. The number of unmodified and 
modified proteins approved for clinical use by regulatory authorities of the United States and 
European Union runs into the hundreds, with many more in the pipeline, and monoclonal anti-
bodies (mAbs) accounting for about one half of the sales revenue recorded in 2010 [1]. 
Muromonab‐CD3 (trade name Orthoclone OKT3), an immune suppressant targeting the T cell 
receptor–CD3 complex, was the first monoclonal antibody approved for use as a therapeutic, 
in 1986 by the Food and Drug Administration (FDA) of the United States [2]. With their 
market share and potential for development as fragmented or multivalent molecules, it is 
convenient to focus on antibodies in this Introduction, but it should be remembered that the 
field of protein therapeutics is growing generally, not just with antibodies.

Despite the rapid growth of interest in protein therapeutics (also termed biologics), 
bringing the molecule to the market presents a challenge, as it does for small molecule ther-
apeutics. Figure 7.1 outlines this process. First, there has to be a therapeutic requirement 
and a target identified, typically from a combination of academic research, industrial 
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research, and clinical input. Increasingly these stages are informed by synthesis of genomic, 
transcriptomic, and proteomic datasets from human populations. Once a candidate protein 
therapeutic has been identified, relatively early in the process the amino acid sequence is 
locked in, so that there are no changes during the lengthy clinical trials stages (Figure 7.1). 
This provides a major challenge for handling solubility and aggregation problems that may 
become evident only later in development. Antibodies themselves are probably one of the 
better behaved classes of biologics in this respect, and generally problems can be circum-
vented with appropriate formulation. This may be because antibodies have evolved to 
 circulate at relatively high concentrations in vivo. Other biologic platforms though may 
prove more troublesome, including antibody derivatives. For example, where naturally 
occurring proteins, such as antibodies, are engineered into individual domains (or domain 
combinations), previously unexposed surfaces will now need to be compatible with solvent 
and resistant to self‐association or partial unfolding. In these cases there is a need to have 
an improved understanding of modeling for protein resistance to aggregation included ear-
lier in the early stages of the design process. Where the emphasis for delivering a required 
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Figure 7.1 The drug discovery, development, and marketing pipeline for protein therapeutics. 
Circular overall structure emphasizes that drug development starts at target identification that 
is increasingly being derived from population differences and ’omics data and that drug 
delivery occurs back at members within the population. A major issue, illustrated on the inner 
circle, is that biological (amino acid) sequence is fixed relatively early in the process. As a 
consequence, emphasis can be placed on formulation to stabilize the preparation of biologic 
for storage and distribution, and to render it sufficiently soluble for delivery at high concentration.
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 solubility and aggregation resistance profile lies in formulation, there is also scope for a 
better understanding of how different formulation ingredients exert their influences. An 
additional factor is to appreciate what biologic–formulation combinations could lead to an 
undesired immunological response to treatment in a patient.

Returning specifically to mAbs, there have been many developments since the early days 
of the field [3], including humanization of nonhuman antibodies, and the use of display 
methods such as phage display to rapidly generate high affinity antibodies to a given 
antigen [4]. Modifications result in a lowering of immunogenicity [5]. In 2002, Adalimumab 
(trade name Humira), the first fully humanized mAb‐based therapeutic, was approved for 
use in the treatment of rheumatoid arthritis, followed by approval for other disease treat-
ments. Future developments will see sophisticated therapeutics developed from antibodies, 
including simultaneous targeting of two or more disease‐linked molecules [6].

A Y‐shaped antibody with modular architecture is shown in Figure 7.2, delineating the 
domains within the two heavy and two light chains. Not shown in this figure are the disulfide 
bonds that connect chains, or the glycosylated sites with covalently attached carbohydrate 
chains. Glycosylation can be important in the design of antibody [9] and other protein thera-
peutics, but is not considered further in this review. An antibody can be split into Fab and Fc 
fragments. Variable domains from light and heavy chains combine to form the antigen binding 
site in each Fab fragment. An example of the engineered constructs possible is a single chain 
variable fragment (scFv), formed by inserting a linker between the light and heavy chain 
variable domains, and removed from the remaining parts of the heavy and light chains.

During the development phase, the solubility and aggregation properties can only be 
optimized by controlling the solution environment of the protein, as the sequence will be 
locked in (see Figure 7.1). It is therefore crucial that we improve our understanding of how 
proteins behave in aqueous liquid formulations, which can contain a range of cosolvents 
including different types of buffers, salts, or other types of additives or excipients used to 
help stabilize the formulation. Some small molecule additives have specific abilities for the 
suppression of protein aggregation by means of weak interactions with the protein solvent 
accessible surface, such as arginine [10], although arginine is more an exception than a rule 
since most additives stabilize proteins against aggregation by stabilizing against unfolding 
through a preferential exclusion mechanism. Additionally, arginine can interact with the 
denatured state, which is probably linked to its ability to prevent aggregation. Other buffers 
and salt ions, used for controlling pH and ionic strength, may increase or decrease propensity 
of protein aggregation [11–15]. Experimentally, formulation cosolvents and their optimal 
concentration are screened with short‐term stability trials in various storage conditions, 
packaging, and devices for drug administration. These short‐term trials are often carried 
out at elevated temperatures, so as to accelerate the aggregation processes. However, many 
aggregation processes exhibit a nonmonotonic temperature dependence making it difficult to 
correlate with low temperature storage conditions [16]. The complexity of formulation 
development, correlation between the stability of bioformulation in vitro and in vivo and shelf 
life are major areas where predictability needs to be improved by integrating computational 
and experimental methods. Such improvement of protein aggregation prediction requires first 
determining how formulation cosolvents interact with proteins and their effects on weak 
protein–protein interactions.

This chapter proceeds to overview protein aggregation pathways in the next section, 
followed by discussion of protein interactions with cosolvents, and then protein–protein 
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Regions of a typical antibody protein therapeutic
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Figure 7.2 Antibody and substituent structure, with graphical representation of non‐polar 
and charged patches. IgG structure (code 1igt on the protein structural database) [7] is color‐
coded and labeled to show constituent domains, including, for example, the antigen‐interacting 
VL and VH domains that can be linked to make a single chain variable fragment (scFv). Both of 
the lower panels use red–white–blue spectra to denote surface properties calculated with the 
same methods that give patch sizes [8]. The left‐hand lower panel shows polarity, from most 
nonpolar (red) to most polar (blue), with a hydrophobic pro‐rich sequence underlying the 
highlighted red patch. On the lower right‐hand side is color‐coding according to charge, from 
negative (red) to positive (blue), together with a lysine/arginine‐rich sequence coincident with 
a particularly positive patch (see color plate section).
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interactions. After this, bioinformatics methods for analysis of protein solubility and 
aggregation are reviewed. The aim at all points is to discuss modeling, from detailed simu-
lation methods to simple informatics, in the context of current experimental knowledge.

7.2 Protein Aggregation Pathways in Liquid Formulations

7.2.1 Multiple Pathways Can Lead to Protein Aggregation

At this point, it is important to describe what is meant by the phrase protein aggregation. In 
the context of bioprocessing, aggregation defines a protein association pathway, which is 
usually made irreversible due to conformational changes in the protein structure and 
formation of strong noncovalent inter‐ and intramolecular interactions. Several reviews 
cover this area [17–21]. Protein aggregation occurs by a complicated set of pathways with 
rates that are highly dependent on the protein and the solution conditions. The aggregation 
precursors are often partially folded proteins that associate to form a critically sized nucleus, 
which may or may not involve conformational rearrangements. It is important to note though 
that the solubility of aggregation‐prone therapeutic molecules is not always controlled by 
conformational stability [22, 23], in which case protein surface properties become the key 
determinants of aggregation. Aggregate growth can occur by a variety of mechanisms, 
including monomer addition, by aggregate–aggregate condensation, further conformational 
changes, and the formation of insoluble precipitates. The aggregated states can only be 
broken up in these instances by adding a sufficient amount of denaturant to break both the 
intra‐ and intermolecular interactions holding the aggregate together. Association between 
native proteins is generally weaker and can lead to phase separation processes, such as the 
formation of a second liquid phase concentrated in the protein, amorphous precipitation, or 
crystallization. These processes are inherently reversible in cases where the protein is 
maintained in the native state. Then, redissolving the precipitated phase requires breaking 
the weak intermolecular interactions formed between protein surface groups, which can be 
brought about by subtle changes to the solution pH, ionic strength, or changing the salt or 
buffer type. It is clear though that consideration of native state and native state surface prop-
erties can be important factors, alongside conformational stability, in assessing solubility and 
aggregation properties of therapeutic candidates [22].

In the context of liquid protein formulations, protein aggregation is controlled by opti-
mizing the solution conditions by judicious choice of pH, ionic strength, buffer and salt 
type, and the presence of excipients such as sugars, amino acids, and polyols. An especially 
challenging problem is to predict the shelf life of the formulation, which often requires 
using accelerated studies where aggregation is monitored under accelerated conditions, 
such as at higher temperatures or under agitation. For small globular proteins, often the 
rate‐limiting step is the formation of the partially folded proteins, which occur at a very 
low relative population compared to the native state. Protein folding stability is thus a key 
solution property to quantify, which is usually done using melting temperature studies, 
either by temperature scanning calorimetry or fluorimetry [19, 24]. In addition, nonspecific 
protein–protein interactions (often referred to as colloidal stability) are commonly quanti-
fied in terms of the osmotic second virial coefficient obtained by static light scattering, self 
interaction chromatography, or by dynamic light scattering [25–28]. A strong correlation 
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between colloidal stability and aggregation propensity is found at low ionic strength; for 
solutions removed from the pI of the protein, aggregation rates are reduced due to repulsive 
double layer forces [23, 29, 30], whereas near to the pI, aggregation is enhanced due to 
attractive electrostatic forces [31]. The effect of buffer and salt type on aggregation has also 
been rationalized in terms of how these alter the colloidal stability [13–15].

7.2.2 Overview of Cosolvent Effects on Protein–Protein Interactions

Practically speaking, predicting cosolvent effects on protein–protein interactions and 
unfolding requires using an additivity approximation, whereby the protein–cosolvent inter-
actions can be decomposed into a sum of individual contributions arising from the different 
protein groups [32, 33]. This permits extrapolating studies of cosolvent effects on small 
model peptides or peptide similar compounds, for which interactions with polar, nonpolar, 
and charged protein groups can be delineated from each other [34–38]. Protein–solvent 
interactions are sufficiently weak that defining a dissociation constant is not possible as 
there is no well defined difference between an associated and dissociated state. Instead pro-
tein–solvent interactions are experimentally characterized in terms of a preferential inter-
action parameter, which characterizes the difference in cosolvent composition next to the 
protein surface versus in the bulk solution [39–42]. Using exact thermodynamic relation-
ships, the preferential interaction parameter can be related to the perturbation of the protein 
thermodynamic activity by changing cosolvent concentration. Cosolvents that exhibit pref-
erential adsorption to proteins decrease protein activity when added to the solution, whereas 
preferentially excluded cosolvents increase protein activity upon addition. Knowledge of 
the preferential interaction parameter can be used for predicting the free energy change for 
any process involving a change in protein solvent exposure. Cosolvents that increase pro-
tein activity favor processes that reduce the protein surface area, such as salting‐out or 
protein collapse, whereas cosolvents that preferentially adsorb to proteins favor solvent 
exposure either by enhancing solubility (i.e., salting‐in) or by protein unfolding. As a 
consequence, there is a strong correlation between the effect of cosolvent in salting‐in/ 
salting‐out and destabilizing/stabilizing the protein fold.

Much progress has been made toward understanding these effects for small inorganic 
salts, which are a particular class of cosolvents used in formulations. Advancements in 
computational power and force field development have permitted accurate representations 
of salts in water solutions. The results have been benchmarked against experimental pref-
erential interaction parameters that can be related at the molecular level to Kirkwood–Buff 
integrals, which correspond to integrals of the radial distribution functions between the 
different component pairs [43–45]. Experimental approaches based on X‐ray absorption 
spectroscopy, NMR, and neutron scattering have also been used to test and refine the 
molecular simulations. The protein–cosolvent interactions section of this chapter covers 
these recent developments in the understanding of protein interactions with salts, and to a 
much lesser extent, with other excipients such as sugars, glycerol, or amino acids.

Understanding how protein–cosolvent interactions impact upon protein–protein interac-
tions is only possible by using simplistic descriptions of proteins, such as Deryaguin, 
Landau, Verwey, and Overbeek (DLVO) theory. Thus, in the section on protein–protein 
interactions we first provide a review of DLVO theory and discuss modifications to incor-
porate cosolvent effects. Although DLVO theory has many shortcomings, it is still used as 
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the starting point for determining the effect of long‐ranged repulsive forces on aggregation 
kinetics providing further justification for covering the topic here [23, 29]. The protein–
protein interactions section is concluded with a review of more realistic models and the 
insights gained into the molecular origin of short‐ranged interactions between natively 
folded proteins.

7.3 Protein–Cosolvent Interactions

7.3.1 Lyotropic Series and Hofmeister Series Classifications of Ions

Interpreting the results of literature studies first requires knowing the nomenclature used 
for classifying salts and their ions [11, 46]. All salts lower the aqueous solubilities of non-
polar compounds with an effectiveness that, in general, follows the lyotropic series, which 
ranks ions according to their ability to interact with water. The series according to water 
binding affinity is given for cations Ca Mg Li Na K Cs NH2 2

4  and for 
anions SO HPO OAc Cl Br NO I SCN4

2
4 3 . High lyotropic series ions 

are termed kosmotropes due to their water‐structuring ability, which is linked to their high 
charge densities and low polarizabilities, whereas larger ions are more polarizable with 
lower charge densities, which is correlated with their water structure‐breaking ability, so 
they are termed chaotropes. The lyotropic series should be distinguished from the 
Hofmeister series, which was originally based on a ranking for the salting‐out effectiveness 
of globular proteins at high salt concentrations (i.e., greater than 1 M). There is some con-
fusion between these classifications, as in some instances, the terms chaotropes and kos-
motropes are used for describing ion positions in the Hofmeister series. For instance 
divalent cations, due to their salting‐in effects for proteins are often termed chaotropes, 
even though the ions have high charge densities and are classified as water structure makers.

7.3.2 Modeling and Simulation of Ion–Interface Interactions

Much of what is known about ion interactions with nonpolar groups has been learned from 
studies aimed at elucidating salt effects on aqueous surface tensions, which also follows the 
lyotropic series. A positive surface tension increment indicates that there is a net exclusion 
of salt in the immediate domain of the air–water interface, which occurs due to repulsive 
image forces between ions and a low dielectric interface, but this mechanism alone cannot 
explain the dependence on salt type. Further insight was made accessible from explicit  solvent 
simulations of an aqueous interface, which captured the dependence on the ion’s position in 
the lyotropic series [47, 48]. Interestingly, preferential adsorption of large anions to the low 
dielectric interface was observed. Although counterintuitive, the adsorption was also found 
experimentally, providing further validation of the simulation [49]. Initial studies found the 
behavior was only observed by polarizable force fields, indicating the significance of dis-
persion interactions in controlling specific ion effects. More recently, similar effects have 
been captured using nonpolarizable force fields, which are carefully parameterized against 
the ion solvation properties in bulk, indicating that polarizability is not the determining 
factor [50, 51]. The ion‐specific effects have now been rationalized in terms of general sol-
vation forces, in which case a hydrophobic‐like attraction drives the preferential adsorption 



130 Computational Pharmaceutics

of large (chaotropic) anions. Other more coarse‐grained approaches have been developed 
using continuum models for water in the context of the Poisson–Boltzmann (PB) equation, 
where ion specificity is introduced by including an ion–surface dispersion potential self 
consistently [52–54].

Increasing salt concentration always reduces the aqueous solubility of nonpolar com-
pounds indicating that the salt–solute preferential interaction parameter is positive, or there 
is a net exclusion of salt about the solute. This exclusion, as with the air–water interface, is 
driven by the ion preference to form ion–dipole interactions with water. However, analo-
gous to the air–water interface, large chaotropic anions form preferential interactions with 
nonpolar solutes. These effects have been observed with nonpolarizable models, indicating 
dispersion forces are not a controlling factor, but instead the adsorption is driven by a 
hydrophobic‐like attraction and ion interactions with polarized water molecules at the 
solute–water interface [55]. A simulation study on the pair potential of mean force for 
either methane or neopentane in salt solutions found that the ion specific effects correlated 
well with the effect of salt on the hydrogen bonding network in bulk water, further indi-
cating direct interactions between the ion and solute are not significant [56]. This study 
also captured anomalous behavior observed for lithium ion, which exhibits a moderate 
salting‐out effect that does not correlate with its position high in the lyotropic series. This 
was explained by the formation of linear clusters between anions and lithium, due to the 
cation high charge density. However, high charge density ions can polarize solvating water 
molecules leading to anomalous effects if not considered in simulations of nonpolarizable 
models of water [57].

7.3.3 Ion Interactions with Protein Charged Groups

The interactions of salt ions and protein charged groups are best rationalized in terms of the 
law of matching water affinities (LMWA) [58]. The strongest ion pair interactions formed 
by oppositely charged ions occur between ions with similar affinities for water; kosmo-
tropic anions and cations form contact pairs due to direct electrostatic interactions that 
overcome the desolvation penalty, whereas chaotropic anions and cations form contact 
pairs due to a hydrophobic‐like attraction [59]. Solvent‐shared interactions between ions of 
different size are weaker due to the strong ion–water interactions of the small ion. The 
LMWA can be used to explain the preference of protein carboxylate groups for specific 
cations [60, 61], in particular, there is a preference for sodium over potassium. Carboxylates 
are weakly kosmotropic and have similar hydration enthalpies to sodium, also considered 
a weak kosmotrope, whereas potassium is a mild chaotrope. The small differences in water 
affinities of the cations lead to a twofold difference in the binding affinities to the carbox-
ylates. Conversely, molecular simulations have been used to investigate specific anion 
effects on binding to positively charged protein groups. Ammonium cation has a higher 
binding affinity for smaller halide anions such as fluoride over larger chaotropic anions. 
However, the order is reversed when considering the interaction of anions with tetra‐alkyl-
ated ammonium as larger chaotropic anions form preferential interactions with the methyl 
groups [62]. Similar ordering has been observed for interactions of anions with other 
charged protein groups; the preference of all charged groups for fluoride is greatest of the 
halide anions, and follows the order guanidinium > imidazolium > ammonium [63]. 
However proximal nonpolar groups to the positive charge preferentially interact with the 
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larger anions such as iodide. The interactions of anions are sufficiently weak that the 
 additivity approximation works well when decomposing the surface into different chemical 
groups. As such, the effects can be extrapolated to describe the behavior of proteins. As 
discussed later, protein–protein interactions are much more sensitive to larger halide 
anions, suggesting the preferential adsorption to nonpolar groups dominates over direct 
anion interactions with charged groups.

Most of what is known experimentally about interactions with charged protein groups 
has been elucidated from studies on model systems. Cation specific effects have been 
probed by examining the change in lower critical solution temperature (LCST) of an elastin 
like polypeptide containing 16 aspartic acid groups [64]. The LCST corresponds to the 
temperature above which a peptide or polymer undergoes a hydrophobic induced collapse 
as reflected by solution clouding. Peptide–salt binding interactions will stabilize the 
expanded peptide conformation and increase the LCST, whereas preferential exclusion of 
ions has the opposite effect. An increase in LCST for the aspartic acid ELP was used to 
calculate binding constants of monovalent cations to aspartic acid. The highest affinities 
correspond to the smallest cations, in agreement with predictions from the LMWA, except 
for ammonium and lithium ions. These ions formed stronger than expected ion pairing 
interactions, attributed to the hydrogen bonding capabilities of ammonium for the carbox-
ylate, and to the high charge density of the lithium ion. The LMWA also fails to explain the 
dissociation constants (K

d
) for a carboxylate with divalent cations, which range from 1 to 

10 mM, reflecting much stronger affinities than that of monovalent cations, which exhibited 
K

d
 of 78–345 mM. X‐ray absorption spectroscopy used to probe the contact pair formation 

by carboxylates of acetate or formate also found a preference for sodium over potassium, 
although anomalous behavior was observed with lithium [65, 66]. One explanation is that 
due to the large energetic penalty of dehydrating lithium, solvent‐shared ion pairs are formed 
with carboxylates [67]. The contact pair formation follows the LMWA, but the net interac-
tion is strongest for lithium. Further understanding highly charged ions such as lithium or 
divalent cations is progressing as force fields are being developed that account for water 
polarization. Force fields have been tested [57] for their ability to match experimentally 
obtained ion–ion distribution functions in solutions of either lithium chloride or lithium 
sulfate. Simulations using nonpolarizable force fields provided poor fits to the data and 
unphysical clustering of ions in the solution. A much better fit to the data was found by 
including polarizability effects using a so‐called electronic continuum correction [68, 69]. A 
similar approach found ionic pairing to be overestimated when using nonpolarizable force 
fields to describe solutions of potassium dicarbonate, but was corrected for by using the 
electronic continuum correction [70].

Some salts preferentially adsorb to protein polar groups, in particular, the peptide bond, 
which is reflected by their solubilizing ability for uncharged peptides [35, 36], by increases 
to the LCST of peptide‐mimic polymers and polypeptides [71–73], and via protein/ 
polypeptide conformational destabilization [37]. Unraveling the determinants to the ion 
specificity remains a challenging problem. A solute partitioning model was used to extract 
ion–peptide interactions from a database of historical solubility data for a range of small 
molecules containing protein functional groups and found that cation binding to the amide 
group dominated over anion binding [32]. In contrast, LCST studies for salt solutions of 
poly‐N‐isopropylacrylamide (PNiPAM) or variants of the elastin‐like polypeptide found 
anion binding to the peptide unit followed the reverse Hofmeister series and a minimal 
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cation effect [71, 72]. Simulation studies have also yielded ambiguous findings. Molecular 
simulations of the peptide‐mimic molecule N‐methylacetamide (NMA) indicated the 
 peptide bond only formed direct interactions to cations with a preference for sodium over 
potassium. The destabilizing effects of chaotropic anions were attributed to interactions with 
nonpolar side groups [74, 75], although a combined NMR and simulation study indicated 
chaotropic anions only interact at a hybrid binding site of a carbon atom attached to an electron 
withdrawing atom, such as the alpha carbon and amide nitrogen along the peptide backbone 
[71]. Binding at this location is also preferred because the amide hydrogen bonding ability to 
water is kept intact. The salting‐in ability of chaotropic anions was also linked to their 
interactions with nonpolar moieties in a simulation study of pNiPAM [76]. Conversely, it 
was found [77] that cations have a much stronger interaction with the peptide group, 
 attributing the reverse Hofmeister series dependence of the LCST for pNiPAM to an inverse 
relationship between the binding affinity of the cation for the peptide versus the cation–
anion association. Association of the kosmotropic cation sodium is strongest with kosmo-
tropic anions such as sulfate, and weakest with large chaotropic anions. In a follow‐up study 
[78], the salting in ability of divalent and trivalent cations for the amide group is weaker than 
monovalent cations, although this is in the wrong direction expected from the solute parti-
tioning model [32]. A combined experimental and theoretical study on butyramide did find 
that divalent cations have stronger interactions than monovalent cations, but the dissocia-
tion constants are on the order of M and much weaker than the binding of weakly hydrated 
anions [79]. Thus there is little general consensus so far gained from molecular simulation 
studies. The variation in determining the interaction of halide anions with the amide group 
is in part due to the sensitivity of the simulation findings to the force field [74, 76]. The 
interactions also appear to depend on the immediate chemical bonding environment of the 
functional group [71, 76], which means care must be taken when using the additivity 
approximation and extrapolating effects across different molecules. Part of the problem is 
that cation specific effects appear to be dominated by interactions with protein negatively 
charged groups [80]. Along these lines, it has been shown [81] that solubility studies of 
capped glycine peptides used for interpreting cation specific effects could have been 
flawed, in that the negatively charged C‐terminus was not capped [81]. Thus, cation specific 
binding with the peptide group is difficult to delineate from effects arising from negatively 
charged protein groups. Some of these issues will be dealt with in the near future as ion 
force fields are developed to include polarizability, combined with further experimental 
studies and a re‐examination of the historical specific ion effect datasets.

7.3.4 Protein Interactions with Other Excipients

Much less is known about other commonly used excipients, such as sugars, polyols, and 
single amino acids. Out of these, protein interactions with arginine have been studied the 
most, as arginine is a commonly used additive throughout processing, and is used extensively 
as an additive in refolding operations and in liquid formulations [82, 83]. The guanidinium 
group on arginine has a planar geometry with a delocalized charge, making it similar to an 
aromatic molecule [84, 85]. The stabilizing mechanism for arginine remains unknown, but 
is linked to its ability to form strong interactions with aromatic and negatively charged pro-
tein groups [86]. In addition, guanidinium groups can form stacking interactions with 
themselves leading to arginine cluster formation [85, 87], which could have both an indirect 
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or direct effect on protein aggregation [88]. Force fields are currently being developed to 
include polarizability, as nonpolarizable force fields overpredict the ion pair energetics 
with carboxylates and the arginine clustering in solution [89]. Many studies of molecular 
simulations applied to protein–excipient interactions [88] need to be interpreted with care, 
as force fields used in the simulations have not been scrutinized with the same level of 
detail as in the specific ion effects literature.

7.4 Protein–Protein Interactions

7.4.1 The Osmotic Second Virial Coefficient and DLVO Theory

As with protein–salt binding, nonspecific protein–protein interactions cannot be represented 
by an on/off dissociation constant as there is no well defined self associated state. Instead 
protein–protein interactions are generally characterized in terms of an osmotic second virial 
coefficient, B

22
, which is related through McMillan–Mayer theory to the solute–solute pair 

distribution function g(r, Ω) (taken at infinite dilution of protein):

 
B g r r r22

0
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2
1 , d d  (7.1)

Because proteins have anisotropic shapes and surface properties, the integral is carried out 
over the center to center separation r and the set of Euler angles defining the relative orien-
tations between a pair of proteins. Often the link to molecular interactions is made directly 
through the pair potential of mean force, W, given by

g r W r( ) exp[ ( )], ,

W corresponds to the constrained free energy with two proteins held at a fixed orientation and 
separation integrated over all solvent degrees of freedom. Carrying out the integration given 
in Equation 7.1 requires making simplifications to the protein–protein interaction model.

DLVO theory provides a good starting point to understand the nature of protein–protein 
interactions. Within DLVO theory proteins are treated as uniformly charged polarizable 
spheres interacting through a dielectric continuum of water in which salt ions are included 
as point charges (e.g., [90]). The contributions to the protein–protein interaction include an 
excluded volume term, a repulsive electrical double‐layer force, and a Hamaker dispersion 
attraction. The repulsive force is determined by solving the PB equation for two uniformly 
charged surfaces with the same dielectric as water. In the electrical double layer (EDL), 
there is a net accumulation of salt relative to the bulk due to the electrostatic forces between 
salt and the protein charges. When two double layers overlap, there is an osmotic repulsive 
force due to the increased concentration of ions located at the midplane relative to the bulk 
solution. Because the EDL ion concentration is proportional to protein net charge, the mag-
nitude of the two‐body force varies as the protein net charge squared. The range of the EDL 
force is determined by the Debye–Hückel screening length, which is proportional to the 
inverse square root of ionic strength. DLVO theory has been validated by its ability to 
capture the ionic strength and pH‐dependence of protein–protein interactions for proteins 
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ranging in size from lysozyme to mAbs [91–94]. Changing ionic strength attenuates the 
double layer repulsion due to ionic screening and changing pH away from pI increases the 
repulsion due to increased net charge. The experimental data fit well with independent 
measurements of net charge from potentiometric titrations or electrophoretic mobility 
determinations. The approach works only in solutions at low ionic strength (below 100 mM) 
and at pH values removed from the isoelectric pH. Under these conditions, the protein– 
protein interaction is sufficiently weak that there is no angular biasing to the integral of 
Equation 7.1, in which case the integration will be determined by averaged properties of 
the protein surface, consistent with DLVO theory.

7.4.2 Incorporating Specific Salt and Ion Effects

One of the shortcomings to DLVO theory is the inability to incorporate ion specific effects. 
The classical Hofmeister series effect corresponds to a salt‐induced protein–protein 
attraction in concentrated salt solutions. The salting‐out effect is due to image forces between 
ions and the protein surface, which leads to a layer of salt depletion with constant thickness 
given by the Bjerrum length, as shown using a variational approach that incorporated image 
forces self consistently into the PB equation [95]. An attractive force is generated between 
proteins when the layers of salt depletion overlap due to the lower ion density at the midplane 
between proteins relative to that in the bulk [96]. Although ion specificity has not been incor-
porated into the model directly, the depletion force will be greatest for salts with the largest 
exclusion, which follows the position of the ion in the Hofmeister series. This salting‐out 
approach only works well for describing systems with strongly excluded salts. Different 
behavior is observed when salts preferentially adsorb to proteins. Preferential interactions 
of divalent cations with proteins have been linked to strong salting‐in effects at salt concen-
trations above 1 M [97–99]. Conversely, the preferential interactions of chaotropic anions 
to positively charged proteins correlate with a reverse Hofmeister series dependence of 
protein solubility at low ionic strength [92, 100, 101]. The latter effect has been captured 
by incorporating ion‐surface dispersion forces in the PB equation [52–54]. Within this 
approach, preferential adsorption to the protein surface is enhanced the greatest for chao-
tropic anions. Preferential adsorption screens the protein surface charge thereby lowering 
the EDL ion concentration and reducing the osmotic repulsion between proteins to give the 
reverse Hofmeister series. However the direct Hofmeister series dependence is recovered 
with further increasing salt concentration above 0.5 M. Increased anion preferential adsorp-
tion changes the surface charge from positive to negative. The negative surface charge draws 
cations into the double layer increasing the local salt concentration and creating an osmotic 
repulsion force thereby solubilizing the protein. The reversal in the Hofmeister series 
dependence of protein solubility has been observed experimentally from cloud point studies 
of lysozyme solutions [102]. Attributing ion specificity to dispersion forces has been criti-
cized because previous studies have suggested that anion preferential adsorption is driven 
by solvation forces, or a hydrophobic‐like attraction. This effect has been accounted for 
using explicit water simulations to extract the ion pair distribution function about a non‐
polar surface [12, 103]. The surface–ion potential of mean force was then included in the PB 
equation to determine the surface–surface interaction, which reproduced the inversion of the 
Hofmeister series. It is likely that the salting‐in effect of divalent cations can also be 
explained by cation preferential adsorption leading to an osmotic repulsion force.
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7.4.3 Inclusion of Nonionic Excipients

Understanding deviations from DLVO theory also provides the starting point for predicting 
effects of excipients such as glycerols and sugars. Increasing glycerol concentration 
enhances protein–protein repulsion irrespective of the salt concentration [104–107]. This 
induced repulsion has been attributed to a decrease in dielectric constant and refractive 
index change for the glycerol solution, which, in turn, leads to an increase in the double 
layer force and a decrease in the Hamaker constant [104, 106]. Rationalizing the behavior 
in terms of the Hamaker constant can be misleading as short‐ranged forces between pro-
teins are not only due to dispersion forces, but can include hydration effects, hydrophobic 
interactions, and charge pairing forces. Understanding effects of excipients on short‐range 
interactions requires first isolating their effects on protein polar, nonpolar, and charged 
groups. For instance, the effect of glycerol has been explained by its ability to preferentially 
hydrate polar and nonpolar surfaces thereby leading to repulsive hydration forces between 
proteins [105, 106]. Such a mechanism has also been used to describe the stabilization of 
protein–protein interactions by sugars [108], although similar cosolvent induced effects 
occur with monohydric alcohols, which do not preferentially hydrate proteins [105].

7.4.4 Models Accounting for Anisotropic Protein–Protein  
Electrostatic Interactions

Under solution conditions where the repulsive double layer force is sufficiently weak, the 
protein–protein interactions are short‐ranged. In these instances, the interaction is likely 
anisotropic and sensitive to the distribution of charge and polarity on the protein surface. 
Anisotropic interactions have been inferred directly from measurements of attractive forces 
between proteins at low ionic strength. Under conditions where proteins carry a net charge, 
the net protein–protein interaction can only be attractive if there is an orientational bias for 
protein–protein configurations with charge complementarity. Attractive electrostatics were 
observed from experimental measurements of chymotrypsinogen over a pH range from 5.2 
to 8.0, with a large decrease in protein–protein attraction occurring over an ionic strength 
range of 5–100 mM, characteristic of electrostatic screening [109]. These measurements 
were fit to an all‐atomistic interaction model for the protein, which included electrostatic 
interactions via an approximate solution to the PB equation. Dispersion forces were 
included using a hybrid model, with an atomic Lennard–Jones force‐field for surfaces sep-
arated by less than a solvent layer and a continuum expression used for larger separations 
[109, 110]. The results of fitting the model indicated that the protein–protein interaction is 
dominated by a few highly attractive configurations with well depths on the order of 10–20 
k

B
T. More interestingly, changing pH and ionic strength did not alter the low energy con-

figurations, indicating that shape complementarity and dispersion forces are the controlling 
factors. The attractive electrostatics only result from the charge asymmetry in the interact-
ing configurations. Similar conclusions have been drawn using a more detailed force field 
with a grid‐based electrostatic desolvation energy to account for dehydrating polar surface 
groups, and a solvent accessible surface area potential to describe nonpolar interactions and 
other contributions to short‐ranged forces [111]. These approaches still rely on using a semi‐
implicit model for the solvent such that it is computationally feasible to sample enough of 
the orientation space to provide an accurate estimate for the B

22
 value. Alternatively, explicit 
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solvent simulations can be used to determine the energetics for surfaces buried in protein 
crystal contacts, which correspond to the low energy configurations. Using explicit water 
molecular dynamics, it has been shown [112] that the effective lysozyme–lysozyme inter-
action corresponding to a hydrophobic crystal contact does not exceed 3–4 k

B
T. Interactions 

of this strength are not strong enough to constrain protein molecule orientations in solution. 
There is an order of magnitude decrease in the estimate of the low energy configurations 
when using explicit solvent force fields, which highlights the difficulties in identifying the 
short‐ranged nature of protein–protein interactions using molecular simulation approaches.

7.5 Informatics Studies of Protein Aggregation

7.5.1 Comparison with Modeling Used for Small Molecule Pharmaceutics

In the area of small molecule drug design, development of therapeutic leads depends on 
affinity for the biological target and assessment/testing of the ADME, (absorption, distribu-
tion, metabolism, and excretion), and toxicity properties for drug candidates. Although there 
is still much that is unknown about in vivo drug delivery and toxicity, with, for example, 
systems pharmacology making the link between a candidate molecule and cellular meta-
bolic networks [113], there is a commonality in some of the considerations for drug design 
and in silico ADME analysis [114]. Lipinski’s rules express physicochemical properties that 
have a direct bearing on the design and development process [115]. The situation is some-
what different for protein therapeutics. A major difference is the current restriction to 
largely extracellular targets, and therefore the lack of a transmembrane transport step and 
interactions with intracellular components. Whilst this emphasis is likely to change with the 
development of import pathways for protein therapeutics [116], the major focus, after 
development of affinity for the biological target, is aqueous phase solubility. Higher solubility 
allows delivery of greater molar amount of protein from a given volume, typically 1.5 ml for 
convenient administration of a subcutaneous injection. Although some biologics can achieve 
this solubility (e.g., many mAbs), others cannot [117]. In contrast to the development of small 
molecule therapeutics, design for administration of biologics (in this case solubility) is at the 
current time largely uncoupled from development of the required target‐binding affinity. 
Thus, the field of formulation assumes the important task of developing optimal solution con-
ditions for solubilizing biologics and preventing aggregation. A part of the input to mod-
eling and informatics studies relies on the underlying physicochemical properties of 
proteins, which will influence both the innate solubility of a particular biologic, or scaffold 
behind a series of biologics, and the response of a biologic to the excipients used in formu-
lation. Accordingly there is scope for improved modeling ultimately leading to an increase 
in understanding that will bridge the design and formulation areas for biologics, which are 
largely separated at present (Figure 7.1). This section will discuss modeling and infor-
matics for the solubility of protein therapeutics. It should be noted that other factors, not 
covered here, are also suitable for integration of modeling and experimental analysis. For 
example, as with small molecules, there is the ever‐present issue of design for improved 
affinity and specificity [118]. Additionally, little is known at present about the processes 
involved in uptake of biologics from subcutaneous injection, although electrostatic interac-
tions appear to play a role [119].
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7.5.2 Prediction Schemes Deriving from Amyloid Deposition

A major influence on studies of protein aggregation has been the observation that proteins 
under fully or partially denaturing conditions use an exposed sequence with a propensity to 
form β‐structures, to associate [120]. This observation followed X‐ray fiber diffraction 
studies reporting what appears to be a general β‐structure for proteins associated with pro-
tein deposition diseases [121], including neurodegenerative disorders such as Alzheimer’s 
disease and spongiform encephalopathies. The confluence of these results gave rise to an 
interest in whether a relatively simple property, such as the propensity of an amino acid 
sequence (or subsequence window) to form β‐strands, could form the basis for a predictor 
of amyloid‐like aggregation [122]. Such properties can be easily calculated from protein 
structural databases, and have been used extensively in predictions of protein secondary 
structure [123]. More generally, the properties of β‐strands in 3D protein structure have 
been studied in the context of amino residues (e.g., charged amino acids), that mitigate 
against β‐mediated association [124]. As a result of the relative simplicity of applying 
sequence‐based analysis of amyloid propensity, several online tools have been made available 
for prediction. These include TANGO [125], PASTA [126], and Zyggregator [127]. Sequence‐
based prediction can be applied to whole proteomes and transcriptomes. An example is the 
observation that mRNA levels in Escherichia coli are lower, on average, for proteins with 
sequences predicted to be more prone to aggregation [128], consistent with solubility being an 
evolutionary constraint in the crowded environment of the cytoplasm [129].

The simplicity of the amyloid aggregation hypothesis, and its convenient application to 
sequence‐based prediction, has lead to an interest in applying these methods to the field of 
protein therapeutics [130, 131]. However, at this point no consensus has been reached in 
the literature concerning the ubiquity of amyloid and sequence‐based prediction schemes 
in the design and formulation of protein therapeutics. It is known that such schemes are not 
uniformly applicable, for example, in a high‐throughput study of the solubility of E. coli 
proteins in cell‐free expression, amyloid‐based prediction did not correlate with measured 
solubilities [132]. Reasons behind the domain‐specific success of prediction methods pre-
sumably lie in the varied molecular mechanisms. Thus, a process such as self‐association 
without a denaturing step, may not be amenable to the amyloid prediction schemes. Equally, 
partial denaturation, where exposure of potential β‐strand interacting regions is limited, 
might also be less in scope for these prediction methods. Experimental data already point 
to the role of surface regions in association properties, for example, for mAbs [22]. The 
remainder of this section discusses methods that do not focus on amyloid‐based prediction.

7.5.3 Solubility Prediction Based on Sequence, Structural, and Surface Properties

The best starting points for prediction schemes are datasets of measured solubilities. Since 
the early work of Wilkinson and Harrison [133], benchmark sets have been developed for 
protein solubility. It has for the most part though proven difficult to obtain data under a 
consistent set of conditions, a problem amplified when protein expression is considered 
alongside solubility. Wilkinson and Harrison distinguished between proteins known to 
form inclusion bodies (IBs) and those that do not, a broad distinction that covers a variety 
of conditions for expression. Subsequent study has also used the IB/nonIB separation 
[134], or even defined soluble proteins as all those for which a structure has been solved 
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and released [135, 136], which fits into the framework of structural genomics programs of 
the early 2000s [137]. Encouragingly, the ’omics era of high‐throughput datasets is leading 
to standardized measurements of solubility, for example, in the study of E. coli proteins in 
cell‐free expression [132]. Such information provides data, not just to test hypotheses 
against, but also to generate hypotheses. Well constituted experimental datasets contain 
positive and negative subsets (most and least soluble proteins), so that features which 
 distinguish between the subsets become candidates for prediction. In terms of biologics, a 
key aim for the future will be to generate these data. Underpinning much work for predic-
tive algorithms applied to association of protein therapeutics, is an understanding that the 
physicochemical properties responsible for solubility of nonbiologic globular proteins, will 
be largely transferrable to biologics. Some of the features suggested as separating proteins, 
based on solubility, are net charge and turn‐forming residue fraction [133], thermostability 
and lack of β‐sheet [134]. Several studies have used machine‐learning methods to derive 
the best distinction between soluble and insoluble subsets (e.g., [136]). With these tech-
niques it can be difficult to extract the physicochemical interpretation.

An example usage of experimental datasets to determine features that separate soluble and 
insoluble proteins is demonstrated in analysis of E. coli protein cell‐free expression data 
[132]. Proteins with known 3D structures were selected, and structural properties calculated. 
The feature that best separated datasets was size of the largest patch of calculated positive 
electrostatic potential [8]. There was no clear rationalization of why this may be the case, but 
with a similarity to the DNA‐binding surfaces of proteins (also positively charged), it was 
suggested that positive surfaces may reflect an intermediate protein‐nucleic acid binding step 
that somehow destabilizes protein and facilitates nonspecific protein–protein interactions [8]. 
Such an interpretation was supported by the observation that the equivalent parameter for 
negatively charged patches was unable to separate soluble and insoluble subsets, and by other 
reports of a role for positive charge in expression [138, 139]. This example illustrates the 
problem in making general conclusions about protein solubility and propensity to associate. 
Thus far, there is no evidence that the size of positively charged patches have a specific rela-
tionship with solubility for purified proteins, that goes beyond a general effect that would also 
be exhibited by negatively charged patches. Indeed, the speculated mechanism [8] invokes 
the rich nucleic acid content of an expression system, and thus is not directly applicable to 
protein solutions downstream from expression. It is therefore possible that parameters 
implicated for prediction algorithms in protein expression (e.g., from structural genomics 
pipelines) are not uniformly applicable to storage and formulation of protein therapeutics. 
Nevertheless, any general understanding gained in the role of physicochemical properties 
should be applicable between the systems under study.

An example of a feature, derived from informatics studies, of potentially uniform impor-
tance, is the ratio of lysine to arginine residue content in a protein. It has been found [117] 
that a higher lysine content tends to segregate with increased solubility in the E. coli protein 
set [132]. In this case the proposed molecular underpinning lies in the different chemical 
properties of amino (lysine) and guanidinium (arginine) groups. It is thought that arginine 
is more likely to be involved in weak nonspecific protein–protein interactions, consistent 
with what is known for specific interfaces [140]. Interestingly, it was also found that pro-
teins known to be at high concentrations in vivo, (e.g., myoglobin, serum albumin, 
circulating antibodies), possess relatively high ratios of lysine to arginine content [117]. If 
the basis for this observation lies in the protein–protein interaction propensities of amino 
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acid side chains, then such a property may be uniform across systems, and not specific to 
expression. Whilst further experimental work will establish the molecular details underlying 
the observed propensities, there is clearly scope for more informatics analysis, in part to see 
whether other features become apparent as distinguishing more and less soluble proteins.

Surface polarity is a feature well known in defining specific protein–protein interactions 
[140]. It is presumed that the high affinity of specific protein–protein interactions is often the 
result of surface complementarity of nonpolar regions, tailored by evolution. The analogous 
presumption for lower affinity nonspecific interactions is that such relatively nonpolar patches 
can also interact with other copies of the same patch, but with decreased shape complemen-
tarity, solvent exclusion, and entropic free energy gain upon interface formation. Nonpolar 
patches, as charged patches, are conveniently viewed using molecular graphics software, but 
assessing precisely the size of nonpolar patches that could mediate deleterious associations 
requires further analysis, including a ranking of patches. Such methods have been routinely 
developed in the field of protein structural bioinformatics, and in recent years applied to 
protein aggregation [8, 141, 142]. Figure 7.2 illustrates how nonpolar and positively or neg-
atively charged patches can be conveniently displayed (using an antibody in this example) 
and shows that the display relates back to the underlying amino acid content of a surface 
region. Thus, even without an algorithm to predict patch sizes and sites for modification 
(e.g., the introduction of charge into a nonpolar region), molecular graphics can be used to 
qualitatively assess potential problem locations.

One of the key aims in future work will be to incorporate estimates of structural stability 
and local protein unfolding into predictive methods for aggregation that is associated with 
unfolding events and exposure of otherwise buried protein. This has been an important area 
in protein structural bioinformatics for many years, so there is a wealth of methodology for 
transfer. There are also objectives associated with surface analysis alone, without considering 
unfolding. These largely revolve around combining the properties of net charge, charge 
asymmetry (positively and negatively charged patches), nonpolar patches, and specific amino 
acid properties. With regard to specific amino acid properties, the example of lysine and argi-
nine has been used. They contribute more or less equally to electrostatic patch properties, and 
yet are clearly used quite differently in evolution of proteins at different naturally occurring 
abundances [117]. There may well be other differences between amino acid sidechain chem-
istries, in the context of protein association and aggregation, that remain to be discovered. 
Equally, it is apparent now in several studies that positive and negative charges are not 
equivalent in their contributions to solubility. This is not just the case in expression systems, 
where specific charge–charge interactions may play a role [8], but also for purified proteins, 
where negative surface charge correlates with solubility [143]. Other studies support this 
observation: a strong preference for aspartic and glutamic acids over lysine and arginine was 
seen in a phage display screen for substitutions that enhance aggregation resistance in the 
variable domains of antibodies [144], the addition of an acidic tag enhanced the expression 
of a positively charged intrabody [145], and many chaperones possess negatively charged 
regions, with acidic segments modulating the anti‐aggregation activity of Hsp90 [146].

Protein solubility often decreases near to the isoelectric point as net charge and electrostatic 
repulsion decreases, and near the pI there is more scope for proteins with anisotropic charge 
distributions to sample attractive interactions between patches of opposite charge, interac-
tions that are screened with increasing ionic strength [147]. The challenge is for predictive 
algorithms to combine as many features as possible with appropriate weightings, into a 
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single model. Experimental data will play a crucial role in guiding this process. For example, 
aggregation is reduced more by charge mutations at the edges of CDRs that are of the same 
sign as net charge on the V

H
 experimental scaffold [22], than when the charges are of 

opposite sign. One interpretation is that association is driven by a combination of nonpolar 
and charge–charge interactions (Figure 7.3). This type of experiment gives a framework for 
calibrating non‐polar and charge–charge interactions, which will be invaluable for model 
development.

7.6 Future Prospects

This chapter has gathered together diverse modeling areas which all bear on our under-
standing of the solution behavior of protein therapeutics. There are some detailed questions 
of force field parameterization that can yield insights into protein–small molecule interac-
tions. At the same time, other work seeks associations of protein features with solubility, in 
a less atomistic, more informatics‐based approach. Common factors are comparison with 
existing experimental data, and the understanding that improved models will lead to 
improved predictions for bioprocessing and formulation. In future it will be important to 
combine models for protein–protein and protein–small molecule interactions, with folded 
state stability. The relative roles of unfolding, or partial unfolding, and native state association 
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Figure  7.3 Combination of charge–charge and nonpolar patch interactions. A schematic 
model for interactions between VH domains that is consistent with experimental data [22]. This 
VH domain can act as a single domain antibody, illustrated with antigen binding via 
complementary nonpolar surfaces, in the left‐hand panel. It is hypothesized that the same VH 
nonpolar patch mediate self‐association, albeit with a loose fit, less water exclusion, and 
reduced binding affinity. Charge–charge interactions between residues around the antigen‐
binding region and the net charge of the VH domain are included in the central and right‐hand 
panels. Attractive charge interactions (central panel) will lead to higher association than will 
repulsive charge interactions (right panel).
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are case‐dependent, and this provides an appropriate challenge for the modeling community, 
that is, predicting that case‐dependence. Whilst some biologic frameworks may be well 
developed in terms of formulation for delivery at sufficient concentrations, with suitable 
storage stability, others are less well characterized. Another challenge is for modeling to 
make an impact early in the design process for these more problematic biologic frame-
works, before the amino acid sequence is finalized. Equally, in the formulation process, 
there may be excipients deriving from a more mature modeling field that can profitably 
extend the current repertoire. In all cases, a close coupling of modeling and experiment is 
crucial, from high‐throughput development phases to targeted tests of hypotheses gener-
ated by modeling for improved aggregation‐resistance in protein therapeutics. An example 
of a requirement for improved models lies in the area of storage, since extrapolation from 
experimental accelerated stability studies can be problematic. Ultimately, it should be pos-
sible to extend modeling to processes beyond aqueous phase formulations, and additionally 
to incorporate the behavior of protein therapeutics upon administration. Currently though 
there is still significant challenge in adapting decades of research into protein chemistry to 
produce reliable models for protein therapeutic behavior in liquid formulations.
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8.1 Introduction

A primary goal in drug delivery research and drug development in general is to identify 
agents and/or delivery systems that enhance drug efficacy at the intended site of action 
while reducing toxicity to healthy tissues [1]. To a large extent, the role of drug delivery 
in achieving this goal is closely related to the ability of a given drug to permeate cell 
membranes and the degree to which membrane permeation and drug distribution can 
be selectively manipulated through candidate selection or chemical modification, 
administration route, dosage regimen, or delivery system design [1b, 2]. For protein 
drugs and gene therapy, safe and effective drug delivery approach is critical for the 
success of these macromolecules [3].

An optimal carrier for targeting drugs should have the following characteristics:

1. Restriction of drug distribution to the target area, organ, tissue, cell, and compartments;
2. Undergoing a capillary‐level distribution;
3. Prolonged control of the localization of the drugs;
4. Transport of the drugs mainly to the target cells, for example, tumor cells;
5. Controlled rate of drug release;
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6. Drug release without significantly reducing biological activities;
7. Therapeutical concentration of drugs at the desired molecular target;
8. Minimized leakage of free drug during transit in the bloodstream;
9. Protection from inactivation by plasma enzymes;

10. Biodegradation with subsequent elimination and minimal toxicity;
11. Manifold spectrum of substances (diagnostics and therapeutics);
12. Easy preparation.

The predominant methods to deliver drugs are oral and injection, which has limited the 
progress of drug development. Most drugs have been formulated to accommodate the oral 
or injection delivery routes, which are not always the most efficient routes for a particular 
therapy. New biologic drugs such as proteins and nucleic acids require novel delivery tech-
nologies [4], which could minimize side effects and lead to better patient compliance.

Market forces are also driving the need for new, effective drug delivery methods. It is 
estimated that drug delivery will account for more than 40% of all pharmaceutical sales by 
2013 [5]. Meanwhile, upcoming patent expirations are driving pharmaceutical companies 
to reformulate their products.

New drug delivery methods may enable pharmaceutical companies to develop new for-
mulations of off‐patent and soon to be off‐patent drugs. Reformulating old drugs can 
reduce side effects and increase patient compliance, thus saving money on health care 
delivery. Furthermore, drug candidates that did not pass through the trials phases may be 
reformulated to be used with new drug delivery systems.

Innovative drug delivery systems may make it possible to use certain chemical entities 
or biologics that were previously impractical because of toxicities or because they were 
impossible to administer. For example, drug targeting is enabling the delivery of chemo-
therapy agents directly to tumors, reducing systemic side effects [6].

Researchers are continually investigating new ways to deliver macromolecules that will 
facilitate the development of new biologic products such as bioblood proteins and biovac-
cines. Similarly, the success of DNA and RNA therapies will depend on innovative drug 
delivery techniques [7]. Many times, the success of a drug is dependent on the delivery 
method. This importance is exemplified by the presence of more than 300 companies based 
in the United States involved with developing drug delivery platforms.

In addition to the commonly used oral and injection routes, drugs can also be adminis-
tered through other means, including transdermal, transmucosal, ocular, pulmonary, and 
implantation. The mechanisms used to achieve alternative drug delivery typically incorpo-
rate one or more of the following materials: biologics, polymers, silicon‐based materials 
[8], carbon‐based materials [9], or metals [10]. These materials are structured in microscale 
and, more recently, nanoscale formats [11].

The efficiency of drug delivery to various parts of the body is directly affected by particle 
size [12]. Nanostructure‐mediated drug delivery, a key technology for the realization of nano-
medicine, has the potential to enhance drug bioavailability, improve the timed release of drug 
molecules, and enable precision drug targeting. Nanoscale drug delivery systems can be 
implemented within pulmonary therapies, as gene delivery vectors, and in the stabilization of 
drug molecules that would otherwise degrade too rapidly. Additional benefits of using tar-
geted nanoscale drug carriers are reduced drug toxicity and more efficient drug distribution.
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Anatomic features such as the blood–brain barrier, the branching pathways of the 
pulmonary system, and the tight epithelial junctions of the skin make it difficult for drugs 
to reach many desired physiologic targets. Nanostructured drug carriers will help to pene-
trate or overcome these barriers of drug delivery. Courrier et al. have shown that the greatest 
efficiency for delivery into the pulmonary system is achieved for particle diameters of 
<100 nm [13]. Greater uptake efficiency has been shown for gastrointestinal absorption and 
transcutaneous permeation, with particle sizes around 100 and 50 nm [14], respectively. 
However, such small particles traveling in the pulmonary tract may also have a greater 
chance of being exhaled. Larger, compartmental or multilayered drug carrier architectures 
may help with delivery to the pulmonary extremities [15]. For instance, the outer layers of 
the carrier architecture may be formulated to biodegrade as the carrier travels through the 
pulmonary tract. As the drug carrier penetrates further into the lung, additional shedding 
will allow the encapsulated drug to be released. Biodegradable nanoparticles of gelatin and 
human serum albumin show promise as pulmonary drug carriers [16].

Advantages of nanostructure‐mediated drug delivery include the ability to deliver 
drug molecules directly into cells and the capacity to target tumors within healthy 
tissue. For example, DNA and RNA that is packaged within a nanoscale delivery 
system can be transported into the cell to fix genetic mutations or alter gene expression 
profiles [7]. The mechanisms of cellular uptake of external particulates include clath-
rin‐ and caveoli‐mediated endocytosis, pinocytosis, and phagocytosis [17]. However, 
phagocytosis may not play a role in the uptake of nanoscale particles because of the 
small size of such particles.

Nanoscale drug delivery architectures are able to penetrate tumors due to the discon-
tinuous, or bleaky, nature of the tumor microvasculature, which typically contains pores 
ranging from 100 to 1000 nm in diameter. The microvasculature of healthy tissue varies 
by tissue type, but in most tissues including the heart, brain, and lung, there are tight 
intercellular junctions less than 10 nm [17]. Therefore, tumors within these tissue types 
can be selectively targeted by creating drug delivery nanostructures greater than the 
intercellular gap of the healthy tissue but smaller than the pores found within the tumor 
vasculature.

Computational methods to predict drug delivery prior to experiments are increasingly 
desirable to minimize the investment in drug design and development. Significant progress 
in molecular dynamics (MD) simulation methodologies has been made to study drug 
delivery [18]. Such methods are directly applicable to the design and optimization of drug 
delivery systems. MD simulations are particularly valuable in addressing issues that are 
difficult to be explored in laboratory experiments for drug delivery. This review is intended 
to review recent progress resulting from computational simulations of drug delivery sys-
tems including our latest MD study of drug delivery, which provides us a theoretical view 
of drug delivery process.

There are several categories for drug delivery systems. One of them is carbon nanotubes 
(CNTs) as shown in Figure 8.1a. Another category includes graphene and graphene oxide 
(GO), as shown in Figure 8.1b. Figure 8.1c illustrates drug delivery by silica nanoparticles 
(SNPs). Gold (Au) nanoparticle is another possible route for drug delivery, as shown in 
Figure 8.1d. In the following sections, we will review computational simulations in these 
four categories separately.
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8.2 Materials and Methods

8.2.1 Prepared Structures

Crystal structures are retrieved from the Protein Data Bank (http://www.pdb.org/pdb/) and 
other structures can be constructed by homology modeling. Then the structures are pre-
paring by software, such as Discovery Studio (including residues repair, loops repair, and 
energy minimization).

Histidine residue is the only one which ionizes within the physiological pH range (~7.4). 
To determine the protonation states for histidines and other residues, Discovery Studio and 
other software are used to predict protein ionization and residue pK values.

Nanomaterials can be collected from Material Studio or VMD, which should provide a 
sufficient surface for simulations. The nanomaterial modes reflect a typical outcome of a 
standard oxidation process.

Then the models are prepared by Material Studio. Geometry optimization is calculated 
by using the Forcite module. The Dreiding force field, Gasteiger (maximum iteration is set 
at 50 000, convergence limit is set at 5.0 × 10−6) and ultra‐fine quality are using for the 
energy calculation. The output structures are regarded as the initial structures for the fol-
lowing simulations.

For drug molecules (or groups) conjugated to nanomaterials through covalent attachment,the 
strategies to link a protein to the nanomaterials have taken four main approaches: (i) electrostatic 
adsorption, (ii) conjugation to the ligand on the nanomaterials surface, (iii) conjugation to a 
small cofactor molecule that the protein can recognize and bind, and (iv) direct conjugation to 
the NP surface. Other strategies are described in the review of Medintz et al. [19].

8.2.2 MD Simulations

Atoms of nanomaterials are uncharged in accordance with Hummer et al. [60].
In simulations without adsorbed proteins, the nanomaterials are free, while in simula-

tions with adsorbed proteins, the nanomaterials are fixed during the simulation. The initial 
minimum (MIN) distance between nanomaterial surface and adsorbed protein is 2.0 nm; 
that is, the protein and nanomaterials are not in contact at the beginning of the simulations.

Then the free nanomaterials (or the nanomaterials with adsorbed proteins) are embedded 
in periodic boundary conditions in a rectangular water box (TIP3P water model) with an 
efficient size, and the waters within 5/2 Å of the protein/nanomaterials are eliminated.

(a) (b) (c) (d)

Figure 8.1 Drug delivery strategies with: (a) carbon nanotubes, (b) graphene/graphene oxide, 
(c) silica nanoparticles, and (d) Au nanoparticles (see colour plate section).

http://www.pdb.org/pdb/
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The system is first equilibrated for 200 ps to 1 ns with the protein/nanomaterials fixed. 
Then the protein is released and another 200 ps to 1 ns equilibration is performed.

Starting from the last frame of the equilibration, 100 or more nanoseconds of MD simu-
lations are performed. The MD simulations are performed by software, such as GROMACS, 
AMBER, or NAMD. Trajectory analyses can be carried out with VMD.

8.2.3 Computational Simulation of Drug Delivery Strategies with CNTs

CNTs are low‐dimensional sp2 carbon nanomaterials exhibiting many unique physical and 
chemical properties that are interesting in a wide range of areas, including nanomedicine. 
Since 2004, CNTs have been extensively explored as drug delivery carriers for the intracel-
lular transport of chemotherapy drugs [20], proteins [21], and genes [22]. In vivo cancer 
treatment with CNTs has been demonstrated in animal experiments by several different groups.

Open‐ended single‐walled carbon nanotubes (SWCNTs) consist of a seamless and hollow 
cylindrical structure with carbon atoms as backbone [23]. Consequently, they can provide 
internal cavities that are capable of accommodating biomolecules, yielding an immense 
potential in drug delivery systems and biotechnology. They are found experimentally to be 
noncytotoxic in biological environments, and therefore, they are capable of transporting var-
ious molecules across cellular membranes via the endocytosis pathway without causing cell 
damage or death. It has been reported that many molecules [e.g., fullerenes (C60), nonful-
lerene molecules, DNA oligonucleotides, peptides, protein fragments, and amylase] can be 
encapsulated into CNTs [18]. The surface of CNTs can play an important role for drug 
delivery applications too, as shown in Figure 8.2.

Figure 8.2 Drug delivery strategies with carbon nanotubes. The hydrophobic drug molecules 
can be attached to the surface or the inner part of carbon nanotubes directly by van der Waals 
interaction. The drug molecules can also be attached to carbon nanotubes by its hydrophobic 
tail (see colour plate section).
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Liu and Wang reported MD simulation results on the insertion of the peptide drug 
Zadaxin into CNTs in a water solvent. Zadaxin is the synthetic version of thymosin, a sub-
stance that is demonstrated by many experimental tests to be a safe, mild, and effective 
treatment for chronic hepatitis B in clinical use. The authors showed that Zadaxin is capable 
of being encapsulated into CNTs with a suitable size, length, and in a water solution. The 
CNT‐Zadaxin attractive interaction and the solvation effect of water play dominant roles in 
the process of this insertion. The diameter of the (14, 14) CNT was suggested to be the 
critical size for the Zadaxin insertion [24].

Liu’s group put further efforts into studying the interaction between Zadaxin and 
CNTs by using MD and a series of steered molecular dynamics (SMD) simulations. 
They found that Zadaxin is encapsulated inside the nanotube after its spontaneous inser-
tion and oscillates around the center of the tube, where the van der Waals interaction 
energy is observed to be a minimum [23]. SMD results show a maximum value of the 
pulling force, which demonstrates the ability of the CNTs to trap protein/peptide drugs. 
They also observed a spontaneous encapsulation of a globular protein into the CNT 
through MD simulations. And they found that the free energy of the system decreases 
after encapsulation. The enthalpy decrease was found to make a dominant contribution 
to the free energy change. During the insertion, the protein makes a stepwise conforma-
tional change to maximize its affinity to the CNT walls as well as the protein‐CNT 
interactions.

Water self‐diffusion through CNTs is another attractive topic for computer simulation 
of CNTs for drug delivery applications. Striolo performed a series of MD simulations to 
understand the extent to which the presence of a few oxygenated active sites, modeled as 
carbonyls, affects the transport properties of confined water [25]. At low hydration levels, 
the author found little water diffusion. The diffusion, which appears to be of the Fickian 
type for sufficiently large hydration levels, becomes faster as the number of confined 
water molecules increases, reaches a maximum, and slows as water fills the CNTs. The 
author explained the findings on the basis of two collective motion mechanisms observed 
from the analysis of sequences of simulation snapshots: “cluster breakage” and “cluster 
libration” mechanisms. The cluster breakage mechanism produces longer displacements 
for the confined water molecules than the cluster libration one, but deactivates as water 
fills the CNT.

Cheng et al. reported MD simulation of CNT‐based drug delivery and release systems. 
They show that a peptide encapsulated inside or attached to the outer surface of a CNT can 
be released by another nanotube through a competitive replacement process [18]. Energy 
analysis shows that the van der Waals interaction plays the key role in the process and the 
potential well between two nanotubes drives the competitive replacement.

Noncovalent adsorption of proteins onto CNTs is important to understand the environ-
mental and biological activity of CNTs as well as their potential applications in nanostruc-
ture fabrication. Shen et al. performed the adsorption dynamics and features of a model 
protein (the A sub‐domain of human serum albumin) onto the surfaces of CNTs with differ-
ent diameters by MD simulation [26]. The adsorption behaviors were observed by both 
trajectory and quantitative analyses. During the adsorption process, the secondary structures 
of α‐helices in the model protein were slightly affected. However, the random coils 
connecting these α‐helices were strongly affected and this changed the tertiary structure of 
the protein. The conformation and orientation selection of the protein were induced by the 
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properties and texture of the surfaces, as indicated by the interaction curve. In addition, the 
stepwise adsorption dynamics of these processes were found.

Zuo et al. used large‐scale MD simulations to study the interaction between several 
 proteins (WW domains) and CNTs (one form of hydrophobic nanoparticles) [27]. They 
found that the CNT can plug into the hydrophobic core of proteins to form stable complexes. 
This plugging of nanotubes disrupts and blocks the active sites of WW domains from 
binding to the corresponding ligands, thus leading to the loss of the original function of the 
proteins. The key to this observation is the hydrophobic interaction between the nanopar-
ticles and the hydrophobic residues, particularly tryptophans, in the core of the domain, 
which might provide a novel route to nanoparticle toxicity on the molecular level for the 
hydrophobic nanoparticles.

The influential factors, namely chirality, temperature, radius, and surface chemical 
modification, of the interaction energy for a polyethylene (PE) molecule encapsulated 
into single‐walled CNTs (SWNTs) was investigated by molecular mechanics (MM) and 
MD simulation by Li et al. [28]. The results showed that all these factors influence the 
interaction energy between PE and SWNTs. The interaction energy between PE molecule 
and armchair SWNTs is largest among eight kinds of chiral SWNTs. The interaction 
energy decreases with increasing temperature or SWNT radius. Methyl, phenyl, hydroxyl, 
carboxyl, –F, and amino groups were introduced onto the surface of the SWNTs by simu-
lation software and the influence of SWNT chemical modification was also investigated 
[29]. The interaction energy between PE and chemically modified SWNTs is larger than 
that between PE and pristine SWNTs, and increases monotonously with increasing 
concentration of modified groups. In addition, the group electronegativity and van der 
Waals force affect the interaction energy between PE and chemically modified SWNTs 
greatly, which can be attributed to the electronic structures of the chemically modified 
groups [28]. This study can provide some useful suggestions for composite material 
design and drug transport.

Recently, Cheng et al. explored the diameter selectivity of dynamic self‐assembly for 
single‐strand DNA (ssDNA) encapsulation in double‐walled nanotubes (DWNTs) via MD 
simulation [30]. Moreover, the pulling out process was carried out by SMD simulations. 
Considering π–π stacking and solvent accessibility together, base‐CNT binding should be 
strongest on a graphene sheet and weakest on the inner CNT surface. When pulling the 
ssDNA out of a single‐walled carbon nanotube (SWNT), the force exhibits characteristic 
fluctuations around a plateau about 300 pN. Each fluctuation force pulse to pull ssDNA 
corresponds to the exit of one base. In addition, the solvents used for the system are also of 
significant interest. Water plays an important role in the encapsulation process but not in 
the pulling out process.

8.2.4 Computational Simulation of Drug Delivery Strategies with Graphene/GO

In the past few years, graphene and its water‐soluble derivative, GO, have attracted huge 
attention owing to their interesting physical and chemical properties and shown wide 
 applications in various fields, including biotechnology and biomedicine. GO, in 
particular, possesses a single‐layered, two‐dimensional, sp2 hybrid structure with 
sufficient surface groups, offering a unique double‐sided, easily accessible substrate for 
multivalent  functionalization and efficient loading of molecules from small organic ones 
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to biomacromolecules [31]. The potential of functionalized GO lies in gene and drug 
delivery, cellular imaging, cancer therapeutics, biosensing, as well as an antibacterial 
agent [32]. For instance, GO nanosheets modified with PE glycol have been employed as 
aqueous  compatible carriers for water‐insoluble drug delivery. The intrinsic oxygen‐ 
containing functional groups were used as initial sites for the deposition of metal 
nanoparticles and organic macromolecules, such as porphyrin, on the GO sheets, which 
opened up a novel route to multifunctional nanometer‐scaled catalytic magnetic and 
optoelectronic materials (Figure 8.3).

MD simulations have been performed to investigate the mechanical properties of 
hydrogen functionalized graphene for H‐coverages spanning the entire range from gra-
phene (H‐0%) to graphane (H‐100%) [33]. Pei et al. find that the Young’s modulus, tensile 
strength, and fracture strain of the functionalized graphene deteriorate drastically with 
increasing H‐coverage up to about 30% [33]. Beyond this limit the mechanical properties 
remain insensitive to H‐coverage. While the Young’s modulus of graphane is smaller than 
that of graphene by 30%, the tensile strength and fracture strain show a much larger drop 
of about 65%. They show that this drastic deterioration in mechanical strength arises both 
from the conversion of sp2 to sp3 bonding and due to easy rotation of unsupported sp3 
bonds. Their results suggest that the coverage‐dependent deterioration of the mechanical 
properties must be taken into account when analyzing the performance characteristics of 
nanodevices fabricated from functionalized graphene sheets.

Moreover, MD simulations have been performed to study the mechanical properties of 
methyl (CH

3
) functionalized graphene [34]. It is found that the mechanical properties of 

functionalized graphene greatly depend on the location, distribution, and coverage of CH
3
 

radicals on graphene. Surface functionalization exhibits a much stronger influence on the 
mechanical properties than edge functionalization. For patterned functionalization on gra-
phene surfaces, the radicals arranged in lines perpendicular to the tensile direction lead to 
larger strength deterioration than those parallel to the tensile direction [35]. For random 
functionalization, the elastic modulus of graphene decreases gradually with increasing CH

3
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Figure 8.3 Drug delivery strategies with: (a) graphene and (b) graphene oxide (GO). The 
hydrophobic drug molecules can be attached to the surface of graphene/GO directly (see 
colour plate section).
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coverage, while both the strength and fracture strain show a sharp drop at low coverage. 
When CH

3
 coverage reaches saturation, the elastic modulus, strength, and fracture strain of 

graphene drop by as much as 18, 43, and 47%, respectively [34].
MD simulations were performed to study interaction between the graphene nanoribbon 

(GNR) and SWCNT by the group of Liu [36]. The GNR enters the SWCNT spontaneously 
to display a helical configuration which is quite similar to the chloroplast in a Spirogyra 
cell. This unique phenomenon results from the combined action of the van der Waals poten-
tial well and the π–π stacking interaction. The size of SWCNT and GNR should satisfy 
some certain conditions in the helical encapsulation process. A DNA‐like double helix 
would be formed inside the SWCNT with the encapsulation of two GNRs [37]. A water 
cluster enclosed in the SWCNT affects the formation of the GNR helix in the tube signifi-
cantly. Furthermore, they also studied the possibility that the spontaneous encapsulation of 
GNR is used for substance delivery. The expected outcome of these properties is to provide 
novel strategies to design nanoscale carriers and reaction devices.

Titov et al. demonstrate by MD simulations that graphene sheets could be hosted in the 
hydrophobic interior of biological membranes formed by amphiphilic phospholipid molecules 
[38]. Their simulation shows that these hybrid graphene–membrane superstructures might be 
prepared by forming hydrated micelles of individual graphene flakes covered by phospho-
lipids, which can be then fused with the membrane. Since the phospholipid layers of the mem-
brane electrically isolate the embedded graphene from the external solution, the composite 
system might be used in the development of biosensors and bioelectronic materials.

In order to produce water‐dispersible nanocrystals, including upconversion nanoparti-
cles (UCNPs) which are the new generation fluorophores and magnetic nanoparticles 
(Fe

3
O

4
), a polyethylenimine‐modified graphene oxide (PEI‐GO) was used as a nanocarrier 

of nanocrystals, and PEI‐GO‐nanocrystal hybrids were prepared by transferring hydro-
phobic nanocrystals from an organic phase to water [39]. Nanocrystals were anchored onto 
the hydrophobic plane of PEI‐GO, which was confirmed by atomic force microscopy 
(AFM) and electron microscopy. MD simulation further showed that hydrophobic interac-
tion between PEI‐GO and oleic acid molecules coated on the surface of the nanocrystals 
was the major driving force in the transfer process. The hybrids show high stability in both 
water and physiological solutions, and they combine the functionalities of the nanocrystals 
and PEI‐GO, such as luminescence, super‐paramagnetism, and drug delivery capability. 
Through π–π stacking interaction between PEI‐GO‐UCNP and an aromatic drug, PEI‐GO‐
UCNP was able to load a water‐insoluble anticancer drug, doxorubicin (DOX), with a 
superior loading capacity of 100 wt%. In addition, PEI‐GO‐UCNP did not exhibit toxicity 
on human endothelial cells and PEI‐GO‐UCNP‐DOX showed a high potency of killing 
cancer cells in vitro.

Poly(vinyl alcohol)/graphene oxide (PVA/GO) composites were studied by MM and 
MD methods to analyze the effect of GO sheet addition on PVA material by the group of 
Lu [40]. The properties of polymer/GO composites with different oxidation degrees and 
dispersion states of GO sheets in a PVA matrix were compared. The interfacial binding 
characteristics, mechanical properties, and glass transition temperature of PVA/GO com-
posites were obtained. It was found that the oxidation degree of the GO sheet influenced 
the strength of the interfacial binding characteristics between the polymer and GO sheet. A 
high oxidation degree of GO enhanced the interaction between the GO sheet and PVA 
matrix, thus improving the properties of PVA/GO composites. By reinforcing pure PVA 



158 Computational Pharmaceutics

with GO to give PVA/GO composites, its Young’s modulus, bulk modulus, and shear 
 modulus, as well as the glass transition temperature of the PVA/GO composites, were 
obviously enhanced.

Understanding the pH‐dependent behavior of GO aqueous solutions is important to the 
production of assembled GO or reduced GO films for electronic, optical, and biological 
applications. Shih et al. carried out a comparative experimental and MD simulation study 
to uncover the mechanisms behind the aggregation and the surface activity of GO at differ-
ent pH values [41]. At low pH, the carboxyl groups are protonated such that the GO sheets 
become less hydrophilic and form aggregates. MD simulations further suggest that the 
aggregates exhibit a GO‐water‐GO sandwich‐like structure and as a result are stable in 
water instead of precipitating. However, at high pH, the deprotonated carboxyl groups are 
hydrophilic such that individual GO sheets prefer to dissolve in bulk water like a regular 
salt. The GO aggregates formed at low pH are found to be surface active and do not exhibit 
characteristic features of surfactant micelles. Their findings suggest that GO does not 
behave like conventional surfactants in aqueous solutions at pH 1 and 14. The molecular‐
level understanding of the solution behavior of GO presented here can facilitate and 
improve the experimental techniques used to synthesize and sort large, uniform GO disper-
sions in a solution phase.

Li’s group investigated the interactions between serine proteases (chymotrypsin and 
trypsin) and graphene/GO by using MD simulation. First, their results show that chymo-
trypsin is adsorbed onto the surface of both graphene and GO with different surface 
 curvature and area. Moreover, the active site of the S1 specificity pocket in chymotrypsin 
is far away from the graphene surface, while it is adsorbed onto the GO surface by its 
 cationic residues and hydrophilic residues, which strongly inhibits enzymatic activity. By 
carefully examination, they found that the position and conformation of the active site of 
the S1 specificity pocket are the reason that GO exhibited the highest inhibition dose 
response for chymotrypsin inhibition compared with all other reported artificial  inhibitors: 
adsorption of the active site of the S1 specificity pocket onto GO is not available for 
ligands with large conformational changes, while it is available for ligands with small 
conformational changes adsorbed on the graphene. Their study shows that the position 
and the conformation of the active site of the S1 specificity pocket are important for 
 enzymatic activity. These findings might provide a novel route to the interaction of nano-
materials and enzymes.

8.2.5 Computational Simulation of Drug Delivery Strategies with 
Silicon Nanomaterials

Silicon nanomaterials are a type of important nanomaterials with attractive properties, 
including excellent electronic/mechanical properties, favorable biocompatibility, huge sur-
face to volume ratios, surface tailorability, improved multifunctionality, and compatibility 
with conventional silicon technology [41]. Consequently, there has been great interest in 
developing functional silicon nanomaterials for various applications ranging from elec-
tronics to biology (Figure 8.4).

MD simulations were used to study the effect of passivating ligands of varying lengths 
grafted to a nanoparticle and placed in various alkane solvents. Average height and 
density profiles for methyl‐terminated alkoxylsilane ligands [‐O‐Si(OH)

2
(CH

2
)nCH

3
, with 
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n = 9, 17, and 35] attached to a 5‐nm diameter amorphous silica nanoparticle with coverages 
of between 1.0 and 3.0 chains/nm2 were presented for explicitly modeled, short‐chain 
hydrocarbon solvents and for implicit good and poor solvents. Three linear solvents, C

10
H

22
 

(decane), C
24

H
50

, and C
48

H
96

, and a branched solvent, squalene, were studied by Peters  
et al. [42]. An implicit poor solvent captured the effect of the longest chain length solvent 
at lower temperatures, while its temperature dependence was similar to that of the branched 
solvent squalene. In contrast, an implicit good solvent produced coating structures that 
were far more extended than those found in any of the explicit solvents tested and showed 
little dependence on temperature. Coatings equilibrated in explicit solvents were more 
compact in longer chain solvents because of autophobic dewetting. Changes in the coating 
density profiles were more pronounced as the solvent chain length was increased from 
decane to C

24
H

50
 than from C

24
H

50
 to C

48
H

98
 for all coatings. The response of coatings in 

squalene was not significantly different from that of a linear chain of equal mass. Significant 
interpenetration of the solvent chains with the brush coating was observed only for the 
shortest grafted chains in decane. In all cases, the methyl terminal group was not confined 
to the coating edge but was found throughout the entire coating volume, from the core to 
the outermost shell. Increasing the temperature from 300 to 500 K led to greater average 
brush heights, but the dependence was weak.

Control over selective recognition of biomolecules on inorganic nanoparticles is a 
major challenge for the synthesis of new catalysts, functional carriers for therapeutics, 

Figure  8.4 Drug delivery strategies with silicon nanomaterials. The hydrophobic drug 
molecules can be attached to the surface of silicon nanomaterials directly.
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and  the  assembly of renewable biobased materials. Perry’s group found low sequence 
 similarity among sequences of peptides strongly attracted to amorphous SNPs of  various 
size (15–450 nm) using combinatorial phage display methods [43]. Characterization of the 
surface by acid base titrations and zeta potential measurements revealed that the acidity of 
the silica particles increased with larger particle size, corresponding to  between 5 and 20% 
ionization of silanol groups at pH 7. The wide range of surface  ionization results in the 
attraction of increasingly basic peptides to increasingly acidic nanoparticles, along with 
major changes in the aqueous interfacial layer, as seen in MD simulation. They identified the 
mechanism of peptide adsorption using binding assays, zeta potential measurements, IR 
spectra, and molecular simulations of the purified peptides (without phage) in contact with 
uniformly sized silica particles. Positively charged peptides are strongly attracted to anionic 
silica surfaces by ion pairing of protonated N‐termini, Lys side chains, and Arg side chains 
with negatively charged siloxide groups. Further, attraction of the peptides to the surface 
involves hydrogen bonds between polar groups in the peptide with silanol and siloxide 
groups on the silica surface, as well as ion–dipole, dipole–dipole, and van der Waals inter-
actions. Electrostatic attraction  between peptides and particle surfaces is supported by 
 neutralization of zeta potentials, an inverse correlation between the required peptide 
concentration for measurable adsorption and the peptide pI, and the proximity of cationic 
groups to the surface in the computation [44]. The importance of hydrogen bonds and polar 
interactions is supported by adsorption of noncationic peptides containing Ser, His, and Asp 
residues, including the formation of multilayers. They also demonstrate the tuning of inter-
facial interactions using mutant peptides with an excellent correlation between adsorption 
measurements, zeta potentials, computed adsorption energies, and the proposed binding 
mechanism [45]. Follow‐on questions about the relation between peptide adsorption on 
SNPs and mineralization of silica from peptide‐stabilized precursors were raised.

Atomistic MD simulations of a composite consisting of an ungrafted or a grafted spherical 
silica nanoparticle embedded in a melt of 20‐monomer atactic polystyrene (PS) chains were 
performed Ndoro et al. [45, 46]. The structural properties of the polymer in the vicinity of a 
nanoparticle were studied. The nanoparticle modifies the polymer structure in its neighbor-
hood. These changes increase for higher grafting densities and larger particle diameters. Mass 
and number density profiles show layering of the polymer chains around the nanoparticle, 
which extends to 2 nm. In contrast, the increase in the polymer’s radius of gyration and other 
induced ordering (alignment of the chains parallel to the surface and orientation of backbone 
segments) are shorter‐ranged [47]. The infiltration of free PS chains into the grafted chains 
region is reduced with increasing grafting density. Therefore, the interpenetration of grafted 
and free chains at high grafting densities, which is responsible for the mechanical anchoring 
of nanoparticles in the PS matrix, is less than what would be desirable for a well‐reinforced 
composite [47].

Fang et al. investigated the mechanical properties of cubic silicon nanoparticles with 
side lengths ranging from 2.7 to 16.3 nm using MD simulation with a parallel computing 
technique [48]. The results revealed that the surface energy of the particles increases sig-
nificantly as the particle size decreases. Furthermore, having passed the point of maximum 
compressive load, the phase transformation region of the particles gradually transfers from 
the core to the surface. The small volume of the current nanoparticles suppresses the nucle-
ation of dislocations, and as a result, the maximum strength and Young’s modulus values of 
all but the smallest of the current nanoparticles are greater than the corresponding values in 
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bulk silicon. Finally, it is found that the silicon nanoparticles with a side length of 10.86 nm 
exhibit the greatest maximum strength (24 GPa). In nanoparticles with shorter side lengths, 
the maximum strength decreases significantly as the volume of the nanoparticle is reduced.

MD simulation was applied in analyzing the material removal mechanism of silicon sub-
strate under the impact of a large porous silica cluster with different pore diameters by the 
group of Liang [49]. As the pore diameter of the porous cluster increases, the number of atoms 
removed from the impact silicon surface first increases and then decreases until the cluster is 
adhered to the substrate, which is due to the combinational effects of the cluster plough, adhe-
sion between the cluster and the substrate, and permeation of the substrate atoms through the 
pore of the cluster. Among these three effects, adhesion is the most significant. Meanwhile, the 
damage of the impact substrate becomes weaker due to the decreasing penetration depth with 
increasing pore diameter. In addition, it is found that the effect of an enlarged real contact area 
between the cluster and the substrate is more significant than that of deeper penetration of the 
cluster in order to enhance the material removal rate (MRR) during the impact process. These 
findings are instructive in optimizing the process parameters to obtain lower surface roughness 
and higher MRR during the chemical mechanical polishing process.

Self‐assembled monolayers (SAMs) of alkylsilanes have been considered as wear‐reducing 
layers in tribological applications, particularly to reduce friction and wear in microelectrome-
chanical systems (MEMSs) devices. Though these films successfully reduce interfacial 
forces, they are easily damaged during impact and shear. Surface roughness at the nanoscale 
is believed to play an important role in the failure of these films because it affects both the 
formation and quality of SAMs, and it focuses interfacial contact forces onto very small 
areas, magnifying the locally applied pressure and shear on the lubricant film. To complement 
prior studies employing Fourier transform infrared spectroscopy (FTIR) and AFM experi-
ments in which SNPs are used to simulate nanoasperities and to refine our analysis of these 
films to a molecular level, Ewers and Batteas [50] employed classical MD simulations to 
understand the impact of nanoscopic surface curvature on the properties of alkylsilane SAMs. 
Amorphous SNPs of various radii were prepared to simulate single asperities on a rough 
MEMS device surface, or AFM tips, which were then functionalized with alkylsilane SAMs 
of varying chain lengths. Factors related to the tribological performance of the film, including 
gauche defect density and exposed silica surface area, were examined to understand the 
impact of surface curvature on the film. Additionally, because the packing density of the 
films has been found to be relatively low for alkylsilane SAMs on surfaces with nanoscopic 
curvature, packing density studies were performed on simulated silica surfaces lacking cur-
vature to understand the relative impact of these two important factors. It was found that 
both curvature and packing density affect the film quality; however, packing density was 
found to show the strongest correlation to film quality, demonstrating that greater priority 
should be given to the reduction of free volume within the films to improve their structural 
rigidity, to better passivate the underlying surfaces of the devices, and to improve the extent 
and accessibility of nondestructive dissipation pathways. All of these lead to improved 
friction and wear resistance. While focused on silica nanoasperities, these MD simulations 
afford general approaches for studies of ligand effects on a range of surfaces with nanoscopic 
curvature such as metal oxide nanoparticles and quantum dots [50].

Recently, Xiaotian Sun et al. [51] investigated the orientation and adsorption 
 between several enzymes (cytochrome c/RNase A/lysozyme) and SNPs of 4 and 11 nm 
by using MD simulation. First, their results show the small SNPs induce greater structural 
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stabilization: their results show three enzymes are adsorbed onto the surfaces of both 4 and 
11 nm SNPs. Moreover, the active site of cytochrome c is far away from the surface of 4 nm 
SNPs, while it is adsorbed onto the surface of 11 nm SNPs. Importantly, the active site of 
cytochrome c adsorption onto 11 nm SNPs is not available for ligands with large conforma-
tional changes, while it is available for ligands with small conformational changes  adsorbing 
onto the 4 nm SNPs. They also explored the influences of different groups (‐OH, ‐COOH, 
‐NH

2
, and CH

3
) coated onto SNPs. Their results show different groups induce huge differ-

ences on the structure of enzymes: the active site of cytochrome c adsorbed onto 2 nm SNPs 
coated with different groups is far away from the surface of SNPs, but it has a different degree 
of conformational changes. The active site of cytochrome c endures few conformational 
changes when SNPs were coated with ‐COOH. However, it has large conformational changes 
when SNPs were coated with ‐NH

2
 and ‐OH.

8.2.6 Computational Simulation of Drug Delivery Strategies  
with Au Nanomaterials

With the advent of nanotechnology in medicine and biology, there is an increasing interest 
in understanding and controlling the interactions of nanomaterials with proteins. Among 
all nanostructured materials, gold nanoparticles (GNPs) have attracted particular interest 
because of their chemical stability, biocompatibility, surface Plasmon resonance effect, and 
unique catalytic activities. Gold–protein conjugates have a broad application in biomedical 
fields, such as DNA analysis, protein microarrays, pregnancy testing in humans, diverse 
biosensors, and cancer cell imaging [52] (Figure 8.5).
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Figure 8.5 Drug delivery strategies with Au nanomaterials. The hydrophobic drug molecules 
can be attached to the surface of Au nanomaterials directly.
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Classical MD simulations were employed to investigate the structural and dynamical 
properties of water near an Au nanoparticle at room temperature by Yang and Weng [53]. 
The simulation results showed that a well‐defined multi‐layered structure of water was 
formed close to the surface of the Au nanoparticle and the orientation of water molecules 
in the interfacial region changed gradually from a random arrangement to an ordered 
arrangement with a reduction in the radial distance. By analyzing the mean square dis-
placement and occupation time distribution in different water layers, they found that water 
molecules in the first and second layers display very low diffusivity, whereas water mole-
cules in the third and fourth layers can migrate from the interfacial region to the bulk region 
at short time. Additionally, the average number of hydrogen bonds per water molecule in 
the interfacial region is higher than that in the bulk phase.

The thermal stability of unsupported gold (Au) nanoparticles, containing 140–
6708 atoms, was investigated using MD simulation in combination with the modified 
embedded‐atom method. Shim et al. found that the melting temperature of the Au nanopar-
ticles decreases drastically with decreasing particle size [54]. The melting temperatures 
calculated in the present study are in excellent agreement with previous experimental data. 
It is further confirmed that the calculated equilibrium shape of the Au nanoparticles is a 
truncated octahedron bounded by eight (1 1 1) and six (1 0 0) facets, which can be explained 
by the anisotropy of the surface energy of Au. On heating, the premelting phenomenon of 
the surface atoms is apparently observed prior to the melting of the whole particle.

Hao et al. used MD simulations to characterize the structure and dynamics for several 
peptides and the effect of conjugating them to a gold nanoparticle [55]. Peptide structure 
and dynamics were compared for two cases: unbound peptides in water and peptides bound 
to the gold nanoparticle surface in water. The results show that conjugating the peptides to the 
gold nanoparticle usually decreases conformational entropy, but sometimes increases entropy. 
Conjugating the peptides can also result in more extended structures or more compact struc-
tures depending on the amino acid sequence of the peptide. The results also suggest that if one 
wishes to use peptide–nanoparticle conjugates for drug delivery it is important that the pep-
tides contain a secondary structure in solution because in our simulations peptides with little 
to no secondary structure adsorbed onto the nanoparticle surface.

Lee et al. used MD methods to study a 2 nm gold nanoparticle functionalized with four 
ssDNAs at the atomistic level [56]. The DNA strands, which were attached to the faces of 
a 201 atom truncated octahedral gold particle with a ‐S(CH

2
)

6
‐ linker, were found to be per-

pendicular to the surface of the particle, with the alkane chain lying on the surface. There 
was no significant hydrogen bonding interactions between the adsorbed ssDNAs during the 
simulation. Even though the expected radius would be 49 Å (3.4 Å per base) for a Watson−
Crick DNA structure, the simulation with 0.5 M salt showed a radius of about 29 Å (2.2 Å 
per base), which is a result consistent with recent experimental reports. It was also found 
that the sodium concentration within 30 Å of the gold particle is about 20% higher than the 
bulk concentration. This is consistent with an observed increase in the melting temperature 
of DNA when many functionalized gold particles are hybridized together.

Atomistic MD simulations of self‐assembled alkanethiol monolayers were performed to 
investigate the ligand shell organization of homoligand surfactants on spherical gold 
nanoparticle surfaces as a function of temperature, nanoparticle size, and ligand tail length. 
At high temperature, Pradip et al. showed that the ligands orient randomly with respect to 
the surface normal with a small tilt angle [57]. As the temperature decreases, the molecules 
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order and adopt a larger tilt angle. The effects of alkanethiol tail length and nanoparticle 
size on the tilt structure are also significant. At low temperature, the equilibrium conforma-
tion of alkanethiols obeys the crystallographic model, whereas at high temperature the 
continuous model is valid. The dependence of tilt angle on different parameters and 
comparison with SAMs on flat surfaces was also discussed.

MD simulations have been performed to obtain detailed all‐atom models of the interface 
between PS and GNPs [58]. Considering their relevance in memory technology, systems 
containing gold nanoparticles included in PS polymer melts also in the presence of 8‐
hydroxyquinoline (8‐HQ) molecules have been studied. Four different systems, including 
a coated or a noncoated nanoparticle, were compared. Calculated radial density profiles 
showed that the presence of noncoated nanoparticles in a polymer melt causes an ordering 
of polymer chains. A similar ordering behavior is found for the 8‐HQ molecule. In the 
presence of a coated gold nanoparticle, calculated radial density profiles show much less 
order. When 8‐HQ is present, this molecule is closer to the nanoparticle surface, and when 
in contact with a coated nanoparticle it shows a partial penetration into the thiols layer. The 
molecular description obtained from simulations supports some of the hypothesis made on 
the basis of the experimental behavior of nonvolatile memory devices.

Yu et al. presented a MD study of the binding process of peptide A3 (AYSSGAPPMPPF) 
and other similar peptides onto gold surfaces, and identified the functions of many amino 
acids [59]. Their results provide a clear picture of the separate regimes present in the 
binding process: diffusion, anchoring, crawling, and binding. Moreover, they explored the 
roles of individual residues and found that tyrosine, methionine, and phenylalanine are 
strong binding residues; serine serves as an effective anchoring residue; proline acts as a 
dynamic anchoring point; while glycine and alanine give flexibility to the peptide back-
bone. They then showed that their findings apply to unrelated phage‐derived sequences that 
were reported recently to facilitate AuNP synthesis. This new knowledge may aid in the 
design of new peptides for the synthesis of gold nanostructures with novel morphologies.

8.3 Summary

Significant progress in the field of drug delivery has been achieved recently. This is not 
only due to the development of various strategies in drug delivery, but also benefits from 
the computational methods and applications in drug delivery systems. Computational 
methods to predict the binding and dynamics between a drug molecule and its carrier are 
increasingly desirable to minimize investment in drug design and development. In this 
review, we summarize the computational studies performed in four categories: drug 
delivery strategies with CNTs, graphene/GO, SNPs, and GNPs. Significant progress in 
computational simulation is making it possible to understand the mechanism of drug 
delivery under different categories. Computational simulations are particularly valuable in 
addressing issues that are difficult to explore in laboratory experiments, such as diffusion 
and dynamics. Despite rapid progress in the molecular modeling of drug delivery, plenty of 
important problems still remain. The accuracy for predicting the release rate for a drug 
delivery system is one of the important issues remaining. The strategy to improve the 
description of various environmental factors for simulation, such as pH value, solvent 
effect, and temperature, are critically important, since the drug delivery system responds 
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differently under different environments. The prediction of loading capacity and the 
 distribution of drug molecules are also very important, since they are directly related to 
the rational design and optimization of drug delivery system.
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9.1 Introduction

Nanodiamonds (NDs) are nanoscale diamond particles, which were firstly discovered as a 
byproduct of detonation in 1963 in the USSR [1]. However, the synthesis of NDs remained 
largely unknown to the rest of the world until the end of the 1980s, when similar synthesis 
techniques were developed in the United States [2]. Subsequently, NDs gradually attracted 
increasing attention worldwide, especially following a number of breakthroughs in synthesis, 
purification, and isolation techniques achieved in the late 1990s [3, 4].

Today, NDs can be synthesized in large quantities at a relatively low cost. Synthesis tech-
niques reported include detonation, laser ablation, high‐energy ball milling of high‐pressure 
high‐temperature (HPHT) diamond microcrystals, plasma‐assisted chemical vapor deposition 
(CVD), autoclave synthesis from supercritical fluids, chlorination of carbides, ion irradia-
tion of graphite, electron irradiation of carbon onions, and ultrasound cavitation [3, 4]. NDs 
synthesized via detonation have already been commercialized and are most frequently 
employed in biomedical experiments at the laboratory level.

Since it was established that NDs are nontoxic [4], the door was opened for a range of 
biomedical applications [5–9], such as drug delivery [7–9] and biolabeling [5, 6], due to 
their excellent biocompatibility and superior optical properties. Each of these applications, 
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however, largely depends on the structure and properties of the ND surface, and future 
applications demand large quantities of monodispersed single‐digit diamond nanoparticles. 
To promote stability and efficiency (particularly when seeking to guarantee safety in med-
ical applications), postsynthesis treatments such as surface functionalization are essential 
to improve the homogeneity of the ND surface and moderate the interactions with mole-
cules such as antibodies and drugs.

Following detonation synthesis, the primary diamond particles are tightly bound to each 
other, forming large aggregates (agglutinates) which are difficult to separate using conven-
tional ultrasonic treatments. De‐aggregation is necessary to obtain the monodispersed NDs 
required by most biomedical applications [10–14]. Therefore, in addition to structural 
integrity and functional surface chemistry, control of the interactions between individual 
particles and surrounding molecules and nanostructures is imperative in drug delivery 
applications. In the following sections, we will see how computational modeling is a pow-
erful way to interrogate this complex problem and provide both practical guidance and a 
detailed understanding of the underlying mechanisms that make ND an ideal platform for 
future technologies.

9.2 Structure of Individual NDs

It is well established that a bare ND surface is highly unstable, chemically reactive, and 
readily forms covalent terminations with available atoms and molecules such as hydrogen 
and oxygen. Consequently, there exist a large number of dangle bonds on the surface of a 
single ND, and in the absence of surface passivation, sp3 hybridization of the carbon atoms 
(characteristic of the diamond lattice) cannot be maintained at the surface. The lattice at the 
surface tends to distort and bonding changes to increase the 2pπ–2pπ overlap on the adja-
cent carbon in order to reduce the number of dangling bonds and lower the energy. Although 
reconstruction on various diamond surfaces has been well studied for many years, it is dif-
ferent on NDs due to the unique (finite) structure, which combines several different surface 
orientations within a single particle.

Raty et al. used computer simulations based on the density functional theory (DFT) to 
study small diamond nanoparticles, and predicted that a single ND will have a core–shell 
structure (with a diamond core covered by a fullerene‐like shell) [15, 16]. Further, Barnard 
et al. pointed out that the ND morphology plays an important role in the structural stability 
of diamond nanoparticles [17, 18]. They used the density functional based tight‐binding 
with self‐consistent charges method (SCC‐DFTB) [19, 20] to study a series of diamond 
nanoparticles with various sizes (ranging from 1.0 to 3.3 nm) and shapes. The results show 
the graphitization of the (111) facets and the 2 × 1 reconstruction on the (100) facets, as 
illustrated in Figure 9.1. Other simulations have also predicted that, under specific condi-
tions, multilayers of fullerene‐like structure can be formed, resulting in a carbon onion 
structure [22–26].

The morphology and surface structure of NDs have also been extensively characterized 
by various experimental techniques, including high‐resolution transmission electron micros-
copy (HRTEM) [27–30], X‐ray photoelectron spectroscopy (XPS) [31–33], X‐ray diffraction 
(XRD) [28, 32, 34], small‐angle X‐ray scattering (SAXS) [31, 35], Raman [36–39], infrared 
(IR) [40], NMR [34], and thermodesorption [41]. In general, these measurements agree 
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with the theoretical predictions of the polyhedral and core–shell structure of NDs (Figure 9.2). 
The diamond core is found to be completely covered by graphitic carbon in ND powders, and 
partially encapsulated by a thin layer of graphene following purification [3]. The graphitic 
shells can be completely removed by oxidation in air [3], which is attributed to the termination 
of dangling bonds at the surface by oxygen or other adsorbates [42–44].

Figure 9.1 Fully relaxed structure of a bare C705 ND. The outmost C atoms on the {100}, 
{110}, and {111} facets are highlighted in red, blue, and green, respectively [21] (see color 
plate section). Adapted from [21] with permission from The Royal Society of Chemistry.

2 nm

(a) (b)

Figure  9.2 Illustration of the core–shell structure of a single ND by: (a) computer 
simulations and (b) high‐resolution TEM of a 4‐nm ND (taken at 80 kV), showing the 
graphitized facets in the <111> directions. Courtesy of Shery Chang, Forschungszentrum 
Juelich GmbH).



172 Computational Pharmaceutics

9.3 Surface Chemistry and Interactions

As stated above, the surface chemistry of NDs is of significant importance for a variety of 
biomedical applications. However, deliberate modification and/or functionalization can be 
complicated. Samples produced using different synthesis techniques often have distinct 
sizes and characteristic surface structures [45, 46], which lead to significant differences in 
chemical reactivity and affinity to specific adsorbates. Purification treatments always intro-
duce additional chemical terminations to the ND surface, often leaving them far from pure. 
For instance, cooling during detonation with water or ice inevitably leads to the addition of 
hydroxyl groups. Purification using oxidizing mineral acids and/or air oxidation could 
result in the formation of carboxyl and carbonyl groups on the surface [39, 41, 47, 48]. 
Therefore, characterization of the surface chemistry reported in the literature often varies 
and appears inconsistent. In general, the identified covalent terminations on the ND  surfaces 
include H, O, COOH, CNH, OH, CO, NH

2
, CH

2
, SH, alcohol functions, ether, anhydrides, 

and lactones [8, 37, 40, 49–52].
The precise control of the surface chemistry of NDs requires homogeneity of the surface 

passivation and its stability under a range of desirable (and relevant) environmental conditions. 
The homogeneity and thermal stability of the surface modification can be significantly affected 
by the surrounding environmental conditions, and this can be detrimental to performance. 
While the static modification of ND surfaces has been extensively investigated, far less 
attention has been devoted to the thermal stability of the surface functionalization under differ-
ent pressures and temperatures. Further experiments are certainly needed in this area.

Thermodynamic stability of the surface passivation/functionalization of NDs can be the-
oretically and computationally examined using the formation enthalpy, ΔH [53]. Assuming 
a single ND is in equilibrium with a reservoir of adsorbates, we can define ΔH as

 H E na a , (9.1)

where

 E E a E( ) ( )host, host .  (9.2)

Here, E(host, a) and E(host) are the respective total energies of passivated/functionalized and 
bare (i.e., no adsorbate) ND with an identical size. It should be noted that throughout this 
discussion the bare ND (without surface termination, but with characteristic reconstructions) 
provides the reference state (i.e., zero free enthalpy). This implies the chemical potential of 
carbon (μ

C
) is taken as an average energy per atom of a bare ND. Finally, μ

a
 is the chemical 

potential of the adsorbate a, and n
a
 is the number of the adsorbate on ND surfaces.

Assuming an ideal gas reservoir of N particles/molecules at constant pressure P and tem-
perature T, the chemical potential in Equation 9.1 can be described by

 a a a aE E T P k T P PZPE
B, ,0 0ln /  (9.3)

where
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In Equation 9.3, E
a
 is the calculated total energy of a particle/molecule a; Ea

ZPE is its zero‐
point vibrational energy,

E ha
i

l

i
ZPE ,

1

2/

where ω
i
 is ith of all l fundamental modes. Throughout this discussion, molecular vibra-

tional frequencies from previous experiments are used (as they have been in the previous 
works we discuss), but they can also be directly calculated at the same theory level as for 
total energies. Δμ

a
(T, P0) is deliberately separated from the first two terms as it is the pri-

mary contribution to the free energy that depends on the temperature at standard pressure 
P0 1 atm.

In Equation 9.4, the first term is the translational free energy, while the following terms are 
the rotational free energy (μrot), vibrational free energy without zero‐point energy (μvib), 
electronic free energy depending on the spin degeneracy (μelec), and nuclear free energy apart 
from total energy of the ground state (μnucl), respectively. Their detailed expression can be 
found elsewhere [54, 55]. In practice, the last four terms can be safely neglected, since they are 
generally two orders of magnitude smaller than the other terms [54, 55]. The last term (μnucl) is 
actually neglected in the DFT by the Born–Oppenheimer approximation. Finally, m

a
 denotes 

the mass of the adsorbate a, while k
B
 and h are Boltzmann and Planck’s constants, respectively.

The total energy of each configuration can be calculated with any method with sufficient 
sensitivity to distinguish different bonding configurations and electronic states, and those 
presented here have been calculated with the SCC‐DFTB method implemented in DFTB+ 
code [56, 57]. The two models for NDs shown in Figure 9.3 are C

705
 and C

837
 with a rhom-

bitruncated cuboctahedral and a truncated octahedral structure, respectively. For each type 
of passivation or functionalization, seven different configurations (three for C

837
) have pre-

viously been reported, providing one of the most detailed studies of ND surfaces in the 
literature, denoted as (100):X, (110):X, (111):X, (110)/(111):X, (100)/(111):X, (100)/
(111):X, and full:X, respectively (Figure 9.4). In each case, X can be substituted by any 
passivating or functional group.

9.3.1 Surface Passivation and Environmental Stability

9.3.1.1 H Passivation

Now, let us start by examining hydrogen passivation of NDs, assuming a direct chemical 
reaction between bare NDs and hydrogen gas. This assumption is reasonable and coincides 
with the actual reaction in experiments, although it is commonly preceded by a decarbon-
ylation and/or carboxylation process [58–60]. This reaction is demonstrated by the disap-
pearance of C=O signals and the emergence of new (or enhanced) C‐H signals in IR spectra 
(as shown in Figure 9.5) for H‐treated carboxylated ND [60]. This scenario is also true for 
hydrogenation via hydrogen plasma treatment [59].

According to Equations 9.3 and 9.4, the chemical potential of hydrogen gas is

H H H
ZPE

B
B H B

,
2 2 2

2

0 2
3 2

2
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(c) (d)

Figure 9.3 (a, b) Fully relaxed structures of: (a) C705 and (b) C837 NDs, in ball and stick model, 
in which gray balls denote the C atoms. (c, d) Geometric morphology for the corresponding 
schematic representations: (c) C705 and (d) C837 NDs. In (c) and (d) the {111}, {100}, {110} 
facets are highlighted in dark gray, pale gray, and midgray, respectively. Reprinted with 
permission from Ref. [43]. Copyright ©2009, American Chemical Society.

(a) (b) (c)

(d) (e) (f) (g)

(h) (i) (j)

Figure 9.4 Illustration of the studied configurations: (a) (100):X, (b) (110):X, (c) (111):X, (d) 
(110)/(111):X, (e) (100)/(111):X, (f) (100)/(110):X, (g) full:X for X‐passived/functionalized 
C705 ND, (h) (100):X, (i) (111):X, and (j) full:X for X‐passivated/functionalized C837 ND. 
White and gray balls represent the adsorbate (X: atoms or groups) and carbon atoms, 
respectively. Reproduced from Ref. [44] with permission from The Royal Society of Chemistry.
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Considering decomposition of H
2
, the chemical potential of H (μ

H
) is equal to 2H / 2. In 

order to guarantee covalent C‐H bonds and prevent the formation of H
2
 on the ND surfaces, 

the upper limit of μ
H
 is taken as E EH H

ZPE

2 2
2/ . The reservoir pressure P is set to be stan-

dard pressure (P P0 1 atm) as it is in experiments.
Figure 9.6 presents the relationship between thermal stability of hydrogenated NDs and 

temperature. It is clear that full/homogeneous H passivation is energetically more favorable 
than partial passivation and bare surfaces, under these conditions. These results also show 
that the configuration with clean {hlk} facets (where hlk includes the low‐index forms: 
100, 110, and 111) than the configuration with only the same facets passivated by H.

Experimentally, it is difficult to achieve hydrogenation of oxidized diamond surfaces, 
especially for NDs smaller than 100 nm. High temperatures ( 850 to 900 °C) or active 
hydrogen atoms in plasma are required to achieve sufficient reactivity. The results in Figure 9.6 
indicate that high temperatures are actually used to overcome the reaction barrier due to the 
dissociation of H

2
 and desorption of carbonyl and/or carboxyl groups. Once homogeneous 

hydrogenation is achieved, it is rather stable, and desorption of H is not preferred.

9.3.1.2 O Passivation

Detonation‐synthesized NDs contains large amounts of nondiamond carbon surrounding 
their diamond cores. These sp2‐bonded carbon atoms can be reduced or removed by air 
[39, 61] or ozone [62–64] treatment. As demonstrated by Osswald et al. [39], the sp3/sp2 
ratio in detonation NDs is increased by two orders after isothermal oxidation for 5 h in 
ambient air at atmospheric pressure. This oxidation process has been suggested to completely 
remove CH

2
 and CH

3
 groups and shift the signals of C=O vibrations by 20–40 cm−1, as 

C(111):H
Wavenumber (cm–1)

Wavenumber (cm–1)

–C(111):H

–C(110):H
–C(100):H

2800 2900 3000 3100
A

bs
or

ba
nc

e 
(a

.u
.)

A
bs

or
ba

nc
e 

(a
.u

.)

OH

(a)

(b)

(c)

C = O

1000 1500 2000 2500 3000 3500 4000

ArND

HND

cND

Figure 9.5 IR spectra for 100 nm NDs: (i) hydrogen‐treated nanodiamond (HND), (ii) argon‐
treated nanodiamond (ArND), and (iii) pure carboxylated nanodiamond (cND). Inset shows 
the magnified C‐H peak with different crystal facets for the hydrogenated ND. Reprinted from 
Ref. [60] with permission from Elsevier.



(a) (b)

F
or

m
at

io
n 

en
er

gy
 (

eV
)

Temperature (°C) Temperature (°C)
0

–0.5

–0.4

–0.3

–0.2

–0.1

0.0

(100):H

(100):H

(110):H
(111):H

(111):H
(110)/(111):H
(100)/(111):H
(100)/(110):H
Full:H

Full:H

–0.5

–0.4

–0.3

–0.2

–0.1

0.0

200 400 600 800 1000 1200 0 200 400 600 800 1000 1200

Figure 9.6 Formation energies as a function of temperature for hydrogenated C705 (a) and 
C837 (b) NDs in a hydrogen gas reservoir [44]. Adapted from [44] with permission from The 
Royal Society of Chemistry.

O-H

1500 2000 2500 3000

Wavenumber (cm–1)

3500 4000

O-HC-H

Oxidized

Oxidized

Oxidized

UD90

UD98

Hydrogenated

UD50

C = H

In
te

ns
ity

 (
a.

u.
)

C = O

Figure 9.7 FTIR spectra of UD50, UD90, and UD98 samples before and after oxidation for 5 h 
at 425 °C in air. A spectrum of oxidized UD90 that was annealed for 2 h at 800 °C in hydrogen 
(20 ml/min) is shown to demonstrate the possibility to control the surface chemistry of ND after 
oxidation. Reprinted with permission from Ref. [39]. Copyright ©2006, American Chemical Society.



Molecular and Analytical Modeling of Nanodiamond 177

shown in the Fourier transform infrared spectroscopy (FTIR) spectra (Figure 9.7) of three 
different samples: UD50, UD90, and UD98. Sample UD50 is the raw detonation soot con-
taining nondiamond carbons. Samples UD90 and UD98 were NDs treated by different 
multistage acidic purifications using nitric and sulfuric acids (see details in Ref. [62]). An 
optimal temperature range of 400–430 °C was suggested to achieve no or minimal loss of 
diamond carbon [39], and a reduction of the average particle size [61] has been reported. 
Therefore, it is of interest to study the relationship between stability and oxidizing conditions.

Previously reported studies of the stability of the O passivation of NDs assume bare NDs 
react with O

2
 gas, to produce ketone passivated (C=O) NDs in equilibrium with a reservoir 

of O
2
. Following Equations 9.3 and 9.4, the chemical potential of O

2
 is defined as

O O O
ZPE

B
B B

,
2 2 2

2

0 2
3 2

2
P T E E k T

P

k T

h

m k TO

ln

/

k T P PB .ln / 0

Similarly, the chemical potential of O (μ
O
) is equal to a half of 

2O , if considering the 
decomposition of O

2
. The pressure P is again set to be 1 atm in accordance with reaction 

conditions in existing experiments.
Figure 9.8 shows the thermal stability, with respect to increasing temperature, of each 

O‐passivated configuration for C
705

 and C
837

 NDs. With the lowest formation energy, full O 
passivation is energetically favorable up to 907 and 1157 °C for C

705
 and C

837
, respectively. 

Further increase in temperature will change the relative stability of the configurations. The 
{110}/{100}:O configuration, followed by the {100}:O, becomes the most energetically 
stable. This indicates that heat treatment exceeding the critical temperatures above can lead 
to the desorption of adsorbed O on the {110} and {111} facets. These results agree well 
with a recent study on the thermal stability of detonation NDs using XPS [65]. In this work, 
Zeppilli and coworkers reported there are detectable oxygen signals up to 1050 °C, and the 
fraction of C=O bonds signals drops from 15 1% at 750 °C to 12 1% at 850 °C, and even 
to 9 1% at 970 °C.
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(a) C705 and (b) C837 [42]. Adapted from [42] with permission from The Royal Society of Chemistry.
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9.3.2 Surface Functionalization

9.3.2.1 OH Functionalization

Hydroxylation of NDs is useful because it makes NDs hydrophilic and easily dispersed in 
aqueous solution and polar solvents. Hydroxylation of ND can be achieved with several 
approaches, including treatments by borane, LiAlH

4
, fenton reagent, mechanochemical 

treatment in water, and photochemical reaction with water vapor. In addition, OH groups 
may also be introduced at the surface during the hydrogenation of oxidized NDs. Therefore, 
it is important to understand the hydroxylation stability of nanodiamonds.

As discussed above, OH is introduced from different precursors under distinct conditions. 
Different chemical reservoirs are required in order to examine the effect. Mainly, two reser-
voirs are considered: a mixture of H

2
 and O

2
 gases and water vapor. The chemical potentials 

of H
2
 and O

2
 were derived in previous sections, and that of H

2
O (

2H O) can be written as

H O H O H O
ZPE

B
B H O B

,
2 2 2

2

0 2
3 2

2
P T E E k T

P

k T

h

m k T
ln

/

k T P PB .ln / 0

Accordingly, the chemical potential of OH (μ
OH

) is equal to H O2 2
2/  and H O H2 2

2/ , 
respectively.

Figure 9.9 shows thermal stability of OH‐functionalized NDs with respect to the increasing 
temperature at the atmospheric pressure. In general, the stability of the OH‐functionalization 
significantly depends on the chemical reservoir. Within a mixture of H

2
 and O

2
 gases, all of the 

OH‐functionalized configurations examined for two models show a negative formation energy, 
even at high temperatures, indicating that OH functionalization is energetically preferable to 
bare reconstructed surfaces. However, both of the OH‐functionalized NDs have higher 
formation energies in a water vapor reservoir, quickly exceeding zero at ~277 °C. This implies 
that in a water vapor reservoir desorption of OH will occur as the temperature increases, and 
OH groups can be effectively removed with a heat treatment. However, homogeneous OH 
functionalization is energetically favored in both reservoirs at room temperature, which 
guarantees the biomedical application of OH‐functionalized NDs.

9.3.2.2 NH
x
 Functionalization

Amino functionalization is important for NDs to bind a large variety of functional mole-
cules, such as bioactive compounds and polymer building blocks, through amide formation, 
reductive amination, nucleophilic attack, or direct condensation reactions. However, 
grafting of amino onto ND surfaces by direct amination reactions is difficult and has not 
yet been achieved with great success. Theoretical and computational methods are therefore 
very enlightening and useful in explaining the thermal stability and reaction conditions of 
NH

x
 functionalization.

According to Equations 9.3 and 9.4, the chemical potential of NH
3
 can be derived as

NH NH NH
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Assuming direct amination ND NH ND NH H3 2

3

2x

x
 the chemical potentials 

of NH and NH
2
 are equal to and NH H3 2 and NH H3 2

1

2
, respectively.

The formation energies of NH‐ and NH
2
‐functionalized NDs as a functional of temper-

ature at atmospheric pressure are presented in Figure 9.10. The results show that NH 
functionalization of NDs is energetically unfavorable in both cases. Compared with NH, 
NH

2
‐functionalized NDs have relatively smaller formation energies and are more stable than 

the bare surface at low temperature. However, in both cases homogeneous functionalization 
is either unfavorable (NH) or only stable at temperature lower than room temperature, where 
NH

2
 starts to be desorbed from the ND surface. Clearly, this explains why direct amination 

of NDs is hard to achieve in experiments.
The thermal stability of NH and NH

2
 functionalization can be enhanced by changing the 

chemical reservoir, for instance, a mixture of N
2
 and H

2
 gases (Figure 9.11). Experimentally, 
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Figure 9.9 Formation energies, Ef , in units of eV/atom for OH‐functionalized C705 and C837 
NDs in: (a,b) a mixture of H2 and O2 gases and (c,d) a water vapor reservoir [42]. Adapted 
from [42] with permission from The Royal Society of Chemistry.
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amination of NDs is achieved using aminated silanes or aminated aromatic moieties starting 
from hydroxylated NDs at elevated temperature.

9.3.3 Consequences for Interactions and Self‐Assembly

The surface electrostatic potential leads to strong long‐ranged Coulomb interactions between 
two NDs. It has also been suggested to be the cause of abnormally persistent hydration on the 
surface of monodispersed NDs [66]. More importantly, it helps to reveal the unsolved mecha-
nism underlying the inactivated transportation and slow release of drugs observed in experi-
ments, which will significantly advance the development of ND‐based drug delivery platforms.

Denotation NDs have been found to form tightly bound aggregates with a large size 
(~100 nm), and conventional techniques like ultrasound treatment alone are unable to disperse 
the NDs aggregates. Several approaches such as beading milling, graphitization/oxidation, or 
burning in air were suggested to reduce the aggregates into primary particles. Moreover, surface 
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passivation/functionalization was found to be an effective way of achieving the monodispersion 
of NDs. For this reason, the mechanism of the interparticle interaction of the ND within 
aggregates has also received attention in recent years.

The interparticle interaction has been previously simulated by placing two identical NDs 
together with their centers aligned linearly and with interacting facets parallel to one 
another. The total energies of the systems as a function of a series of interfacet separation 
distances were calculated and reported, so that the relationship between the relative binding 
energies and the separation distance, and the interparticle interaction are revealed.

9.3.3.1 Interactions between Bare NDs

Figure 9.12 shows the total binding energies with respect to the separation distance for 
 different configurations of the C

837
 ND. The results above also indicate that NDs prefers to 

form aggregates through the (111)
a
‐(111)

b
 configuration. The mechanism becomes clear 
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when we examine the surface electrostatic potentials of NDs as shown in Figure 9.13. Here 
we can see the (100) facets and the edges between the (100) and (111) facets exhibit a strong 
positive potential. In contrast, half of the graphitized (111) facets shows a negative potential 
[denoted as type (111)

a
 in Figures 9.12 and 9.13], and the remaining (111) surfaces [denote as 

type (111)
b
] exhibit more variation in potential depending on the position relative to the 
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Figure 9.12 The (corrected) total binding as a function of: (a) facet–facet separation distance 
in the (100)–(100), (111)a–(111)b, (100)–(111)a, and (100)–(111)b configurations; (b) the 
angle of rotation around the common interfacet normal vector, for particles separated by 
1.78 Å in the (111)a–(111)b and (100)–(111)b configurations. The results are corrected with 
respect to two C837 nanoparticles at  (noninteracting) [67]. Reproduced from Ref. [67] by 
permission of The Royal Society of Chemistry.
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facet center. As a result, only the (100)–(111)
b
 and (111)

a
–(111)

b
 configurations have an 

exothermic minima due to the existence of attractive Coulomb interactions.
In general, the (100)–(100) and (100)–(111)

a
 interactions are thermodynamically unfa-

vorable at all separation distances. The curve of the (111)
a
–(111)

b
 interaction configuration 

has a exothermic minimum of −3.28 eV at 1.78 Å, while the (100)–(111)
b
 interaction 

 configuration only exhibits a small minimum of −0.38 eV at 1.90 Å. Since the van der 
Waals interactions were not included within the calculations, the exothermic minima are 
attributed to the Coulomb interactions. The results explain why ND aggregates are bound 
more tightly than other aggregates of nanoparticles, based on van der Waals interactions, 
although the aggregates can still be dispersed in other ways.

Once the equilibrium separation distance was determined, additional calculations were 
conducted by fixing one of the pair of NDs in each configuration and rotating the other one 
around the line connecting their centers. By fixing the separation to the equilibrium dis-
tance, these calculations presented the coherent interparticle interactions and revealed the 
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Figure 9.13 Normalized surface electrostatic potential for the relaxed structures of truncated 
octahedral C837, C1169, and C1639 structures. The model below the legend (left) denotes the 
relative orientation of the (100), (111)a, and (111)b facets [67]. Reproduced from Ref. [67] by 
permission of The Royal Society of Chemistry.
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relationship between the binding energy and rotation angles for each configuration, as 
 presented in Figure  9.12b.1 Recent experiments by high‐resolution aberration‐corrected 
electron microscopy has confirmed the electrostatic interaction mechanism in the formation 
of agglutinates and agglomerates of NDs [68].

9.3.3.2 Interactions between Passivated/Functionalized NDs

Once the ND surfaces are passivated or functionalized, the electrostatic potential changes sig-
nificantly (as shown in Figure 9.14). For instance, the surface electrostatic potentials of the 
H‐passivated surfaces of C

705
 and C

837
 NDs were found to be homogeneous and slightly nega-

tive, especially for C
705

. There is a vague anisotropy in the hydrogenated C
837

 ND, where the 
{111}

a
 facets show more negative potential than the {111}

b
 surfaces. In contrast, hydroxylated 

NDs have a complicated distribution of surface electrostatic potential. Generally, the {100} 
and {110} facets have a largely positive potential, whereas the {111}

b
 facets have a largely 
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Figure 9.14 Surface electrostatic potential of (a,b) hydrogen‐ and (c,d) hydroxyl‐passivated C705 
and C837 NDs. This potential is calculated using Coulomb’s law considering the charge associated 
with each atom. The legend shows the static assignment of colors using a dielectric constant value 
of 10. Reprinted with permission from Ref. [69]. Copyright 2012, American Chemical Society.

1In practice, the binding energy as a function of rotating angles can also be determined before calculating the 
equilibrium distances, as done in the next section. There is no difference in the final result by these two routes.
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negative potential. While the trend is qualitatively consistent with bare NDs, the degree of 
facet‐dependent anisotropy is significantly lower. Moreover, since the density of surface 
charges reduces, the value of the surface electrostatic potential has also decreased significantly.

Consequently, the interparticle interactions in passivated or functionalized NDs will be 
altered due to the changes in the surface electrostatic potential (see Figures 9.15 and 9.16) [69]. 
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Figure  9.15 Interparticle interactions as a function of separation distance between two 
hydrogenated (a) C705 and (b) C837 NDs. Reprinted with permission from Ref. [69]. Copyright 
2012, American Chemical Society.
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All interaction configurations are thermodynamically favorable and exhibit a exothermic 
minimum. These results indicates that H‐passivated and OH‐functionalized NDs are weakly 
bound due to Coulomb interactions. However, some interacting configurations [i.e., (111)–
(111), (110)–(111), and (110)–(110) for H‐C

705
; (111)

b
–(111)

b
 for H‐C

837
; (110)–(110) for 

OH‐C
705

; (111)
b
–(111)

a
 and (111)

b
–(111)

b
 for OH‐C

837
], have much lower binding energies, 
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Figure  9.16 Interparticle interactions as a function of separation distance between two 
hydroxylated (a) C705 and (b) C837 NDs. Reprinted with permission from Ref. [69]. Copyright 
2012, American Chemical Society.
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particularly at the equilibrium separation distances (i.e., the energy minima). This result 
implies that these configurations are more probable than others to be present in the 
ND aggregates.

9.4 NDs as a Therapeutic Platform

NDs have attracted increasing research interests worldwide in recent years, since they were 
suggested to be an ideal platform to carry and deliver therapeutic drugs to treat cancer. The 
advantages of the ND‐based platform include their excellent in vivo and in vitro biocom-
patibilities and the large surface area that can be readily conjugated by a wide range of 
chemicals and drugs. It has been reported that NDs covered by OH and COOH groups are 
able to reversibly load and release Doxorubicin hydrochloride (DOX; a apoptosis‐inducing 
chemotherapeutic widely used to treat cancer) [70]. The complex of NDs and DOX were 
found to be able to overcome drug efflux and to significantly increase apoptosis and tumor 
growth inhibition beyond conventional DOX treatment, when treating liver and mammary 
cancer in mouse models [71]. Moreover, in vivo toxicity was found to be significantly 
reduced compared with standard DOX treatment.

9.4.1 Simulations with Doxorubicin

The interaction between DOX and NDs has been reported to be weak under ambient con-
ditions due to low aqueous solubility. To maintain the complex of NDs and DOX, salts or 
an increase in the solvent basicity is required. Presently, it is still a challenge to understand 
the underlying mechanism of drug adsorption and release. Therefore, atomistic simulations 
with the constant pH molecular dynamics (CpHMD) method has been used to study the 
interactions between NDs and DOX drugs in solvents (Figure 9.17) [72].

The DOX molecules were found to only bind to the ND surfaces at high pH after a sim-
ulation of 100 ps (see Figure 9.18). This is because the electrostatic interactions are 
enhanced at high pH, and more DOX molecules will be bound. It was also shown (Figure 
9.19) that the binding of DOX molecules requires at least ~10% of the ND surface to be 
fully titrated (charged). These results demonstrate that pH is a critical factor to effect the 
interaction between DOX and NDs. However, discrepancies exist between experiments and 
simulations (Figure 9.19), which is attributed to the complicated surface chemistry of NDs 
used in the experiments. A recent study combining experimental and computational tech-
niques quantitatively characterized the surface functional groups of NDs and reported 
approximately 22 000 phenols, 7000 pyrones, and 9000 sulfonic acids in the average 50 nm 
diameter ND aggregates, with at least 2000 fixed positive charges stabilized within pyrones 
and/or chromenes [73]. Therefore, further work is required, especially on the interactions 
between DOX and NDs with mixed types of passivation or functionalization.

9.4.2 Experimental Progress

Since the early attempts in ND‐mediated delivery of DOX for cancer therapy, significant 
progresses have been achieved in the development of ND‐based therapeutic platform [7, 9, 
70, 71, 74–82]. NDs have also been used as a vector for other types of drugs [74, 80, 82–88]. 
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Apart from chemotherapeutics, gene and protein delivery have also been demonstrated. Gene 
therapy has been delivered using polymer‐functionalized NDs [82] and fenton‐treated 
hydroxylated NDs [86] as the vectors. Protein drug delivery has also been achieved using 
N,O‐carboxy‐methyl chitosan‐modified NDs [88]. Similarly, bovine insulin has been carried 
via noncovalent interaction with ND surfaces coated with ‐OH and ‐COOH groups, which 
ensure the successful delivery and pH‐dependent release of adsorbed insulins [80]. NDs have 
also been shown to covalently bind and carry drugs inside cells, while still maintaining their 
medical function [82, 85].

NDs with hydrophilic functionalization are water soluble. As a carrier, they enable the 
suspension of various water‐insoluble therapeutics with preserved functionality, which 
can offer a great therapeutic advantage. For instance, Chen et al. have demonstrated the 
enhanced water solubility of several therapeutics using NDs, including Purvalanol A 
(a drug for liver cancer treatment), 4‐hydroxytamoxifen (4‐OHT, a drug for breast cancer 
treatment), and dexamethasone (an anti‐inflammatory drug for the treatment of blood and 
brain cancers and rheumatic and renal disorders) using NDs [7].

In addition, new therapeutic techniques have emerged based on the complex of NDs 
and drugs. For instance, Lam et al. have developed hybrid parylene‐ND‐based microfilms, 
which offer a platform for flexible, robust, and slow drug release, as shown in Figure 9.20 
[78]; and Loh et al. have demonstrated that functionalized NDs (i.e., a complex of NDs 

ND

DOX

Solvent

x

y

z

Figure  9.17 Initial structure of atomistic model of DOX‐ND‐solvent (pH buffer) system 
simulated via molecular dynamics (MD) to study the pH dependent DOX‐ND binding. In the 
solvent media, 26 DOX molecules are allowed to interact with one truncated octahedral ND 
particle that is functionalized (30% of total ND surface area). The surface electrostatics on the 
ND surface depends on the pH of the solvent. Here the green and cyan colors on ND refer to 
the atoms belonging to (111) and (100) facets, respectively. Reprinted with permission from 
Ref. [72]. Copyright 2011, American Chemical Society.
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and DOX drugs) can be delivered and directly injected into a single cell using the 
nanofountain probe [79].

9.5 Outlook

Diamond nanoparticles have been the topic of computational modeling for approximately 
two decades, and during this time we have learned a lot. We have a reasonable under-
standing of their size‐dependent phase relationships with other nanocarbons, the structure 

(a) (b)

(c) (d)

Figure  9.18 Representative final MD snapshots for the DOXND interaction simulation at 
different pH level: (a,b) large model with 8 NDs and 208 DOX in the solvent and (c,d) small 
model with 1 ND and 26 DOX in the solvent. The coverage of functional group is 30% of the 
ND surface. (a) and (b) pH equal to 7 and 11, respectively. (c) and (d) pH equal to 6.5 and 10.5, 
respectively. For clarity the water molecules are shown in point form whereas DOX and ND are 
shown in VDW sphere form. Different ND facets are shown in different colors. Note that at lower 
pH (pH < 8) only a few DOX molecules bind to ND, but at higher pH level (pH > 8), most are 
bound. Reprinted with permission from Ref. [72]. Copyright 2011, American Chemical Society.
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Figure 9.19 pH‐dependent DOX‐ND binding capacity. At lower pH, few DOX molecules are 
adsorbed because of the limited availability of titrated ND sites. At higher pH, enhanced 
adsorption is attributed to a larger availability of titrated ND sites. For the smaller system 
(shown as S in the chart legend) MD simulations are performed for three different percentages 
of functional groups on the ND surface, namely, 30, 20, and 10%. For the larger system (shown 
as L in the chart legend), only the case of the 30% functional group is studied. Reprinted with 
permission from Ref. [72]. Copyright 2011, American Chemical Society.

Doxorubicin (DOX) molecule
(a) (b)

(c)

ND-DOX complex
Nanodiamond (ND)

Porous thin film
0.15g parylene C

Base layer
3.0g parylene C

Figure 9.20 (a) Illustrated schematic of hybrid film patch. NDs and DOX molecules bound through 
physical interactions in various configurations are deposited atop a base layer of parylene. A final 
layer of parylene film is then deposited for additional elution control. (b) Hybrid films with a 10 g 
base layer of varied size and shapes. (c) The patch exhibits innate flexibility and a thin physical 
profile. Reprinted with permission from Ref. [78]. Copyright 2008, American Chemical Society.
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of their surfaces, and the impact that deliberate or spontaneous structural changes have on 
their affinity for different types of interactions. As computational techniques developed, 
improvements to our understanding followed, and simulations were able to systematically 
embrace a greater degree of structural and chemical complexity. In more recent years we 
have developed an appreciation for surface functionalization, and many groups have suc-
cessfully simulated the surface structure and chemistry of NDs under a range conditions.

However, far fewer studies have addressed functionalization and interactions with med-
ically relevant molecules, such as drugs. Since drug delivery is currently one of the hottest 
topics in ND research, and laboratory experiments show such promise, this is surprising. 
NDs have been used in a variety of in vitro and in vivo studies, and with the current com-
putational resources and technology there are numerous opportunities of complement these 
experiments with targeted studies in silico. For example, an important part of any drug 
delivery platform is the stable adsorption of the drug (to carry the payload to site of interest) 
and the selective desorption of the drug (delivery of the payload). Both adsorption and 
desorption can now be simulated with great accuracy.

There are, however, a number of challenges that remain: accurate representation of sol-
vation, the inclusion of weak interactions at an acceptable level of theory, and the dynamics 
of drug/particle and particle/particle interactions. In the past most studies aggressively 
focused on thermodynamic considerations and largely ignored the kinetics. There was also 
a focus on covalent bonding at surfaces, but this is not how drug molecules and NDs 
interact. If it were, the particles would (almost) never deliver their payload. A greater 
emphasis on weak and long‐ranged interactions between NDs and other molecules (and 
particles) is required to take the work outlined in this chapter to the next level, to move 
from simulations of this (very promising) drug carrier to simulations of ND drug delivery.
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10.1 Introduction

Layered double hydroxides (LDHs), also known as hydrotalcite‐like compounds, are anionic 
clay materials. The interest in LDHs has increased rapidly in recent years due to their role in 
a wide range of applications in catalysis [1, 2], photocatalysis [3], heat stabilizers [4], ion 
exchangers [5], biosensors [6], halogen scavengers, medicine [7, 8], and environmental 
remediation [9, 10].

As LDHs exhibit permanent positive charges with a large surface area, a variety of 
anionic organic and inorganic structures can be intercalated into the LDH interlayer. The 
anions in the interlayer gallery are generally exchangeable. Many different kinds of anions 
have been successfully intercalated into LDH, including almost all of the common inor-
ganic anions [11, 12]. Many organic and biomolecular anions, including carboxylates [13], 
benzoates [14], sulfonates [15], amino acids, and peptides [16, 17], as well as nucleotide 
phosphates and DNA chains [18, 19], can be intercalated within the interlayers of LDHs. This 
mechanism of encapsulation of anionic moieties within the positive layers of the inorganic 
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LDH, also known as intercalation of organic and biomolecular molecules, makes LDH an 
excellent delivery carrier for drug and gene therapy applications [19, 20].

Intercalated moieties occupying the interlayer space of LDHs are quite stable in the 
LDH host but can be displaced through anion exchange reactions with anions with much 
higher affinity for LDH that are present in surrounding environments. This property of 
LDHs has been shown to provide sufficient protection [21] and great potential for con-
trolled release properties [22] and is a good parameter especially for site‐specific targeting 
and release into biological systems [23, 24].

LDHs are polycrystalline materials and precise experimental location and structure of 
interlayer anions are extremely difficult to obtain. Experimental techniques like powder 
X‐ray diffraction (PXRD), TEM, and FTIR [11, 23] have been used to characterize the 
structure of the hydrotalcite, but disordering within the poorly crystalline hydrotalcite par-
ticles makes it difficult to fully elucidate interlayer arrangement of the intercalated anions 
and water molecules. However, details of the interlamellar properties of hydrotalcite that 
are difficult to interpret from experimentation can be estimated through the use of compu-
tational chemistry tools based on classical force fields and quantum chemical methods of 
electronic structure calculations and the structure and dynamics of these LDHs evaluated 
on an atomic scale.

It is significant to note that computational methods allow us not only to understand the 
molecular nature of dry LDHs but also to obtain an insight into their structure and 
behavior at different pH levels and in water‐rich environments like aqueous solutions, 
which is difficult to interrogate with experimental methods. Computational methods 
have been utilized to analyze the structure of the hydrotalcite and to understand the 
hydration, swelling, bonding, and energetics of the Mg/Al hydroxide layers and the dif-
fusivity of intercalated anions. The calculation of swelling energetics of LDHs resulting 
in the presence of a distinct minima in the hydration energy indicates the existence of 
energetically well‐defined structural states with specific water content [13, 25] and the 
LDH system is considered to be stable. However, the absence of the well‐defined minima 
with different water content indicates that the LDH would absorb water continuously in 
aqueous suspensions, leading to delamination of the double hydroxide layers and the 
release of anions into solution.

Computational simulations have been used by several groups to determine the stability 
of the LDH structures intercalated with different types of anions ranging from simple 
anions such as NO

3
− [26] to DNA [19] or RNA [27] strands.

This chapter will provide an insight into the different computational methodologies 
used to study the properties and stability of LDH intercalated with different types of 
anions.

10.2 Basic Structure of LDH

The LDH structure is closely related to brucite – Mg(OH)
2
. In a brucite layer, each 

Mg2+ ion is octahedrally surrounded by six OH− ions and the different octahedrons 
share edges to form a two‐dimensional layer, as seen in Figure 10.1. Partial replace-
ments of Mg2+ ions by Al3+ give the “brucite‐like” layers a permanent positive charge, 
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which is balanced by negatively charged anions located in the interlayer region. 
The general formula for LDHs is [M2+

1−x
M3+

x
(OH)

2
][An−]

x/x
.yH

2
O, where M2+ and M3+ 

are divalent and trivalent metallic cations, respectively, and A is an anion of valence n. 
The most studied class of LDHs is Mg

6
Al

2
(OH)

16
CO

3
, due to its use as a pharmaceutical 

antacid, talcid for ulcers and as a product of the alumina industry’s alkaline wastewater 
neutralization process. The interlayer space along with the anions also contains water 
molecules, hydrogen bonded to the hydroxide layer and/or to the interlayer anions. 
Through electrostatic interactions and hydrogen bonds, the layers are stabilized in a 
crystalline form.

10.3 Synthesis of LDH

A common method for the preparation of LDHs is co‐precipitation. Co‐precipitation is 
based on the slow addition of a mixed solution of divalent (Mg2+) and trivalent (Al3+) metal 
salts to an alkaline solution in a reactor, which leads to co‐precipitation of the two metallic 
salts. Formation of the LDH is based on the condensation of hexa–aqua complexes in solu-
tion that form the brucite‐like layers containing both metallic cations. Interlamellar anions 
(such as inorganic [28], organic [15] or biomolecular [24]), either arise from the counter‐
anions of the metallic salts, or anions from the alkaline solution. The precipitated LDH is 
washed at ambient temperature thoroughly with ultrapure water to remove any residual 
salts and air dried or oven dried overnight.

The structural characterizations of the dried samples are generally achieved by PXRD, 
Raman, and IR spectroscopy [29]. However, details of the interlamellar properties of LDH 
and the interaction between the anions and the LDH layer are difficult to interpret from 
experiments.

Figure  10.1 Hydrotalcite 9 × 10 × 2 supercell intercalated with CrO4
2− anions and water 

molecules. Green balls represent Mg atoms, pink = Al, red = oxygen, gray = hydrogen, and 
blue = chromium (see color plate section).
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10.4 Molecular Modeling Methodology

The molecular modeling approaches taken to understand the interaction of LDHs with 
four different types of intercalates will be explained in the following four subdivisions of 
this section.

1. Intercalation of oxymetal anions
2. Intercalation of organic anions
3. Intercalation of siRNA
4. Intercalation of DNA.

The methodology described for oxymetal anions [25] and siRNA [27] intercalation is original 
work where the authors are involved, while the work on organic anions [13, 30] and DNA 
[19] is from other research groups.

10.4.1 Intercalation of Oxymetal Anions into LDH

Here we highlight the general computational methodology that has been used by several 
research groups [13, 19, 25, 27, 31] to model LDH systems. The methods used by Murthy 
et al. will be discussed specifically to understand the interactions between the LDH layers 
and the intercalated anions and the water molecules in the gallery space. Properties and 
predictions that can be made from molecular dynamics (MD) computational simulations 
will be discussed using carbonate and chromate ions intercalated to LDH.

The model’s initial crystal structure was obtained from the previously reported crystal 
structure of hydrotalcite, Mg

4
Al

2
(OH)

12
CO

3
·3H

2
O. The unit cell of the host structure is 

trilayer, the space group is R‐3 m with triclinic cell and lattice parameters a = b = 3.054 Å, 
c = 23.772 Å; α = 90°; β = 90°; γ = 120°. After removal of CO

3
2− anions and H

2
O molecules, 

a supercell consisting of 9a × 10b × 2c unit cells was built with lattice parameters 
9a = 27.486 Å, 10b = 30.54 Å, and 2c = 15.848 Å. Mg and Al atoms were randomly distrib-
uted to obtain the Mg/Al ratio 2 : 1, each hydroxide layer containing 30 Al and 60 Mg, with 
a charge on each layer of 30 +e. Anions totaling to a charge of 30 −e (15 CO

3
2− or 15 CrO

4
2− 

ions) were randomly introduced between two host layers. Each super cell (Figure 10.1) 
constructed in this way has two metal–hydroxide layers and two interlayer galleries, with 
oxide anion (CO

3
2− or CrO

4
2−) charges totaling up to 30 −e and a variable amount of water 

molecules, 30n, where 0 ≤ n ≤ 15 (450 water molecules). The typical structural formula of 
the 2 : 1 Mg/Al hydrotalcite is Mg

2n
Al

n
(OH)

8
Ax− · nH

2
O.

Molecular dynamic simulations were performed using Forcite in Material Studio (MS) 
[32] 4.4 and 5.5. COMPASS Force Field [33], which is a general ab initio force field) was 
used for all geometry optimizations and MD simulations. COMPASS is the first high‐
quality general force field that consolidates parameters for organic and inorganic materials 
previously found in different force fields. COMPASS force field was assigned to all atoms 
in the LDH, water, and anions (CO

3
2− or CrO

4
2−).

Layer charge can have a major influence on the anion packing mode in the interlayer. 
Hence charges for the LDH and water molecules were modified according to the CLAYFF 
force field of Cygan et al. [34, 35], which is designed to give accurate results for LDH 
material. Partial charges on all atoms of anions in gaseous and aqueous phase were cal-
culated by DFT methods. IEF‐PCM [36], the default solvation method implemented in 
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Gaussian 03 (G03), was used to calculate the geometry and partial charges of anions in 
aqueous solution. Geometry optimizations and population analysis of the anions were 
obtained by using the B3LYP [37, 38] method and the LANL2DZ [39] basis set, suitable 
for transition metals [40]. The LANL2DZ basis set consists of 6–31G like functions for 
nontransition metal atoms and a valence double‐zeta basis set for 3s, 3p, 3d, and 4s electrons 
and orbitals along with an effective core potential [41] for the metal. These computations 
were carried out using the G03 program [42]. Partial charges were obtained from Natural 
Population Analysis (NPA) [43] using the NBO program in G03.

Geometry optimizations of the hydrotalcite intercalated with anions and water molecules 
were carried out prior to MD simulations. The electrostatic and van der Waals energies were 
calculated by the Ewald summation method and minimizations carried out by a Quasi‐Newton 
procedure. Periodic boundary conditions were applied in three dimensions so that the simula-
tion cell was effectively repeated infinitely in each direction. Initially the host layers in the 
supercell were held as rigid units, allowing the lattice parameter c (gallery height) to vary. The 
structures of the anions were also held rigid. This enabled the mutual positions of the host 
layers and positions and orientations of the guests (anions and water molecules) to vary and 
optimize to a minimum with respect to each other. These optimized structures were then used 
as the starting configurations for the MD simulations, performed in the NVT ensemble (constant 
volume/constant temperature) where atoms in both the host and guest layers were released. 
Since all atoms in each system were completely free to move during these simulations, using 
the constant volume modeling approach with a fixed cell shape did not introduce significant 
limitations to the resulting interfacial structure, dynamics, and energetics of water.

For all simulations MD simulations were performed in the NVT ensemble at 300 K with 
a time step of 1.0 fs. An initial MD simulation of 30 ps was carried out using an Andersen 
thermostat for equilibration of thermodynamic parameters, followed by 200 ps simulations 
with a Nosé thermostat for different hydration states, n, of the system.

Hydration energies (HE) are found to be an effective measure of the affinity of water for 
the interlayer [13, 25, 44, 45]. Hydration energy of a system is defined as,

 
U N

U N U

NH w

H w

w

( )0
 (10.1)

where N
w
 is the number of water molecules, and U(N

w
) and U(0) are the total potential 

energies of the system with N
w
 and zero water molecules, respectively.

Further, to study the interactions of water molecules and anions in bulk water (i.e., 
aqueous suspensions) 450 water molecules were placed in each interlayer space and longer 
NVE ensemble MD simulations of 400 ps duration (including an initial 50 ps time for equil-
ibration) were carried out to calculate the mean square displacement (MSD), self diffusion 
coefficient, and concentration profiles.

10.4.1.1 Modeling Results and Discussion

Optimized structures, where intercalated anions as well as water molecules were allowed 
to relax, but with fixed LDH layers, are shown in Figure 10.2.

In carbonate‐LDH the trigonal planar CO
3
2− ions lie horizontally in the interlayer in the 

absence of water molecules. As the number of water molecules is increased, they orient 
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themselves perpendicularly to the LDH layer. In the chromate, the tetrahedral CrO
4
2− ions have 

two orientations in the absence of water molecules. One orientation has three oxygen atoms 
forming hydrogen bonds with one LDH layer and the fourth oxygen with the other LDH layer. 
The second orientation has two oxygen atoms each hydrogen bonding with OH groups of the 
LDH layer. As the water content in the interlayer is increased the d‐spacing increases very 
slowly as the water molecules fill the empty space between the anions and form hydrogen 
bonds with the oxygen atoms of the anion and the hydroxide groups in the LDH (Figure 10.2e,f).

As shown in Figure 10.3, once the water content is above n = 2 a new water layer is 
formed and the d‐spacing takes the pop and fill pattern (Figure 10.4) with increasing water 

(a) (b)

(c) (d)

(e) (f)

Figure 10.2 Energy minimized structures of 2 : 1 HT intercalated with carbonates (a,c,e) and 
chromates (b,d,f) with increasing number of water molecules: (a,b) n = 0; (c,d) n = 3 (90 water 
molecules in each interlayer); (e,f) n = 15 (450 water molecules in each interlayer). Reprinted 
with permission from Ref. [25]. Copyright 2011, American Chemical Society.



Molecular Modeling of Layered Double Hydroxide Nanoparticles for Drug Delivery 203

content. Carbonate‐LDHs show a slightly different trend in the beginning as they switch 
from lying horizontal, that is, parallel to the metal hydroxide layer until n = 2 to a perpendic-
ular position afterwards, but continuing with the pop and fill pattern. The water molecules 
form highly ordered layers with oxygen atoms orienting toward the LDH layer and 
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hydrogen atoms orienting away from the hydroxide layers. This in turn induces further 
ordered water (OW) layers away from the LDH layer. However, as the distance of the water 
layers from the LDH layer increases, disorder increases. The average distance between the 
H atoms in the LDH layer and the oxygen atoms of the first OW layer, water is around 
1.80−1.90 Å.

HEs computed are plotted against the number of water molecules (n) per charge on the 
LDH layer in Figure 10.4. Similar to most of the previous studies on organic anions [13], 
hydration energy shows the largest negative values at low water content and increases as 
the water content increases. The hydration energy (Equation 10.1) has several components, 
including: the potential energy of interlayer water; the effects on the potential energy of 
changing interactions of the hydroxide layers with themselves and anions, and the anions 
with themselves. Hydration energy is therefore the sum of energy required to expand an 
equilibrium structure to create additional interlayer space for more water molecules and the 
energy gained due to the presence of additional water molecules, rearrangement of inter-
layer species, reformation of the hydrogen bonding network, and equilibration of the 
system in a new hydration state. A minimum if observed in the hydration energy on addition 
of water molecules indicates a preferred hydration state of the system. This can be inter-
preted as arising from the well‐developed hydrogen‐bonding network as more water mole-
cules are added.

The ΔU
H
(N

w
) values increase rapidly with increasing water content. Chromate‐HTs exhibit 

a decrease in hydration energy after n = 2, with a minimum at n = 3.5, while carbonate‐HTs do 
not exhibit a minimum, but only a plateau between n = 3 and n = 4. Comparing this with 
results in Figure 10.3, it is seen that the minima coincide with plateauing of the d‐spacing or 
filling up of the first OW layer. After n = 5, as the water content further increases, the ΔU

H
(N

w
) 

values increase at a very slow rate and plateau almost parallel to each other. The HE of both 
Huntingtons (HTs) approach the bulk water potential energy value (~−10 kcal/mol [13, 44]). 
Carbonate‐HT has a lower ΔU

H
(N

w
) value compared to chromate, which indicates its stronger 

affinity to water at all phases of water content.
To model the relative positions of the anions and water molecules in water‐rich environ-

ments such as high humidity conditions or in aqueous suspensions, longer simulations are 
carried out with 450 water molecules in each interlayer. The atomic density profiles along 
the z‐direction, obtained from 500 ps of fully relaxed (NVE ensemble) MD simulations of 
the LDH with 450 water molecules in each interlayer is shown in Figure 10.5.

Water molecules form two distinct OW layers in all LDHs. Results show that most of the 
anions (represented by the blue line) prefer to position themselves close to the first OW 
layer. The chromate anions are found to be positioned between the first and the second OW 
layers. One or three oxygen atoms are in plane with the first OW layer and form hydrogen 
bonds with both the water molecules and the LDH layer, while the remaining oxygen atoms 
(three or one) are situated in the second OW layer. The majority of the anions prefer the 
orientation where the three oxygen atoms are in the first OW layer. As a result, the metal 
atom of the anion is located just above the first OW layer, as seen in both Figure 10.2 and 
the atomic density profiles in Figure 10.5.

The carbon and oxygen atoms in the planar carbonate ions orient themselves parallel 
to the LDH layer and along the first OW layer in the water‐rich LDHs, but in the 
preferred or optimal water content situations (Figure 10.2c) they are found to orient 
predominantly perpendicularly to the LDH layer. Simulations indicate that in general 
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the chromate ions are found only in the first OW layer. In comparison, the majority 
of the carbonate ions are also found in the first OW layer, but some are found in the 
second OW layer.

To study the relative mobility of the anions, self diffusion coefficients (D) were calcu-
lated from the MSDs of anions and water molecules in different OW layers; and in the 
middle of the interlayer space using fully relaxed NVE models, with MD simulation of 
300 ps, at 300 K. Calculated D from the simulations are presented in Table 10.1 and plotted 
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Figure 10.5 Atomic density profiles along the z‐direction of supercells obtained from 500 ps 
of fully relaxed MD simulations of the LDH with 450 water molecules in each interlayer. 
Reprinted with permission from Ref. [25]. Copyright 2011, American Chemical Society.
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in Figure 10.6 for comparison. MSDs were also calculated for the optimal or preferred 
water states for all LDHs (Table 10.2).

The results indicate that the self diffusion coefficient (D) of anions increases as the distance 
of the anion from the LDH layer increases. The diffusion of water molecules in various ordered 
and disordered layers follows the same trend. The bulk water self diffusion coefficient 

Table 10.1 Self diffusion coefficient (D) of anions and water molecules in bulk water (450 
water molecules in each interlayer) calculated from fully relaxed MD simulation for 300 ps, at 
300 K.

Self diffusion coefficient (cm2/s)

2‐ to 1‐LDH CO3
−2 CrO4

−2

Ions in layer 1 2.02 × 10−7 7.84 × 10−7

Ions in midgallery 1.11 × 10−6 —
Water in layer 1 7.34 × 10−6 8.90 × 10−6

Water in layer 2 1.72 × 10−5 2.17 × 10−5

Water in midgallery 1.89 × 10−5 2.34 × 10−5
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Figure 10.6 Comparative self diffusion coefficient (D) in cm2/s of anions and water molecules 
calculated from fully relaxed MD simulation for 500 ps, at 300 K for LDHs.

Table 10.2 Self diffusion coefficient (D) of anions and water molecules in preferred water 
state LDHs calculated from fully relaxed MD simulation for 300 ps, at 300 K.

Self diffusion coefficient (cm2/s)

CO3
−2 Water CrO3

−2 Water

2 : 1 LDH 6.67 × 10−9 1.50 × 10−7 3.00 × 10−8 4.02 × 10−7
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calculated under the same simulation conditions [as stated in the theoretical methods 
 section (at 300 K)] is determined to be 3.2 × 10−5 cm2/s. This value of D is slightly higher 
than the experimental self diffusion coefficient of water between 298 and 305 K, reported 
as 2.3 × 10−5 to 2.9 × 10−5 cm2/s [46, 47]. A D value of 3.2 × 10−5 cm2/s using COMPASS FF 
has also been observed elsewhere [48]. Simulations were also run for salt solution (MgCl

2
) 

of the same ionic strength as the LDH systems studied here. The calculated D for the salt 
solution was found to be 2.34 × 10−5 cm2/s. D values were calculated from MSDs for the 
optimal or preferred water states (see Figure 10.4) for all LDHs.

The preferred hydration states are tabulated in Table 10.3. The water molecules in these 
states are found to form two water layers (as shown in Figure 10.2c,d), forming a network 
of hydrogen bonds with the H atoms on the metal hydroxide layer. The anions are found to 
position themselves between these two water layers with the oxygen atoms embedded in 
the water layers.

The relative mobility of the anions and water molecules in the interlayer of hydrotalcites 
in water‐rich environments, such as aqueous suspensions, can be studied by comparing the 
self diffusion coefficients (D). Chromate ions have a smaller D value (Figure 10.6) com-
pared to carbonate ions. Water molecules in the first OW of chromate‐HT are also less 
 mobile than waters in the first OW layer of carbonate‐HT. The ions in the first layer are 
 stabilized by forming stronger hydrogen bonds with the metal hydroxide layer. A few 
 carbonate ions are found to migrate to the middle of the gallery, forming hydrogen bonds 
with the water molecules.

Hydration energy calculations performed with different water contents show a minimum 
for chromate‐LDH and it is found to be lower than the corresponding carbonate system in 
the same water regime, indicating that there is a greater degree of stabilization of chromate‐
LDH in the preferred hydration state. This well‐defined minimum in the hydration energy 
of chromate‐LDH suggests that it has an energetically well‐defined structural state at 
specific water content and that chromate‐LDH is stabilized by the formation of hydrogen 
bonds between the metal hydroxide and chromate ions with the water molecules.

10.4.2 Intercalation of Organic Anions into LDH

Kalinichev et al. [30] and Kumar et al. [13] performed MD computer simulations to 
investigate the interlayer expansion, HEs and effects of hydrogen bonding on the prop-
erties of Mg

x
Al

y
‐LDHs intercalated with mono‐ and polycarboxylate anions such as 

formate, acetate, propanoate, lactate, citrate, and glutamate anions over a wide range of 
water contents.

Table 10.3 Comparison of water content (n) in preferred hydration states along with total 
number of water molecules and anions in each interlayer.

Anions

2 : 1 HT

n H2O molecules Anions
O atoms 
in anions

Total O atoms 
(H2O + anion)

CrO4
2− 3.5 105 15 60 165

CO3
2− 3.5 105 15 45 150
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For modeling the interactions of the LDH layers with the intercalated organic acids they 
used CLAYFF force field to describe the interatomic interactions of the LDH layers, the SPC 
model for water, but used the CVFF force field [48] to describe the organic acid anions, which 
has proven to provide reliable molecular description of various organo‐inorganic systems 
[37, 38, 49, 50]. They used the OFF module of the Cerius2 molecular modeling package in 
all simulations. The MD results were analyzed to obtain the basal spacing (d‐spacing) and 
compute the HEs similar to the above section on chromate‐LDHs. Figure 10.7 is obtained 
from the Kalinichev et al. [30] result section.

Unlike the chromate ions the HEs of the organic acid anions, as shown in Figure 10.7, 
do not exhibit distinct minima and indicate the absence of any stable well‐defined struc-
tural states in these materials at any specific hydration level. It also suggests that LDHs 
intercalated with such organic anions, unlike most inorganic‐intercalated LDHs, absorb 
water in a continuous fashion in water‐rich environments and are found to be consistent 
with experimental observations of the expansion, exfoliation, and delamination of various 
organic‐intercalated LDHs in aqueous solutions [17, 20–22, 26, 51].

Kalinichev et al. suggest that the swelling behavior of all these phases is due largely to 
the affinity of the –COO− groups for H‐bonds donated by water molecules, which can 
better solvate them in well‐integrated H‐bond network than the fixed –OH sites of the 
hydroxide layers. Thus, the H‐bond network is much better interconnected and less strained 
when water is present than in the dry phase.

The higher‐charge anions like citrate (3−) or glutamate (2−) exhibit superior swelling 
behavior, that is, more negative HE compared to the LDHs intercalated with monocarbox-
ylic anions, resulting slower basal expansion under hydration. Hence they suggest that the 
swelling behavior of LDHs in water can be improved by starting with larger interlayer 
anions containing multiple carboxylic groups.
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Figure  10.7 Hydration energy of formate, acetate, propanoate, citrate, and glutamate‐
intercalated Mg, Al‐LDH as a function of water content in the interlayer [30]. Reprinted from 
Ref. [30] with the permission of Taylor and Francis Ltd, www.tandfonline.com.
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10.4.3 Intercalation of siRNA into LDH

The intercalation of small interfering RNA (siRNA) into LDH for gene therapy applications 
has shown great potential in recent years. The introduction of small interfering RNA into 
neurons potentially allows the treatment of HT disease through RNA interference to silence 
the HT gene [20]. The LDH system has been identified as a promising candidate to create 
a delivery system that will be able to carry the interfering RNA across the blood–brain 
barrier and into affected neurons. Interestingly, the RNA World hypothesis postulates that, 
since RNA itself can act as a catalyst (in addition to carrying genetic information), the ear-
liest forms of life were built upon RNA [33]. Deep ocean hydrothermal vents have been 
suggested as possible sources for precursors of prebiological molecules, and clay‐like par-
ticles present may have acted as structures to support and protect the nucleic acids formed 
from the elevated temperatures and pressures around these vents.

Hence, understanding on the atomistic level both the structure and dynamics of RNA 
molecules intercalated within LDH layers can give a clearer picture of their role and 
function as therapeutic agents in gene therapy applications, as well as their possible role in 
prebiotic synthesis.

Xu et al. addressed this by a combination of experimental approaches and MD simulations, 
first by studying a simpler LDH‐sulfonate system [15, 31] and then extending to the prepara-
tion and characterization of LDH‐siRNA nanoparticles [20, 27]. Their experiments showed 
that the average sizes of LDH nanoparticles were about 100 nm and the nanoparticles were 
MgAl‐LDH‐type materials. Based on the zeta potential values of the nanomaterials, it was 
estimated that over 85% of the total absorbed RNAs were intercalated into the interlays of 
LDH due to the electrostatic interaction between the nanomaterials and nucleic acids [20]. 
LDHs are polycrystalline materials and precise experimental location of interlayer RNA 
anions is extremely difficult to obtain. Computer simulations were conducted to provide an 
insight into the structure and stability of siRNA while intercalated in layered materials to 
complement the limited information that could be obtained from experiments.

Using MD simulations, both the structural and the dynamical details of the LDH‐siRNA 
hybrid system were investigated. A combination of CLAYFF and COMPASS force fields 
were used to obtain the simulations [27].

The siRNA molecule was optimized and introduced into the central LDH interlayer. The 
sequence of 21 bp siRNA was taken from an earlier study [49] and is as follows:

 ● Sense 5′‐GCAACAGUUACUGCGACGUUU‐3′
 ● Antisense 3′‐UUCGUUGUCAAUGACGCUGCA‐5′

Both 3′‐terminal UU of the RNA duplex were cut to form a canonical RNA duplex and then 
A‐RNA and A′‐RNA was generated in the NUCGEN module of AMBER. The phosphate 
groups of all RNA strands were unprotonated with a unit negative charge. The Discover 
module in MS 4.4 was employed to perform MD simulations. The MSD, self diffusion 
coefficient and concentration profiles, and so on, were calculated using the analysis part of 
the Discover module in MS 4.4 using the trajectory files generated from 500 ps fully relaxed 
MD simulations. Figure 10.8 shows the minimized structure for partially constrained 
hybrid systems.

Inspection of the structures for the hybrid system, as shown in Figure 10.8b, shows that 
the RNA double helix orients parallel to the hydroxide layers. Compared with the structures 
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“as built” or the gas phase optimized structures, there are additionally strong duplex‐RNA 
deforming characteristics in the presence of LDH.

Figure 10.9 shows the atomic density profiles orthogonal to LDH layers for selected 
atoms in the hybrid systems. These analyses are based on trajectories from 500 ps of fully 
relaxed MD simulations for the LDH‐siRNA hybrid system at 300 K. From this figure we 

(a) (b)

Figure 10.8 A‐RNA plus LDH system prior to relaxation [27]: (a) water molecules omitted for 
clarity; (b) with water molecules. (Reprinted from Ref. [27] as per MDPI open access policy.)
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Figure 10.9 Atomic density profiles for: (a) LDH + A‐RNA and (b) LDH + A′‐RNA. The solid 
line represents Mg atoms in the LDH layer, the long dashes line represents the oxygen atoms in 
the LDH layers, the short dashes line represents oxygen atoms of water, the medium dashes line 
represents oxygen atoms of phosphate groups in siRNA, the dotted line represents Cl anions, 
and the dash dot dash line represents P atoms in siRNA. (Reprinted from Ref. [27] as per MDPI 
open access policy.)
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can see the hybrid system still has a well‐defined structure, with oxygen atoms of OH in the 
LDH layer closest to the Mg/Al sheet (the z distance is zero for the first Mg/Al sheet in 
LDH layer), followed by oxygen atoms of water as well as oxygen atoms in the phosphate 
groups in siRNA, and finally the P atoms of phosphate groups in siRNA. The z distance of 
some oxygen atoms in water and in the phosphate groups of siRNA are actually very close, 
and can be regarded as the same layer in general. Our results indicate that Cl− anions in the 
two edge LDH layers are well structured due to their sharp peaks (together with water mol-
ecules to form one single layer), followed by Mg atoms in the LDH layers, and then by P 
atoms in the phosphate groups of siRNA. Finally the water molecules in the central layer 
are less structured, albeit demonstrating some peaks in their distribution.

Analysis of dynamic properties, like self diffusion coefficients (D), for the intercalated 
siRNA and water can provide some useful information for the stability of the hybrid system, 
which is in turn very important for the efficient delivery of siRNA using LDH nanoparticles 
as carriers.

The A‐form and the A′‐form RNA self diffusion coefficient D was found to be 
7.24 × 10−8 cm2/s and 4.24 × 10−8 cm2/s, respectively at 300 K. However, the variability in 
the D values of A‐RNA and A′‐RNA seen in LDH was not observed in water. The diffu-
sion coefficients of siRNA are generally one order smaller than the constrained water 
molecules in the LDH layers, therefore they are much more stable when complexed with 
LDH layers. This stability is required for siRNA to be protected in the delivery processes, 
using nanoparticles as carriers, but needs to be released once siRNA reaches the target. 
Strong interaction between carrier and nucleic acid will hinder the release of the gene 
from the complex in the cytosol, thereby adversely affecting transfection efficiency [26]. 
However, for MgAl‐LDH‐siRNA systems, the release of siRNA can be achieved by an 
acidic environment such as in the later endosomal or lysosomal compartment (i.e., a 
change in pH to 3.0–5.0), which promotes hybrid disruption and the release of DNA from 
the complexes. In the acidic environment, ions such as Mg2+, Al3+, Cl−, and siRNA are 
released and small ions, like Na+, K+, and Cl−, may leave the cell through the so‐called ion 
tunnels. MgAl‐LDHs therefore have the right balance between chemical stability and bio-
degradability, and thus are very promising for cellular delivery.

Parallel simulations were performed for both A‐RNA and A′‐RNA forms as a probe of 
the ability of the LDH‐intercalated environment to support structural diversity in RNA. 
These two crystalline forms differ in the degree of helical twisting. The diffusion coeffi-
cients are distinctly different and the structures, as parameterized by the major groove 
width averaged along the length of the strand, are clearly distinguishable by simulations.

Molecular modeling revealed the arrangement of the guest RNA, layer stacking and 
spatial distribution of water molecules in the interlayer gallery of the host structure. The 
simulations showed that RNA double helices are oriented parallel to the hydroxide layers. 
Due to strong electrostatic forces acting between the LDH sheets with permanent positive 
charge and the intercalated RNA, the siRNA molecules have apparent deformations com-
pared to siRNA in bulk water. The LDH layers also adjust their structure in order to host the 
siRNA molecules, but the hybrid system still has a well‐defined layered structure despite the 
distortions observed. This work supports the concept that clay‐like particles may have acted 
as hosts which support and protect diverse RNA structures once formed. These findings also 
support the proposal that the MgAl‐LDH host is potentially a good candidate for the delivery 
of functional oligonucleotides such as RNA for gene therapy applications.
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10.4.4 Intercalation of DNA into Layered Double Hydroxides

DNA also exists in closed double stranded (ds) loops, called plasmids, which are com-
monly used in gene therapy. Plasmids can exist as supercoiled structures, which often form 
when the DNA strand is under a twisting strain. The experimental synthesis technique 
employed when making hybrid LDH‐DNA systems has been shown to dictate the size of 
intercalated DNA [50]. LDHs have been found to intercalate larger linear and plasmid ds 
DNA between 100 and 8000 bp long using the co‐precipitation method [50]. This method 
directly forms LDH around DNA, as opposed to anion exchange of DNA into pre‐existing 
LDHs [51].

To provide an insight into the structure and stability of DNA while intercalated in lay-
ered materials is very difficult to obtain from experiment. Thyveetil et al. [19] performed 
large‐scale molecular dynamic simulations to extract detailed information on the structure 
and dynamics of DNA intercalated within Mg

2
Al‐LDH, as well as to see how the material 

properties of Mg
2
Al‐LDH are modified when intercalated with DNA. They used four dif-

ferent DNA molecules starting from 12 to 480 bp to simulate intercalation into LDH. The 
models of LDH they used were created by replication of the primitive crystallographic 
cells. The aim was to measure the in‐plane elastic coefficients, so the simulation cell was 
replicated laterally along the basal plane, rather than increasing the thickness of the LDH. 
Figure 10.10 shows the initial structure of the DNA molecule intercalated LDH system.

The Amber ff99 force field was used to obtain parameters for the partial charges and 
bonded interactions within DNA molecules, while the ClayFF force field furnished param-
eters for atoms within LDH. Water molecules were described using the flexible single‐point 
charge (SPC) model. In addition to ambient conditions of 300 K and 1 atm, simulations were 
run at higher temperatures and pressures aiming to reproduce the high temperatures and 
pressures around deep ocean hydrothermal vents. Although detailed structural information 
may be less reliable at higher temperatures and pressures, the simulations are expected to 
provide valuable insight into the behavior of LDH‐DNA systems.
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Cl– and water
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Figure  10.10 Initial structure of LDH intercalated with DNA molecule with 12 bp [19]. 
Magnesium, aluminum, chlorine, phosphorus, carbon, and nitrogen atoms are represented as 
light‐gray, pink, green, yellow, dark‐gray, and blue spheres, respectively. Oxygen and hydrogen 
atoms have been removed in order to aid viewing. Reprinted with permission from Ref. [19]. 
Copyright 2008 American Chemical Society (see color plate section).
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Simulations of 1 ns were performed following energy minimization and thermalization. 
Simulations run at 300 and 350 K were maintained at 1 atm pressure, the 400 K simulation 
was kept at 50 atm pressure, and the 450 and 500 K simulations were held at 100 atm. A 
control simulation of DNA in bulk water was also studied under ambient conditions and at 
higher temperatures and pressures. The systems were judged to have reached equilibration 
before 500 ps by monitoring the potential energy and the cell parameters.

Root mean square deviation (rmsd) and the radius of gyration were obtained from simu-
lation results. While rmsd quantifies the variation of the DNA from its initial structure and 
hence can be used to measure the structural stability, the radius of gyration quantifies how 
much stretching or compression the DNA molecules undergo.

The rmsd is calculated using:
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where r is the current position of atom i and r i,0 is its initial position. The summation is 
carried out over all N DNA atoms.

The radius of gyration is calculated using:
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where r is the mean position of all N DNA atoms.
The elastic properties of clay sheets can be determined theoretically through uniaxial 

expansion and contraction of the simulation cell. The elastic modulus tensor, S
ijkl

 is defined 
by the three‐dimensional version of Hooke’s Law:
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where σ
ij
 and ε

kl
 are elements of the stress and strain tensors, respectively. The atomic coor-

dinates are rescaled in order to fit the new geometry of the simulation box.
Simulations and analysis conducted by Thyveetil et al. showed that strong electrostatic 

forces act between LDH and DNA. This makes the intercalated DNA molecules to be sig-
nificantly restricted in movement compared to DNA in bulk water. Structural analysis of 
intercalated DNA molecules averaged over 1 ns indicates that the motion of phosphate 
groups in the DNA backbone is extremely restricted, as compared to simulations of DNA 
in bulk water. The hydration energy values demonstrate that hydration plays a crucial part 
in the stability of the molecule. When no water molecules are present, all Watson–Crick 
hydrogen bonds are disrupted. The basal spacing is dependent on the extent of hydration of 
the interlayer, which can be seen by steps in the swelling curve, corresponding to the 
formation of water layers.

Simulations performed by increasing the temperature and pressure suggest that the struc-
ture of DNA is stabilized by intercalation. Simulations at higher temperatures demonstrate 
an increase in average rmsd relative to their initial structure. There is some difference in the 
behavior of larger and smaller systems so far as the effect of temperature on the number of 
Watson–Crick base pairs is concerned. When DNA containing 108 bp is subjected to higher 
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temperatures and pressures, an increase in the LDH basal spacing is observed, together with 
an increase in the number of Watson–Crick hydrogen‐bonded base pairs, whereas the 
number of Watson–Crick hydrogen‐bonded base pairs decreases when present in bulk water. 
This indicates that DNA intercalated into LDHs has enhanced structural stability. Moreover, 
the largest LDH‐DNA model, containing a DNA plasmid with 480 bps, exhibits larger 
amplitude height fluctuations in the LDH sheets than are seen in smaller models. The 
Young’s moduli of these LDH‐DNA systems decreases in all three dimensions, showing that 
the system becomes more flexible.

Hence it is evident that simulations provide some support for the origins of life theory 
that LDHs could have acted as a protective environment for the first nucleic acids in 
extreme environmental conditions, such as those found around deep ocean hydrothermal 
vents. The simulations also indicate that plasmids are structurally supported when interca-
lated under ambient conditions, explaining the high efficacy rate of LDHs in gene transport 
observed experimentally.

10.5 Conclusions

In this chapter we have summarized the molecular modeling approaches taken to under-
stand the interaction of LDHs with four different types of intercalates. All four modeling 
studies show that the combination of experimental work and MD modeling approaches are 
highly effective in examining the structure and dynamics of ionic and molecular species in 
the interlayers of the LDH material.

The CLAYFF force field [34] used in all four simulations (in combination with other force 
fields for intercalates) produces results that are in good agreement with experimentally mea-
sured PXRD and vibrational spectra for LDH. Results show that molecular modeling aids 
significantly to probe the intermolecular and H‐bonding interactions that dominate the LDH 
materials and help understand the atomic/molecular motions present in these complex situ-
ations. Molecular modeling simulation provides further evidence that LDH material can be 
used as an effective drug delivery material for small molecules up to large biomolecules.
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11.1 PEGylation in Drug Delivery

Fundamentally, pharmaceutical research concerns the development of new drug molecules. 
Molecules are found which can be synthesized, perform a specific function at a specific 
place in the body, have a solubility profile that allows them to be carried through the 
bloodstream to this location, and at their efficacious dose have a level of side effects and 
toxicity that is tolerable. Drug molecules would be made based on this compromise, with 
the dosage set according to the maxim of Paracelsus: “Dosis facit venenum” – the dose 
makes the poison. Within this paradigm drug design is essentially a balancing act. The drug 
molecule enters the body and diffuses, hopefully to reach the desired location intact, in 
significant quantities to have the desired effect. At the same time it is hoped that the drug 
does not build up in sufficient quantities in areas of the body where any undesired effect 
could occur, resulting in intolerable side effects. In many cases drugs that are extremely 
effective (once they reach their target) cannot be administered in such a fashion since this 
balancing act is not achieveable. This can arise either due to drug toxicity, or as a result of 
the drug target area being extremely difficult to reach.

Recent developments in pharmaceutical research have allowed us to move beyond this. 
Specific mechanisms can be developed to: (i) target the drug molecule to the specific area 
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of the body that one desires to reach and (ii) prolong the bloodstream circulation of the 
drug by interfering with its uptake by the reticuloendothelial system (RES): that is, targeting 
and protecting. This can be achieved either through the creation of drug nanocarriers, or 
through the conjugation of the drug molecule with another molecule that protects and/or 
targets the drug.

Drug nanocarriers, also referred to as “nanovectors” [1], are nanoscale (100 nm diameter) 
devices that encapsulate, protect, and in some cases target drug molecules. Drug nanocar-
riers have been used successfully for many different therapeutic applications, including 
combating infectious agents [2], cancer therapy [3, 4], medical imaging [5, 6], gene therapy 
[7], and delivery of protein and peptide‐based drugs [8]. While there are several forms of 
nanocarriers [3, 4], for example, liposomes, polymeric micelles, dendrimers, and nanopar-
ticles, they all have a common basic structure. They are composed of: (i) a core compartment 
where the drug to be delivered is stored, (ii) a protective “stealth sheath” composed of poly-
mers tethered to the nanocarrier core, and (iii) possibly targeting moieties conjugated to the 
ends of some of the protective polymers, to enable targeting to specific cell types. The exact 
same effect can be achieved when the drug is conjugated to a single polymer: the polymer 
can wrap around the drug, creating the same effect as the stealth sheath of the nanocarrier. 
In addition the polymer can in turn be functionalized, with one end of the polymer bound 
to the drug molecule and the other bound to a targeting moiety, thus achieving targeting as 
well as protection.

The current gold standard regarding the polymer used to form the protective “stealth 
sheath” is poly(ethylene) glycol (PEG). The monomer of PEG is comprised of a nonpolar 
ethylene group (C

2
H

4
) and a polar oxygen atom. As a result, PEG, in addition to being 

highly water soluble, is also soluble in a wide variety of both polar and nonpolar solvents 
[9]. The PEG polymer shows little toxicity, is rapidly cleared from the body without struc-
tural change [10], has good excretion kinetics, and lacks immunogenicity. As a result PEG 
has been approved by the United States Food and Drug Administration (FDA) for internal 
use. When PEG is either covalently bound to a drug molecule, therapeutic protein, or surface 
of a nanocarrier, the alteration is known as “PEGylation” and the molecule or nanocarrier to 
which the PEG is conjugated is “PEGylated.” PEGylation increases the bloodstream 
circulation time mainly as a result of steric shielding [11–16]. In addition to the “stealth” 
effect of decreased clearance and immunogenicity resulting in increased bloodstream life-
time, PEGylation has also been shown to result in other beneficial effects. These include an 
altered biodistribution that results in a higher drug concentration at the site of action [17, 18], 
an increase in the enhanced permeability and retention effect [10], an altered membrane 
 permeability [19, 20], and an increase in the drug concentration at the site of action [18].

The role of PEGylation in drug delivery is covered in many review articles [10, 12, 
21–32]. The first successful application of PEGylation was achieved by Davies and 
Abuchowski in 1977 [33, 34]. This involved the PEGylation of two bovine proteins: bovine 
serum albumin and bovine liver catalase. Davies and Abuchowski were able to show that 
PEGylation resulted in both a decrease in immunogenicity and an increase in blood 
circulation time. Currently there are ten PEGylated drugs in clinical practice [31]. In addition 
to proteins [35] and other drug molecules, [36] PEGylation has been used successful in drug 
delivery liposomes (DDLs) [37, 38] and nanoparticles [39].

Liposome‐based systems have been used in drug delivery since the 1970s [40]. A liposome 
consists of a phospholipid bilayer (membrane) formed into an enclosed sack. As such they 
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are extremely versatile drug delivery vectors, as they are capable of transporting both 
hydrophobic drugs within the liposome membrane and hydrophilic drugs within the 
internal liposome cavity. Arguably the most successful application of PEGylation is the 
drug Doxil [41], the drug doxorubicin encapsulated in a PEGylated liposome. PEGylation 
of a DDL is achieved through attaching the PEG to the headgroups of a subset of the phos-
pholipids from which the liposome is composed. For the case of Doxil, 5 mol% of the 
phospholipids have their phosphatidyl choline (PC) headgroup replaced by a phosphatidyl 
ethanolamine – polyethylene glycol (PE‐PEG) group with a PEG polymer of molecular 
weight 2 kDa, ~45 monomer units long. This length of PEG is referred to as PEG2000. 
Liposomes with 5000 kDa PEG are also used as DDLs, and these are referred to as 
PEG5000. DDLs often also have cholesterol incorporated into the liposome formulation. 
Cholesterol plays a role in lipid stability and packing and is used to engineer the perme-
ability, and thus the drug release rate, of DDLs [42].

As a protective coating PEGylation has seen considerable success. For example, 
PEGylation has increased the time DDLs circulate in the bloodstream from 1 h to the range 
of 1–2 days [38]. There remains, however, considerable room for improvement; red blood 
cells, blood platelets, and some antibodies circulate in the bloodstream for 1–2 months. As 
a result the search for possible alternative protective polymer coatings to PEG is an active 
field of research, as outlined in the comprehensive review paper of Knop et al. [43]. 
Additionally interactions between the protective PEG corona and the targeting moieties 
can interfere with drug targeting.

In order to follow a rational design approach to developing possible alternatives to PEG 
we first must understand the mechanisms through which PEGylation performs its protective 
role in drug delivery. While some progress has been made on this front through experi-
mental investigation, the results remain conflicting, and the extent to which this can be 
investigated experimentally remains limited. For example, three different studies found 
three different results regarding the effect of PEGylation on complement activation, the 
first step of uptake by the RES. Some studies have shown that PEGylation inhibited protein 
adhesion [44, 45], and thus complement activation, while a separate study by Szebeni et al. 
[46] found that PEGylation actually accelerated it, and a third study by Price et al. [47] found 
that PEGylation had no effect. Other mechanisms have been proposed, including the inhibi-
tion of liposome fusion and the PEG corona forming a steric barrier against macrophages 
[47]. Calcium ions are known to accelerate liposome fusion by crosslinking phospholipid 
headgroups that are known to strongly bind Ca2+ ions [48–50] and experimental evidence 
exists that PEGylation inhibits this [51].

Through molecular dynamics simulation it has been possible to significantly extend our 
understanding of the structure and protective mechanisms involved in PEGylation beyond 
that which experiment alone has provided. Since PEG is an important polymer with many 
applications there is a long history of modeling PEG, and molecular modeling has been 
successfully used in relation to all aspects of PEGylation, from PEGylated proteins and 
drugs to PEGylated liposomes. As such this can be seen as a case study in how molecular 
dynamics simulation can be used as a tool to provide the mechanistic understanding needed 
for the rational design of drug delivery agents. The rest of the chapter consists of a brief 
overview of the history of the molecular modeling of PEG, followed by a description of 
several instances where molecular modeling has gained an important insight into the 
 structure and function of PEGylated drugs and nanocarriers.
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11.2 A Brief History of the Computational Modeling of PEG

Several force fields have been constructed to model PEG. Force field construction involves 
first performing quantum mechanics (QM) based calculations to generate either all‐atom 
(AA) or united atom (UA) force fields, where the CH

2
 group is represented by a single 

bead. These force fields have then been used to develop coarse grained (CG) force fields. 
The details of the force field parameter sets will not be discussed here, but can all be found 
in the references. Here we will provide a brief overview of the models developed and the 
systems that have been studied computationally that involve PEG.

The earliest computational models of PEG were constructed in the early 1990s. A force 
field for 1,2‐dimethoxyethylene was developed by Smith et al. [52] and this force field was 
used to build a model of PEG in aqueous solution [53, 54]. Other early work involved the 
construction of UA models of PEG to demonstrate its property as a polymer electrolyte 
[55, 56]. Since the PEG monomer is composed of a nonpolar (CH

2
)

2
 group and an electro-

negative oxygen atom, it will bind to cations found in the solution. This early work with 
UA models showed that PEG wraps around cations, with four to five PEG oxygens inter-
acting with each ion. These early simulations particularly focused on the interaction of Li+ 
ions with PEG in a solution with dissolved LiI. The salt LiI was chosen as the interest was 
in the possible use of PEG as an electrolyte in lithium ion batteries. Other early simulations 
using the initial models studied polymer melts of amorphous PEG [57, 58], crystalline PEG 
[59], PEG surfaces [60], the elastic properties of a single PEG chain [61], the interaction 
between PEG and water in dilute solution [62] and PEG dissolved in the nonpolar solvent 
benzene [63].

A particularly noteworthy early study was carried out by Rex et al. [64]. They combined 
an experimental study of the interaction of PEGylated liposomes with fluorescent acylated 
PEG with a Monte Carlo (MC) simulation of a PEGylated membrane. They saw the behavior 
of PEG as being in line with the behavior of a surface decorated with tethered polymers as 
described by the Alexander–de Gennes theory [65–68]. According to this analytical model a 
surface with polymers grafted on it is in one of two regimes. At low grafting density and 
polymer length, the surface is in what is known as a “mushroom” regime: the interaction bet-
ween the different polymers can be ignored; each polymer forms an approximately dome‐
shaped self avoiding random walk, and the polymer layer thickness scales as the square root 
of polymer length. As the grafting density and polymer length increases the surface undergoes 
a transition from the “mushroom” to the “brush” regime where neighboring grafted polymers 
interact with each other and the polymer layer thickness scales linearly with polymer length.

Several other groups have since developed their own potential sets for PEG [69–72]. 
Recently PEG force fields have been developed that are compatible with the CHARMM 
[73] and OPLS [74, 75] potential sets. A polarizable forcefield for PEG has also been 
developed [57, 76–78]. In addition to the AA potentials, CG potentials for PEG have also 
been developed. In a CG potential the atoms are replaced with interacting particles that 
represent atom groups. This approach allows for larger time and length scales to be accessed 
but at the cost of losing many details specific to the atomistic level interactions [79, 80], for 
example, H bonds.

The first CG models of PEG were implicit solvent models; the effect of the solvent is 
modeled through adjustments to the solute–solute particle interactions. These gave results for 
properties including aggregation number, chain dimensions, and critical micelle concentration 
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in agreement with experiment [81–83]. Due to the extreme approximation that has been 
made the applicability of implicit solvent models is limited, though more recently efforts 
have been made to combine implicit with explicit solvent models of PEG [84]. A CG model 
of PEG with explicit solvent was then developed, and the model was used to simulate the 
formation of diblock copolymers and their interaction with lipid bilayers [85–87]. A gen-
eralized scheme to develop CG interaction potentials for molecules that has become 
extremely popular is the “MARTINI” CG force field [88, 89]. Four independent MARTINI 
force fields have been developed for PEG [90–93], and these have been used to model the 
formation of micelles, bicelles, and liposomes in mixed systems composed of PEGylated 
and regular phospholipids. Recently a CG force field was created that maps two PEG 
monomers into a single particle [94].

Molecular modeling, both AA and CG, has been used to study the properties of PEG in 
many applications and environments, outside of its use in drug delivery. Examples include 
the adsorption of PEG onto a free water surface [95, 96], polymer blends where PEG is a 
component [58, 69, 97–106], PEG copolymers [91, 107–111], the properties of single PEG 
molecules [61, 112, 113], PEG in solution [53, 54, 62, 70, 76, 82, 102, 114–119], PEG and 
carbon nanotubes [120, 121], and PEG combined with crystalline materials to make nano-
composites [60, 122–126]. A considerable number of computational studies have been made 
of the PEG interaction with lithium ions in the context of its role as a polymer electrolyte in 
batteries [57, 127–142], including a study of ion transport in a PEG matrix [132, 133, 137, 
139–141, 143] and polymer electrolytes composed of PEG and ionic liquids [135, 136].

11.3 Molecular Modeling Applied to the Role PEG Plays in Drug Delivery

PEGylation has been applied to a broad range of drugs and drug delivery devices, and 
molecular modeling has been used to develop a mechanistic understanding of most of these 
devices. Previous reviews have been written which cover subsets of this work, for example, 
PEGylated small molecular drugs and liposomes [144], polymeric micelles [145], and 
PEGylated peptides, dendrimers, and carbon nanotubes [146]. We will attempt here to 
briefly outline a broad range of the work that has been undertaken to computationally model 
the effect of PEGylation on drugs and drug carriers. A large amount of the work performed 
in this area has made use of CG models, mainly the MARTINI model. This includes the study 
of PEGylated dendrimers [147–149], phospholipid membranes [92, 150, 151], polymeric 
micelles and polymersomes [110], and nanoparticles [152]. In many cases computational 
modeling has been performed on equivalent systems using AA models, and contrasting the 
two sets of results demonstrates both the limitations and advantages of CG modeling. Many 
interaction details are lost in the MARTINI model [153], and this can lead to erroneous 
results; and we will see several examples of this here.

Dendrimers are symmetric hyperbranched molecules that are extremely good drug 
delivery vehicles due to the ability to fine tune their size, surface valency, and functionality 
[154]. Dendrimers have been studied computationally in their capacity as both drug delivery 
[155] and gene therapy agents [156]. A dendrimer is PEGylated by binding PEG polymers to 
the outer ends of the branches of the dendrimer. A series of CG simulations performed by Lee 
et al. [147–149] studied the effect of PEGylation on dendrimer‐induced pore formation in 
lipid membranes and the resulting structure with varying dendrimer generation, PEG polymer 
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length, and grafting density. Lee et al. studied PEG of length up to 5 kDa (PEG5000) and 
found that at this length of PEG the vacant interior of the dendrimer, used for drug storage, 
started to become occupied by the PEG. This result is particularly noteworthy as, while 
2 kDa PEG (PEG2000) has been simulated successfully with AA models, simulating 
PEG5000 with AA resolution would not be practical, as at this length the relevant dynamics 
slow significantly due to entanglement, thus the timescale needed to study the system 
exceeds that which is accessible with AA models.

Simulations of PEGylated dendrimers with AA resolution have, however, been able to 
investigate several properties not accessible with CG models. In AA simulations of a den-
drimer covalently bound to a single PEG chain, Tanis and Karatasos [157] were able to 
study the effect of pH on the structure and H‐bonding behavior of PEGylated dendrimers 
of different generations. AA simulations of PAMAM dendrimers with PEG spacers inserted 
into the dendrimer structure, rather than being grafted onto the dendrimer termini, have 
been combined with fluorescence sensing to study the effect of dendrimer architecture on 
the ability to carry fluorescent dye molecules for application as a fluorescent sensor [158]. 
Karatasos [159] made an AA simulation of PEGylated dendrimers with doxorubicin mole-
cules to study the effect of PEGylation on the drug loading of dendrimer carriers. Simulation 
of PEGylated dendrimers was also carried out by Pavan et al. [160] where the metadynam-
ics simulation method [161] was applied to an AA model to obtain very good statistics for 
dendrimer structure.

Clearly, both CG and AA simulations have their different strengths and weaknesses. 
Important interaction details can be missed by CG simulations while AA simulations may 
not be able to access the necessary length and time scales. Combining the two methods in 
a single study, a technique often referred to as “multiscale modeling” [79] can thus prove 
fruitful. The computational study of micelles and polymeric micelles and polymersomes 
composed of poly(β‐amino ester) (PAE) – PEG copolymer carried out by Luo and Jiang 
[110] is a good example of this. The Flory-Huggins parameters and miscibility of PAE and 
PEG were estimated through AA simulations. The results of these AA simulations were 
used to construct a CG model of PAE‐PEG polymers in solution to investigate the formation 
of micelles and polymersomes. This CG model was then used to study the formation of 
micelles and polymersomes and loading of the drug camptothecin (CPT), all phenomena 
that occur on a timescale too long to be accessed by AA resolution simulation. Cheng and 
Cao [152] combined AA and CG simulation to study PEGylated gold nanoparticles. They 
used a hierarchical modeling method where an AA model of the PEGylated nanoparticle 
was first built and then this model was used to construct a CG potential. The CG model was 
then used to study the effect of grafting density and PEG length on the concentration at 
which the nanoparticles aggregated. Other groups have studied PEGylated gold nanopar-
ticles using AA models [162, 163], and the multiscale modeling technique has been applied 
to a similar system, PEGylated fullerenes [164–166].

The difference in the domains that can be explored with CG and AA models becomes 
very clear when we consider simulations performed on PEGylated lipid membranes, and 
by extension the structures comprised of these membranes, like liposomes and bicelles. As 
described in the previous section, the very first attempt at computationally modeling a 
PEGylated membrane, carried out by Rex et al. [64], concluded that this structure is effec-
tively described by the “mushroom” versus “brush” paradigm of the Alexander–de Gennes 
theory [65–68]. More recently the MARTINI model has been used by two separate groups 



Molecular Modeling as a Tool to Understand the Role of Poly(Ethylene) 223

[92, 151] to simulate the PEGylated membrane. These simulations were successfully able 
to study the relationship between PEG length, grafting density, and phase behavior, that is, 
whether or not the system formed bicelles, micelles, or liposomes and how the system 
reacted to changes in pressure. Such large‐scale phenomena are not accessible within the 
time and length scale that can be simulated with AA resolution. These simulations, how-
ever, miss some very important details, particularly regarding the effect PEGylation has on 
the DDL surface in the bloodstream.

As already discussed in the first section, PEG is not a generic hydrophilic polymer, it has 
very specific properties: PEG is soluble in both polar and nonpolar solvents [9] and PEG is a 
polymer electrolyte that binds cations [55, 56]. This behavior is dependent on the fact that the 
PEG monomer comprises both a polar oxygen atom and a nonpolar (CH

2
)

2
 group. Clearly 

when the two are combined into a single particle, as it is in the MARTINI model, then this 
property is lost. We have carried out a series of simulations [75, 144, 167–169] where we 
have modeled PEGylated membranes with AA resolution and have demonstrated that these 
properties of PEG play an important role in the behavior of PEGylated membranes.

In our first piece of work on this topic [75], we simulated PEGylated membranes in both 
gel and liquid crystalline states. The gel membrane was distearyl phosphatidylcholine 
(DSPC), and the liquid crystalline membrane was dilinoleyl phosphatidylcholine (DLPC). 
By combining the results with results that we published in a previous work [170], where we 
modeled the same systems without PEGylation, we were able to determine the changes 
PEGylation makes to the liposome surface at these two formulation extremes. We observed, 
as expected, the PEG to strongly bind to the Na+ ions, with the PEG coiling around the 
ions. We found some very interesting differences between the behavior of the PEG in 
the gel and liquid crystalline membranes. At 10 molar% PE‐PEG density the PEG layer of 
the gel membrane was very dense. As a result the Cl− ions, with their tightly bound water 
shells, were expelled from the PEG layer. For the liquid crystalline membrane at the same 
molar concentration of PEGylated lipids, the area per lipid headgroup was, as expected, 
considerably larger and we observed about 10% of the PEG polymers to enter into the 
membrane core. Since PEG is soluble in both polar and nonpolar solvents, this should not 
be an unexpected result. As a result, the area per lipid was seen to increase and the PEG 
layer was considerably less dense, allowing the Cl− ions with their water shells to sit 
within the PEG layer. Vuković et al. [171] used a UA model to study a micelle of PEGylated 
lipids, and they obtained similar results for ion binding.

In subsequent work [167], we replaced the NaCl with CaCl
2
 and KCl and reduced the 

PEGylated lipid density. Reducing the PEGylated lipid density also resulted in allowing 
the Cl− ions to enter the PEG layer. This has important implications for the protective prop-
erties of the PEG layer. Since surface charge plays a role in complement activation [172], 
we see that there is an optimum density of PEG where the surface charge is minimized. 
This could possibly explain why PEG has an optimum density of 5% in DDLs. Another 
striking result that we saw was that the PEG polymer did not interact with the Ca2+ ions, 
which instead showed a preference for binding to the lipid headgroups. This may provide 
a mechanism that explains the experimentally observed result [51] that PEGylation inhibits 
calcium‐induced membrane fusion; the PEG provides a steric barrier against this.

The PEGylated membrane was then simulated with targeting moieties [168]. We found 
that a new targeting moiety, the AETP moiety (successful in phage display), did not pro-
vide any benefit when a PEGylated liposome was functionalized with it. A possible problem 
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with this targeting moiety is its hydrophobicity, however there was no experimental method 
capable of determining exactly what it was doing on the liposome surface. We simulated a 
PEGylated membrane with this moiety and also with the RGD peptide that was previously 
found to work. The result was unexpected: the more hydrophobic AETP moiety did not enter 
into the membrane core, but rather was obscured by the PEG polymer. Since PEG is not com-
pletely hydrophilic the AETP moiety was attracted to it, while the free energy barrier against 
entry into the membrane core was too great. This indicates a possible route to increasing the 
effectiveness of more hydrophobic targeting moieties: replace the PEG layer with a different, 
more hydrophilic protective polymer, like, for example, polymethyl oxazoline [173].

Finally the effect of an inclusion of cholesterol in the PEGylated membrane was investi-
gated [169]. Cholesterol is present in all currently approved liposome‐based therapies. We 
simulated varying the level of PEGylated lipid and cholesterol density and found, once again, 
that the presence of PEG has unexpected consequences. Cholesterol normally plays a role in 
structuring and compacting the membrane, thus lowering membrane permeability. We found 
that, like the liquid crystalline DLPC membrane, in the membrane with cholesterol included 
the PEG entered the membrane. Unlike the case for the pure DLPC membrane, the choles-
terol entered into the membrane core in a specific fashion: it wound along the β surface of the 
cholesterol molecule. As a result, while increasing cholesterol normally decreases the area 
per lipid of the membrane, successfully compacting the membrane, when the membrane is 
PEGylated the area per lipid instead increases. The PEG is thus disrupting the structure of the 
membrane; the β surface plays an important role in the packing of acyl chains and the strength 
of the ordering effect of cholesterol [42, 174]. What is particularly noteworthy is that the 
PEGylated membrane with cholesterol has previously been simulated with a CG MARTINI 
model [175], and this effect was completely missed in this study.

The simplest way to perform PEGylation is to simply covalently bind a single PEG mol-
ecule to the drug molecule to be delivered. This has been performed with proteins and 
small peptides [10, 21, 24], and small molecule‐based drugs. Examples of such systems 
that have been studied computationally include cecropin P1 linked to a silica surface via a 
PEO chain [176], PEGylated tachyplesin I and magainin II interacting with lipid layers 
[177], PEGylated insulin [178], and a PEGylated coiled‐coil peptide [179]. We have studied 
PEGylated hematoporphyrin, first comparing its interaction with PEG to that of two other 
drugs where PEG is used as a dissolution aid, paclitaxel, and piroxicam [180], then study-
ing the effect of PEGylation on the interaction between hematoporphyrins and biomem-
branes [181]. We found that, while there is no specific interaction between PEG and 
paclitaxel and piroxicam, there is a strong attractive interaction between the nonpolar CH

2
 

groups of PEG and the hydrophobic center of the porphin ring of the hematoporphyrin. We 
also found that the cations bound by the PEG results in an additional electrostatic repulsion 
between the PEGylated hematoporphyrin and the membrane, in addition to the entropic 
repulsion present when any polymer is bonded to a molecule.

11.4 Future Directions

While the use of computational methods in drug discovery can now be seen as a mature 
field, the application of computational methods to drug delivery mechanisms is a far less 
developed field. The main reason for this is the computational resource required. Our work 
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using AA models to describe PEGylated systems represents several million CPU hours of 
supercomputing resources. Computational drug design, on the other hand, can usually be 
carried out using software running on regular laptops and desktops. Since the amount of 
available computational resources is exponentially increasing this is set to change, and in 
the foreseeable future the routine use of this toolkit will be possible.

Regarding PEGylation, we now see that a framework has emerged to use both CG and 
AA simulations to study the behavior of PEGylated drug delivery devices. Computational 
modeling has shown us that the effect of PEGylation is more complex and specific to the 
properties of PEG than previously thought, and the use of both AA and CG models is 
necessary to understand its behavior. These factors must be taken into account in the search 
for possible alternate protective polymers to PEG, as the alternatives will probably differ in 
most, if not all, of the observed behaviors. Clearly the next step is to apply this framework 
of computational analysis to the possible alternative protective polymers. Regarding the 
development of alternatives to PEG there are two main routes to take, polyoxazolines [173] 
and carbohydrates, and the same analysis described above can easily be applied to lipid 
membranes functionalized with the new polymers.
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12.1 Structural Architectures of Solid Dosage Forms and Methods 
of Investigation – an Overview

Therapeutic drugs must be formulated and assembled into suitable deliverable dosage forms 
for convenient administration to patients. Pharmaceutics is the subject which provides the 
underpinning scientific knowledge concerned with the transformation of drug substance, via 
formulation, into dosage forms and the various manufacturing processes used to provide high 
quality, efficacious, and safe medicines. A key challenge, attracting increasing attention from 
pharmaceutical scientists, is to provide a mechanistic understanding of the behavior of drug 
substances and functional formulation components at all stages in the transition of a drug 
substance from a powdered state into final dosage forms and deliver optimal bioperformance 
of the medicine in patients. New approaches including predictive computational methods and 
advanced analytical techniques are providing valuable tools to address these challenges.

The different types of dosage forms are usually classified by the route of administration, the 
physical form, and the size of the dosage unit. The various dosage forms can be considered 
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across different scales of scrutiny and size (see Figure 12.1) – from the molecular to the 
macro level [1]. For clinical applications, the final pharmaceutical structures can be divided 
into numerous conventional types – solutions, emulsions, suspensions, semisolids, and solids 
such as pellets, capsules, and tablets. During the processing of materials into final dosage 
forms, other intermediate structures can be found – crystals, powders, granules, and so on. 
Furthermore, the internal architecture and structure of these dosage forms undergo dynamic 
changes due to phenomena such as hydration, swelling, and diffusion during drug release 
and dissolution. Of the range of marketed drug delivery systems (DDSs), solid dosage forms 
are the most common forms and provide the vast majority of marketed medicines.

The structure of the solid dosage unit plays an important role in the function and effective-
ness of final drug products. Drug substances and other nonactive formulation ingredients 
exist in the majority of solid dosage forms as dry powders or crystals and solid dispersions in 
particle size ranging from nanocolloids to millimeter‐sized granules. The physicochemical 
and mechanical characteristics of the powders and crystals, for example, particle size, particle 
size distribution, solubility, yield strength, determine the bulk properties, product performance, 
processability, stability, and appearance of the end product. In particular, the particle size 
and size distribution of the drug substance have a major impact on the critical quality and 
performance criteria of the final products, including drug content uniformity and drug 
dissolution rate [2].

Characterization of particles is an important requirement during preformulation and 
formulation studies since particle morphology, size, shape, and mechanical properties can 
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Figure 12.1 Particle size range for different dosage forms and routes of administration [1]. 
Reproduced with permission from Ref. [1]. Copyright 2007 Wiley–Liss, Inc.
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influence the selection of other formulation ingredients and the selection of specific 
 production processes. As mentioned above, drug particle size can influence a range of 
important performance criteria, such as powder flow and mixing, dosage unit content 
uniformity, dissolution rate, bioavailability, and stability, and thus has an important role 
in formulation, processing, and ultimately therapeutic efficiency in patients. Thus manu-
facturers producing a particulate‐based medicine need to understand and quantify any 
differences between batches of particulate materials for product development and quality 
control purposes. For some applications routine particle size analysis provides sufficient 
information for sample differences to be fully rationalized but where samples exhibit sim-
ilar size distributions identification of subtle variations in other relevant properties, such as 
particle shape or surface area may be necessary to ensure product quality and consistency.

With the structural features of solid dosage forms playing a dominant role in determining 
the quality and performance of medicines, it is appropriate to examine further how these 
structures are assembled and evaluated. The primary building blocks of all dosage forms 
are the molecules of drug and formulation additives. Assemblies of the molecules can be in 
an ordered state (i.e., crystalline) or nonordered (i.e., amorphous), and the type of molec-
ular structure can have a profound effect on formulation design, processing route selection, 
and final product performance such as stability and drug dissolution. Further complexity in 
defining the crystalline solid state occurs through a common feature in drug molecules 
called polymorphism. A substance is polymorphic if the molecules take up an alternative 
packing or conformational arrangement in the crystal lattice. Polymorphic forms can also 
provide a spectrum of different physicochemical and mechanical properties which need to 
be understood when selecting the preferred form for formulating, processing, and pre-
paring the final medicine [3–5]. Recent computational studies with drug substances have 
made major progress in predicting the range of different molecular architectures in crystals 
from empirical chemical formulae, thus describing the range of possible polymorphs. Such 
capabilities, together with other predictive computational tools in related fields, such as 
drug absorption and pharmacokinetics, will undoubtedly be extremely valuable in guiding 
and accelerating the development programs for solid dosage forms.

In formulating solid dosage forms, the molecular “building blocks” of drugs and other 
formulation constituents, now assembled into a particulate state, are generally compounded 
together into physical mixtures (e.g., powder filled hard capsules) or dose units (e.g., pel-
lets, tablets). In doing so, the prepared structures containing a unit dose of drug are rou-
tinely assessed by a range of analytical methods. Highly sophisticated and advanced 
chemical techniques provide a full chemical profile of the unit dose (or a chosen number of 
dose units). A key in vitro physicochemical test is drug dissolution, and again this is carried 
out with a single or multiple dose units. Physical measurements, with appropriate specifi-
cations for uniformity of the final dose unit(s) are also carried out, including dimensional 
and mechanical testing (e.g., tablet crushing strength). However the internal architecture 
and microstructure, which will clearly play critical roles in determining the properties of 
the final unit dose, are not examined. This is true across the various scales of scrutiny rele-
vant for solid dosage forms – from hundreds of nanometers to millimeters. This lack of 
investigation and characterization of internal microstructure is due to a lack of suitable in 
situ imaging techniques and methodologies to quantify the features of 3D structures.

Several attempts have been made to probe the internal structure of solid dosage forms so 
as to determine the structural features in relation to functions and dosage unit properties. 
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Various techniques have been applied, including atomic force microscopy (AFM), NMR 
imaging, confocal microscopy, near infrared (NIR) spectral imaging [6], and conventional 
microscopy (optical and electron).

Electron microscopy (SEM and TEM) is the most widely used method to observe the sur-
face structures of pharmaceutical dosage forms and powders, such as the morphology, par-
ticle size distribution, and thermal properties of microcapsules [7]. It also provides the 
ability to investigate surfaces directly at nanometer to subangstrom resolution in ambient 
and liquid environments. However, SEM is not an analytical tool able to examine in situ the 
internal structural detail of solid dosage form without damaging sample preparation methods.

A quantitative ultrafast magnetic resonance imaging (MRI) technique, together with 19F 
NMR spectra and 1D 19F profiles, has been applied to study the dissolution process of 
commercial hydroxypropyl methylcellulose (HPMC) matrix tablets [8]. The 19F 1D‐MRI 
profiles from the hydration layer, with a pixel resolution along the axial length of 375 µm, 
shows the transport activity of the drug inside the polymer matrix. The integration of the 
19F spectra is consistent with the drug release profile obtained from UV measurement.

However, most of the above‐mentioned methods are not true 3D approaches. Techniques 
such as SEM, Raman, MRI (including NMR), AFM, ultrasound, vibrational spectroscopy, 
and NIR spectroscopy are generally applied for 2D observation. These methods reveal only 
structural information about the surface or inner region just below the surface, and in order 
to observe internal structures, samples must be sectioned or cut which destroys their 
original 3D structure.

Apart from the invasive nature for these conventional methods, there are also other draw-
backs of the current techniques. One drawback is the limited penetration and low resolu-
tion. Though the image analysis of 2D observations in some cases can give some quantitative 
information, a real in situ 3D structural investigation method is important to achieve a real 
understanding of the internal microstructure of pharmaceutical dosage forms.

X‐ray computed microtomography (μCT), a powerful noninvasive investigative tech-
nique, has been applied to observe the 3D structure of various objects and has great potential 
for providing information on the microstructure for particulate‐based solid dosage forms. In 
contrast to conventional techniques, the μCT technique allows noninvasive visualization of 
internal and microstructural details at micron resolution [9, 10]. The μCT technique has 
been developed for investigating the morphology and internal structure of solid dosage 
forms and powders. For example, the whole spatial information on a particular powder can 
be obtained by this method. In addition, distributions of geometric characteristics describing 
size, shape, and spatial arrangement of the particles can be estimated after an image analytic 
separation of the individual particles [11]. This powerful method has been employed to 
provide detailed morphological information, such as the pore shape, spatial distribution, 
and connectivity of porous particles which correlated with the dissolution properties of the 
DDSs [12, 13]. It has also been reported that the μCT combined with discrete element 
method (DEM) can be used to investigate particle packing in a process of pharmaceutical 
tablet manufacture by powder compaction [14].

In pharmaceutical research, noninvasive high resolutions are essential for extracting and 
rendering the finest structural information and to minimize the partial volume effect typical 
of medical CT scanners. Nonetheless, the major limit of laboratory μCT equipments is that 
they can usually accommodate only pharmaceutical samples not exceeding a few centime-
ters in diameter. The current “ideal” system for imaging highly (re)mineralized objects of 
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pharmaceutical interest is synchrotron radiation X‐ray computed microtomography (SR‐μCT). 
The advanced performance of SR‐μCT can be attributed to the wide X‐ray energy and its high 
intensity, high brilliance, and high polarization. In combination with image processing and 3D 
reconstruction, researcher has demonstrated that SR‐μCT based 3D structure is opening up a 
new understanding of DDSs from a structural perspective.

12.2 Synchrotron Radiation X‐Ray Computed Microtomography

Computed tomography (CT) is a nondestructive technique that provides 3D images of the 
internal structure of an object. The basic idea of this imaging technique goes back to J. 
Radon, who proved in 1917 that an n‐dimensional object can be reconstructed from its 
(n − 1)‐dimensional projections [15]. The physical principle is an interaction of ionizing 
radiation, such as X‐rays, with matter in the energy range typically used for CT imaging, 
so that the so‐called photo effect creates the main interaction mechanism. The photo effect 
attenuates the photons in proportion to the third power of the order number of the elements 
and inversely proportional to the third power of the photon energy. Thus the actual attenu-
ation depends not only on the material but also on the energy spectrum of the X‐ray source.

Synchrotron radiation is an electromagnetic radiation emitted from radially accelerated 
charged particles. It is produced in synchrotron facilities with bending magnets, undula-
tors, or wigglers, and resembles cyclotron radiation except for being generated by the 
acceleration of ultrarelativistic charged particles through magnetic fields. Synchrotron 
radiation is artificially achieved in synchrotrons, storage rings, or naturally by fast elec-
trons passing magnetic fields. When the circulating electron beam is deflected by the bend-
ing magnets in the storage ring, an intense flux of electromagnetic radiation is generated. 
Synchrotron radiation is characteristically polarized, emitted in a narrow cone, and has 
frequencies that can range over the entire electromagnetic spectrum [16].

SR‐μCT uses the synchrotron radiation X‐ray as a light source to achieve high‐speed 
imaging, intensive strength, high spatial resolution (to submicron or nanoscale), and nonin-
vasive fluoroscopy. SR‐μCT can quantitatively evaluate and visualize the 3D DDS structure. 
The advanced performance of SR‐μCT is due to: (i) the wide X‐ray energy region (1 to 
>200 keV photon energy) that can be generated, (ii) the high intensity of the total power (i.e., 
600 KW) which is tens of thousands of times higher than that of X‐ray tubes, (iii) the reduced 
time for obtaining the experimental data, (iv) the high brilliance (a brilliance hundreds of 
times higher than that of an X‐ray tube), and (v) totally polarized light; and the light of the 
electron orbit plane is elliptical polarization. In addition, it is a good tool to study the optical 
activity of biological molecules and dichromatism in magnetic materials [17].

12.3 Principles and Procedures for SR‐μCT Studies

12.3.1 Preparation of Samples

In order to evaluate the structure of solid dosage forms and structural changes over time, such 
as occur during drug release, pharmaceutical samples should be carefully considered and pre-
pared. Several critical factors such as X‐ray absorption intensity, water content, stability of 
samples, containers, and size of samples can have major effects on the result of SR‐μCT testing.
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12.3.1.1 X‐Ray Absorption Intensity

The intensity values associated with the different features of a SR‐μCT image are deter-
mined by the X‐ray transmission measured by an X‐ray detection system, which is dependent 
on the material’s atomic mass and the energy of X‐rays [10, 18]. Different elements in phar-
maceutical samples have different X‐ray absorption intensities. To be able to identify the 
target element precisely, any other element present in the pharmaceutical samples for 
SR‐μCT testing should be clearly distinguished from the target element. The physical nature 
of samples, such as bulk density, can also affect its X‐ray absorption. For instance, porosity 
either above the system resolution limit or at subvoxel levels will result in differences in 
X‐ray absorption that will be seen as different gray levels, and this will be in turn dependent 
on such variables as the distribution characteristic of the porosity, the point‐spread function 
of the X‐ray source, and the pixel size of the camera. The material interface also needs to 
be considered, as the degree of complexity will determine how well the detectable boundary 
will be defined.

12.3.1.2 Density and Density Distribution

Density sensitivity is an issue which must be taken into consideration when performing 
SR‐μCT scans. Clearly the basic density of the material(s) being imaged should be assessed. 
If two adjacent materials have similar densities, they may not be differentiated unless other 
factors such as different hydration levels alter the base density.

12.3.1.3 Water Content

Water interferes with the imaging by SR‐μCT and samples should contain as little water as 
possible owing to the interference of the water on the sample imaging acquisition using the 
SR‐μCT technique. Thus samples containing considerable amounts of water must be dried 
prior to image acquisition. Three methods have been reported for the pretreatment of the sam-
ples to remove water in SR‐μCT experiments: (i) drying in an oven, (ii) freeze‐drying, and (iii) 
absorbing as much liquid as possible with dry filter paper, with storage at room temperature 
over silica gel. For methods (i) and (iii) when applied to gel matrix tablets [19], the tablets tend 
to shrink, and the gel formed on the surface of the tablet core collapses causing changes to the 
internal gel structure during the preparative process. However, for these samples, the freeze‐
drying method has been found to maintain the microstructure of the hydration layer with its 
rapid cooling process, causing minimal change to the structure of the tablet core.

12.3.1.4 Stability of Samples

Consideration also needs to be given to the stability of sample components as the energy of 
X‐ray in SR‐μCT is very high. Samples can undergo physical and chemical changes in some 
cases. Therefore, samples for a SR‐μCT scan test are required to have good thermal stability.

12.3.1.5 Fixation of Samples

In order to capture sufficient image information, the sample stage is usually rotated 180° dur-
ing the SR‐μCT scan at a suitable rotational speed. Rotation of the sample stage could lead to 
movement or rearrangement of individual parts of samples, such as for granule samples. 
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Therefore, samples should be rigidly fixed. For example, when granular samples of 
microcrystalline cellulose and starch were imaged individually using the SR‐μCT, the 
two particle systems were filled separately into a cylindrical container with a volume of 
1 ml by a filling level F = 66% [20] to avoid overfilling perturbation and any particle 
movement during scanning.

12.3.1.6 Size of Samples

The first consideration regarding sample size is based upon the possible image resolution 
and should be chosen in accordance with the absorption coefficient of the samples. The 
higher the resolution, the smaller the acquisition window required. Thus, as limited by 
the size for the acquisition windows, the size of samples for the SR‐μCT test should be 
controlled.

12.3.1.7 Choice of Containers

Samples for a SR‐μCT scan are generally required to be fastened in certain containers like 
plastic tubes, capsule shells, and so on. These containers should be characterized with 
regard to rigidity, thickness, any weak X‐ray absorption, and homogeneity of composition 
and structure.

12.3.1.8 Number of Samples

Different sample sizes can be chosen depending on the type and magnitude of the investiga-
tion. If the objective is focused on the macroscopical scale and dimension, such as a study on 
granular systems, a relatively large number of granules should be sampled, perhaps several 
hundred. However, if the objective is to investigate the microscopical internal structures, sev-
eral or dozens of individual granules may be enough as long as the results have statistical 
significance. In order to recognize individual constituents in two‐ or multicomponent systems 
by SR‐μCT, some diluent with weak absorption could be added to separate solid units from 
each other. For example, for the quantification of swelling and erosion in felodipine extended 
release tablets, 18 tablets were taken and divided into nine groups. Thus each group had two 
tablets and a standard dissolution test was carried out. At 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 
and 8.0 h, two tablets were removed from the dissolution medium at each time interval and 
prepared for further test [18].

12.3.1.9 Samples from Dynamic Processes

For samples taken at different time intervals from materials undergoing dynamic processes 
such as drug diffusion and/or dissolution, it would be advantageous to visualize the internal 
structure, focusing on the dynamic property of pore structure and porosity. SR‐μCT can 
produce 3D images of materials with a voxel size of around several microns cubed, allow-
ing the visualization of internal and microstructural details with different X‐ray absor-
bencies. An in vitro dissolution test is usually used to evaluate the drug release behavior of 
tablets and other solid dosage forms. SR‐μCT testing can be carried out to evaluate the 
temporal changes in the pharmaceutical microstructure during the drug release profile. 
Tablets containing metallic active pharmaceutical ingredients with relative high densities, 
such as ferrous sulfate, can be imaged directly using the SR‐μCT technique [13] during 
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dissolution testing. The dissolution medium will influence neither the imaging nor the 
visualization of the microstructure of the tablet core. However, for nonmetallic drugs like 
felodipine with similar density to the dissolution medium, the dissolution medium will 
interfere with the imaging [21]. Unfortunately, most drugs are not metallic or organome-
tallic compounds. Therefore, tablets taken out from the dissolution medium must be dried 
prior to image acquisition. In some published research, tablets were first frozen in liquid 
nitrogen or ultralow temperature refrigerant before being dried using a freeze dryer [22]. In 
order to maintain the original shape of the tablets, swollen tablets were carefully removed 
using small spoons together with about 2 ml of the dissolution medium and placed individ-
ually in a 24‐well plate to maintain the original shape of the swollen tablets with gelled 
surfaces. The 24‐well plate containing the tablets in various states of hydration and erosion 
was then immediately placed into a refrigerator at −80 °C for 12 h. Then, the tablets were 
freeze‐dried over a period of 24 h at −50 °C and 10 mTorr. The tablets were then kept in a 
dry cabinet under ambient temperature (relative humidity of 20%) for further SR‐μCT tests 
and were not reused in dissolution testing [19]. The same method was applied to dry felodipine 
monolith osmotic pump tablets prior to image acquisition. However, due to the special 
structure of the monolith osmotic pump tablet and the fact that the volume expansion of water 
during the phase transition from liquid to ice when being frozen leads to the internally dis-
solved and suspension content of the drug in the tablet core being squeezed out at the initial 
freezing process, it was found that the freeze‐drying procedure was not suitable for the mono-
lith osmotic pump tablet. Furthermore, the remains of the tablet cores were mainly gel‐based 
semisolids, and the formation of water crystals at low temperature may destroy the micro-
structure of the contents within the semipermeable membrane. Thus the deformation 
caused by any internal squeezing and possible crystal formation devalues the applicability 
of the freeze‐drying method to the osmotic pump tablets in any internal structure study.

12.3.2 Image Acquisition and 3D Reconstruction

12.3.2.1 Image Acquisition

Accurate experimental results are based on the high‐quality images acquired during the CT 
scans. In order to guarantee precision, it is imperative to optimize the parameters according 
to the objective of the experiment and the properties of the prepared samples. These param-
eters include:

1. The resolution of images. This is determined by the magnification of the lens and the 
pixel size of the charged coupled device (CCD). As the CCD is often fixed, an attempt 
at higher resolution means there will be a smaller area of acquisition window. There is 
a trade‐off between the size of the whole sample being examined and the expected res-
olution of the smallest microstructure.

2. X‐ray has a range of 1 to >200 KeV. The higher energy indicates not only the higher 
capacity to penetrate a sample, but also the higher possibility of radiation damage. For 
the optimization of X‐ray energy, factors such as the elements in the sample(s) being 
investigated, the molecular weight, the density of materials, and the thickness of sample 
should be considered.

3. The exposure time. This determines the number of X‐ray photons reaching the detector. 
When the exposure time increases, the flux of CCD to capture a projection will be 
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raised. A CT scan with an unsuitable exposure time will not provide high‐quality 
images. A long exposure time may lead to an overexposure that would reduce the con-
trast between materials and increase the scan time of every sample. In the case of under-
exposure, the signal/noise ratio will be reduced. In addition, the radiation dose should 
be taken into account as a long exposure to X‐ray may result in deformation of sample 
with radiation damage.

4. The distance between sample and detector (DSD). This is a key factor for inline phase 
contrast SR‐μCT, which is especially useful in materials with low Z elements and low 
density. Within a certain distance range, a longer DSD means a better phase contrast is 
possible, which benefits distinguishing materials with small differences in density that 
cannot be distinguished by absorption contrast.

5. The number of projections. This is typically determined by the sample size and the pre-
cision of the tests. During the scan, the sample rotates 180°and projections will be cap-
tured over a number of angular orientations. A large number of projections will enhance 
the quality and restrain artifacts, whilst more projections will lengthen the scanning 
time and potentially lead to radiation damage as mentioned above.

Prepared samples need to be held in a suitable container and attached to the sample stage 
to prevent any unexpected movements during scans. Axis adjustment of the sample stage is 
necessary to make sure that there is no deviation in the horizontal direction during rotation. 
After penetration through the sample, the projections are magnified by diffraction‐limited 
microscope optics and digitized by a CCD camera. The exposure time and the DSD are 
adjusted. For each acquisition, a certain number (e.g., 900) of projection images during the 
sample rotation of 180° are taken. Lightfield images (i.e., X‐ray illumination on the beam-
path without the sample) and darkfield images (i.e., X‐ray illumination off) are also 
required during each acquisition, for the correction of electronic noise and variations in the 
X‐ray source brightness (Figure 12.2).

12.3.2.2 3D Reconstruction

3D reconstruction is the process of capturing the shape and appearance of the real objects 
and is created from reconstructed slices of image projections of samples. The reconstruc-
tion is the reverse process of obtaining 2D images from 3D scenes. The essence of an image 
is a projection from a 3D scene onto a 2D plane, during which the depth is lost. The 3D 
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Figure 12.2 CT scan with synchrotron radiation X‐ray.
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point corresponding to a specific image point is constrained to be on the line of sight. From 
a single image, it is impossible to determine which point on this line corresponds to the 
image point. If two images are available, then the position of a 3D point can be found as the 
intersection of the two projection rays. Methods combining X‐ray tomography, image 
processing, and 3D reconstructions have been developed, for example, to study the drug 
release kinetics of DDSs.

The projections are converted to the reconstructed slices using filtered back‐projection 
algorithms. In order to enhance the quality of the reconstructed slices, a phase retrieval 
algorithm is added for phase contrast extraction. The 3D rendered data can be analyzed with 
commercially available software such as VGStudio Max (Volume Graphics GmbH, 
Germany), Amira (Visualization Sciences Group, France), and Image Pro Analyzer 3D 
(Media Cybernetics, Inc., USA) to obtain both qualitative and quantitative information. 
After segmentation, slices are all converted into black and white images by removal of the 
background and noise. Then 3D ISO‐Surface models are constructed with segmented slices. 
The surface level, surface range, and the simplification parameters are adjusted to optimize 
the models. Then, all objects in the samples are extracted to calculate the steric parameters.

12.3.3 Model Construction and Analysis

As the model construction and analysis are computation‐intensive tasks, the reconstructed 
slice stacks are converted into eight‐bit grayscale format and cropped for accuracy and 
computational efficiency. Then, the resized slices of samples are processed to enhance 
quality and reduce noise, and are analyzed to determine the threshold gray values distin-
guishing different materials and microstructures. In general the most important quantitative 
criterion to distinguish the objects of interest is the gray value, but for some samples with 
ultracomplex structures or material contents the morphological information will be more 
suitable. All samples in the same group should be processed with consistent parameters to 
ensure that all results can be compared quantitatively.

The optimized 3D models present the full details of the surface morphology and the 
internal 3D structure. Based on the difference in gray value between materials, objects or 
microstructures of interest can be extracted from the 3D models by segmentation. With the 
ISO‐Surface model, many 3D steric quantitative parameters can be calculated. The names 
and descriptions of these parameters are listed below:

 ● Volume: Volume of object in calibrated units;
 ● Surface area: Surface area of object in calibrated units;
 ● Width: Size of bounding box in x direction;
 ● Height: Size of bounding box in y direction;
 ● Depth: Size of bounding box in z direction;
 ● Center X: X coordinate of the center of object;
 ● Center Y: Y coordinate of the center of object;
 ● Center Z: Z coordinate of the center of object;
 ● Box volume: Volume of object’s bounding box (V = W × H × D);
 ● Box ratio: Ratio between maximum and minimum size of the bounding box. 

(R = Max/Min);



3D Structural Investigation of Solid Dosage Forms 245

 ● Volume fraction: Ratio of object’s volume to box volume (R = V
obj

/V
box

);
 ● Diameter: Equivalent diameter of object;
 ● Sphericity: Sphericity of object, calculated as six volumes of object divided by equivalent 

diameter and surface area of object. For a spherical object this parameter equals 1, for all 
other shapes it is < 1;

 ● Radius (max): Maximum distance between an object’s centroid and surface;
 ● Radius (min): Minimum distance between an object’s centroid and surface;
 ● Radius ratio: Ratio between Radius (max) and Radius (min);
 ● Feret (max): Maximum distance between two parallel planes enclosing an object;
 ● Feret (min): Minimum distance between two parallel planes enclosing an object;
 ● Feret ratio: Ratio between Feret (max) and Feret (min);
 ● Surface deviation: Calculated as the deviation of end points of triangle normal. The cal-

culations are done as following: all triangle normal vectors of surface are normalized 
(length set to 1) and the average distance from the mean position of the endpoints to all 
other vectors is calculated. Uniform surface will have deviation of 0. The maximum 
deviation of 1.336 will have a sphere.

Combining groups of these parameters enables some specific physical structural charac-
teristics of the samples to be deduced. These include porosity, specific surface area, and 
roughness, which describe the morphology of an object from a different perspective. Then 
correlations between all structural parameters and the properties of the sample can be 
explored. Sample properties to be considered include the drug content, drug release 
kinetics, and how the pharmaceutical processing affects the structure. In addition, multi-
variate analysis, data mining, and modeling methods can be introduced for the construction 
of statistical models.

12.4 3D Visualization and Quantitative Characterization

The 2D and 3D images for a number of solid dosage forms were acquired and used to learn 
more about their structures [23]. The following examples demonstrate how the structural 
information can be beneficial in the design and testing of dosage forms and in solving 
related technical problems.

X‐ray microtomography provides quantitative structural information such as the shape 
and size of any physically different regions of a dosage form that is not accessible by other 
experimental techniques. For example, the technique is ideally suitable for determining the 
internal thickness of layers in multilayer tablets and the shape and size of the interfaces 
between these layers. It can be also used to elucidate the microstructure of fast‐dissolving 
tablets such as those manufactured using lyophilization, in which the structural features 
reflect the size and shape of the ice crystals present in the tablet before freeze‐drying. The 
technique is also effective in assessing the morphology and pore size distribution of phar-
maceutical granules, and especially useful for studying the connectivity and shape of voids 
within granules made by wet granulation [12, 24]. It has also been applied in evaluation of 
porous matrix structures and the diffusion and dissolution processes that occur during drug 
release from solid dosage forms [13].
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12.4.1 Internal Structure of Particles

The structural information of drug‐containing granules of importance during the design 
stages as well as for product performance includes the distribution of drug or excipient par-
ticles, presence of any void spaces, thickness of drug or polymer layers, and shape or even 
roughness of the surface. Various analytical methods have been applied to obtain these 
structural properties. SEM is the most widely used method to observe the surface structures 
of particles [25–28]. Raman spectroscopy has also been successfully used to reveal the 
distribution of drugs and excipients [29]. However, these methods show only the struc-
tural information about the surface or inner region just below the surface of the examined 
particles and granules, and samples must be cut or destroyed to observe the internal struc-
tures. For example, in an investigation by SEM, samples were placed under vacuum and a 
coating deposited containing a heavy metal such as platinum, which can affect the surface 
structure of the sample [30]. Although MRI can reveal the internal structure of a drug for-
mulation without destruction, applications in structural examination of solid systems have 
been limited due to its low spatial resolution. X‐ray CT can elucidate the 3D structure of a 
formulation nondestructively due to the high penetration of X‐rays, and has been applied to 
the structural analysis of tablets [31] and granules [32] with sizes ranging from centimeters 
to millimeters using an inhouse X‐ray generator.

12.4.2 Dynamic Structure of Granular Systems

The mixing and segregation of granular materials are fundamental process operations with 
many industrial applications in the pharmaceutical, chemical, and food industries. 
Particulate materials are mixed in batch blenders such as tumbling bins and V‐blenders. 
However, it is often difficult to mix particles homogeneously in this dynamic process. 
Moreover, composition fluctuations are frequently increased on material handling [33, 34]. 
Because of these inhomogeneity phenomena, if segregation occurs before tablet compac-
tion or capsule filling, this can have a major effect on content uniformity, especially if the 
drug content is very low [2, 35]. In addition, control of particle blend homogeneity is 
important because it influences the weight variation [36], drug release [37], and dissolution 
properties of pharmaceutical preparations [38, 39]. For these reasons, the mixing and seg-
regation processes of particulate materials play important roles in achieving the desired 
pharmaceutical product quality.

It is generally recognized that the segregation of constituent particles in a mixture is highly 
related to particle characteristics such as shape, size, and surface properties. For example, if 
particle size and shape variations exist between the individual component particles, segrega-
tion can be a major concern during powder flow into product containers [40, 41]. The char-
acterization method for quantifying the physical properties of the powder and granular 
systems is therefore of particular importance for understanding the flow behavior of differ-
ent materials under various process conditions.

There are several methods reported in the literature to characterize powder and granular 
systems, including SEM [42], NIR spectroscopy [43], and MRI [44, 45]. For instance, NIR 
spectroscopy has been utilized to monitor powder blend homogeneity; and the sensitivity 
of NIR spectra to changes in the physicochemical properties of powders has been demon-
strated [41, 43]. However, it is difficult to obtain a high‐resolution visualization to the 
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internal field of multicomponent powder and granular systems. In addition, these techniques, 
such as SEM which probes the outer surface and not the internal structure, are not able to 
perform a comprehensive structural evaluation of particles [42, 46]. With these methods no 
quantitative characterization and statistical data were presented.

In contrast, X‐ray computed tomography (μCT) has great potential for providing an 
improved understanding of the total (i.e., surface and bulk) structural properties of 
particulate materials. Unlike conventional methods, the CT technique allows noninvasive 
visualization of internal and microstructural details at micron and millimeter resolution 
[9, 10].

It is well documented that μCT has been developed for investigating the morphology and 
internal structure of solid dosage forms, powders, and granules. For example, the whole 
spatial information on a particular powder can be obtained by this method. In addition, 
distributions of geometric characteristics describing the size, shape, and spatial arrange-
ment of the particles can be estimated after an image analytic separation of single particles 
[11]. This powerful method has been employed to provide detailed morphological 
information such as the pore shape, spatial distribution, and connectivity of porous parti-
cles which correlated with the dissolution properties of the DDSs [12, 13]. It has also been 
reported that CT combined with DEM can be used to investigate particle packing in a pro-
cess of pharmaceutical tablet manufacture by powder compaction [14]. Recently, SR‐μCT 
was used to monitor the homogeneous blending of binary mixtures noninvasively. Granular 
samples of microcrystalline cellulose and starch were characterized individually using 
SR‐μCT [20]. Simultaneously, particle size distributions were investigated by calculating 
the frequency distribution of a statistic for testing sphericity. Then, the microcrystalline 
cellulose and starch granules were blended in a cylindrical container. The influences of 
time of rotation (TR) and time of vibration (TV) on mixture homogeneity were studied 
from SR‐μCT data and statistical evaluation. A mixing index was also adopted to evaluate 
the mixture homogeneity of the particulate system. The results showed that mixture homo-
geneity was improved with increasing TR. Furthermore, segregation increased with longer 
TV when the particles exhibited different sizes and shapes. The larger starch granules of a 
nonspherical shape had a tendency to rise to the top of the granular bed, while the smaller 
microcrystalline cellulose granules which were more spherical in shape tended to migrate 
to the bottom of the mixture. Therefore, it was demonstrated that the SR‐μCT technique 
can be applied to investigate the mixing and segregation of granular materials in 3D 
combined with a statistic method without removing any samples from the granular bed 
(Figure 12.3).

12.4.3 Microstructure of Monolith Osmotic Pump Tablets

Recently, advances have been reported with the structural design of osmotic pump drug 
delivery systems (ODDSs), from single chamber osmotic pumps to multiple chamber 
osmotic pumps [47]. More than 30 ODDS products have been developed and launched into 
the market [48]. Hundreds of patents and numerous publications have reported on the for-
mulation aspects, clinical results, and safety aspects of ODDSs [49]. Whilst the overall 
structure and internal architecture of the unit are obviously the key physical characteristics 
of the ODDS, little research has been carried out to visualize the internal structure and the 
dynamical changes of the ODDS tablet core during the drug release process.
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Among the various oral controlled DDSs available, ODDSs delivering active agents by 
constant inner osmotic pressure have attracted much interest since they have numerous advan-
tages over other oral controlled DDSs. However, the drug release kinetics of the ODDS shows 
dependency on formulation factors, including the solubility of drugs within the tablet core, the 
osmotic pressure of the core component(s), the semipermeable membrane characteristics, and 
the delivery orifice size [50]. Microstructural investigation of the internal 3D steric data helps in 
understanding the drug release mechanism of monolith pump controlled release systems [31].
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12.4.3.1 Visualization of the Surface Morphology and Internal 3D Structure

From the 2D monochrome X‐ray CT images of felodipine monolith osmotic pump tablets 
(MOTSs) at different sampling times (0.5, 1.0, 3.0, 6.0, and 8.0 h) during dissolution test-
ing, the semipermeable membrane, the tablet core, and the drug delivery orifices have been 
clearly visualized, with small voids visible in the tablet core. It is also observed that the 
solid content is detached from the tablet core following erosion and swelling. The surface 
properties of the tablet shell maintain the original morphology at most of the sampling time 
points, with evidence of some collapse at the surface of the tablet shells after 8.0 h dissolu-
tion testing. Most of the tablet core remains as a solid or semisolid form. Some cracks are 
seen at 0.5 and 1.0 h, whilst at 3.0 and 6.0 h, the tablet core becomes disaggregated and 
several voids form. The voids become increasingly larger adjacent to the drug delivery 
orifice. At 8.0 h, the content of the tablet core is nearly empty. It is interesting to observe 
that the shape of the remaining tablet core varies irregularly, which is markedly different 
from the form and shape a formulation scientist might anticipate. It is also observed that 
some aggregates adhered to the internal wall of the tablet at 8.0 and 10.0 h dissolution test-
ing, which correlates in part with the accumulated release profiles and percentages of felo-
dipine at 8.0 and 10.0 h as 73.0 and 82.4%.

The reconstructed 3D tomographic images at different drug release time points demon-
strate the dynamic changes in the internal 3D structure of the MOTS. The shape of the 
tablet core is elliptic at 0.5 and 1.0 h. As a result of hydration of the tablet core, the shape 
becomes more irregular with several voids after 3.0 h. Also, the shape change is more 
notable adjacent to the delivery orifices, suggesting the release of felodipine near the 
delivery orifices is much faster than from other locations (Figure 12.4).

12.4.3.2 Correlation between the 3D Steric Parameters and the Remaining 
Percentage of Drug in the Tablet Cores

The volume and surface area of the remaining core of the tablets are calculated from the 
reconstructed 3D images. From the SR‐μCT studies with felopidine MOTS, the remaining 
percentages of drug in the tablet cores at 0.5, 1.0, 3.0, 6.0, and 8.0 h were calculated by taking 
100% minus the in vitro release percentage of felodipine. As a result, the 3D volumes corre-
late well with the remaining percentages of felodipine in the MOTS (R = 0.9988), suggesting 
that the 3D parameter accurately reflects the release characteristics of the felodipine MOTS.

For MOTS, the release of felodipine is co‐controlled by the osmotic pressure and drug 
in suspension. Initially, the pump is controlled by the osmotic mechanism. After water is 
imbibed, the core within the pump is covered by the liquid suspension. The remaining solid 
content of the tablet core (containing solid drug) is eroded into suspension. 2D images of 
cross‐sections of felodipine MOTS acquired at 3.0 and 6.0 h clearly indicate erosion of the 
solid content from the tablet core to the suspension. As a result of the osmotic pressure and 
suspension co‐mechanism, the suspension is pumped out through the orifice. When consid-
ering the specific processes taking place during drug dissolution and release from MOTS 
systems, the detachment of the solid content from the tablet core is complex. According to 
Equation 12.1,
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for MOTS with zero‐order drug release kinetics, values of R, η, (P
1
 − P

2
) and h are nearly 

constant. However, the apparent value of C is dependent on the extent of solid content 
detached from the tablet core to the suspension. This is the erosion controlled process 
which can be expressed as the following Equation 12.2:
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where D, A, C
s
, and l are the diffusion coefficient, the surface area of diffusion or erosion, 

drug solubility, and the thickness of boundary layer, respectively. For a given drug and 
tablet, values of D, l and C in Equation 12.2 are invariable parameters. Therefore, the 
concentration of drugs in suspension in Equation 12.1 is determined by A, the surface area 
of diffusion or erosion, namely, the surface area of the remaining tablet core. Initial assess-
ments might expect that the surface area as well as the volume of the tablet core would 
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Figure 12.4 (a) Amount of felodipine MOTS released. (b) Reconstructed 3D images of 
felodipine MOTS at different sampling times (yellow represents the solid moiety of the 
tablet core, air appears gray). (c) 2D monochrome X‐ray CT images of felodipine MOTS 
viewing from four different aspects: 1. top, 2. front, 3. back, and 4. reconstructed image. Air 
appears dark, gray represents the solid moiety of the tablet core, and gray edge represents 
the semipermeable membrane [31] (see color plate section). Reproduced from [31], with 
permission from Elsevier.
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decrease with the disappearance of the solid content during the drug release process. It is 
observed that the surface area of the tablet core during the drug release process is quite 
stable, only changing by a small amount although the shape of the internal solid content 
does change markedly from elliptical to irregular and, as discussed above, containing 
voids. This results in the 3D surface area values being almost constant.

In summary, values of C, R, η, (P
1
 − P

2
) and h in Equation 12.1 are all constant during the 

drug release process, which demonstrates the intrinsic mechanism of the drug release 
kinetics of the MOTS. Thus, the 3D surface area could be regarded as a key steric param-
eter for the quality control of felodipine MOTS products.

12.4.4 Fractal Structure of Monolith Osmotic Pump Tablets

The quality of oral controlled DDSs is commonly assessed using conventional parameters 
such as the drug dissolution profile, content uniformity, related compounds, and the weight 
gain during coating for film‐coated products. Among these parameters, the dissolution 
is often considered as an indicator of potential drug release in vivo. Clear correlations bet-
ween in vitro and in vivo pharmacokinetic profiles whilst desirable are not routinely found, 
and formulations with similar dissolution profiles but variable in vivo biological activity 
can be found in the literature [51, 52]. These findings indicate that the dissolution profile 
frequently lacks specificity for sufficient understanding of the intrinsic quality of DDSs. 
One approach to identify such required understanding is to develop new methodologies to 
visualize the internal characteristics of DDSs to reveal the dynamic changes taking place in 
the architecture within the tablet during drug release. Thus, the conventional in vitro release 
method, which does not take into account the internal structure, can be calibrated [23]. 
Tomographic imaging techniques, such as μCT [13, 53], MRI [54, 55], and terahertz 
imaging [56] offer improved understanding of the structural characteristics of solid dos-
age forms and provide important information on the drug release mechanism and the 
quality of pharmaceutical products. Further understanding of the hydration kinetics has 
also been obtained through imaging techniques, including the visualization of the surface 
morphology and internal structure (i.e., front position or layer thickness), the rate of water 
penetration into polymer matrices, the polymer concentration across the formed hydro 
gel, and the location of the drug substance in the hydro gel during swelling [57, 58]. In 
addition, mathematical models describing drug release mechanisms and critical parameters 
for successful formulation design have been proposed [59].

It is only over the last 15 years that tomographic methods have been applied to consider 
the in vitro characterization of dosage forms. The rapid developments in the field of tomo-
graphic imaging techniques have also led to the application of nondestructive 3D imaging 
in pharmaceutics [23]. Most of these studies provided only qualitative information on the 
surface morphology and internal structure of the tablets during drug dissolution, which are 
irregular, complex, and continuously changing. Thus, a quantitative method or a structural 
parameter is required to define the complexity of the surface morphology and internal 
structure of tablets during drug dissolution.

Fractal analysis is a quantitative analytical method used to characterize the morpho-
metric variability and complexity of an object in nature [60, 61]. The irregular degree of a 
subject can be highly abstracted into a noninteger fractal dimensional value (D

f
). Fractal 

analysis has been applied in medical signal processing and pharmacokinetic modeling. 
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The fractal dimension has also been used to quantitatively evaluate the surface roughness 
of a poly(2‐hydroxyethyl methacrylate) hydro gel based on the images acquired by a light 
microscope [62]. The fractal dimension exhibited a major decrease in value during swelling 
and was highly correlated with the swelling ratio, thus indicating that the fractal dimension 
provided an interesting quantitative parameter related to surface roughness. For solid phar-
maceutical dosage forms, D

f
 values derived from surface imaging techniques have been 

employed to characterize the surface morphology of particles, mainly focusing on 2D static 
measurements, such as SEM and AFM [63–66]. Information on surface roughness and 
shape for particles and tablets has been gained from the values of fractal dimensions. 
However, there are few publications focusing on fractal analysis for 3D structures and its 
relationship with drug dissolution from controlled release dosage forms.

Our previous work investigated the surface morphology and the internal 3D structure of 
felodipine osmotic pump tablets based on slice by slice 2D imaging projections acquired 
via SR‐μCT [1]. Thus, a 3D fractal analysis based on a box‐counting method was devel-
oped to simultaneously quantify the entire shape, interior porous channels, and surface 
structure of felodipine osmotic pump tablets during the drug release process. The 3D 
volume and surface area related fractal dimensional values were then calculated and corre-
lated with drug release kinetics. Finally, the mechanism of drug release for the felodipine 
controlled release system was elucidated through 3D fractal data. Results showed that 
values of D

f,surface
 correlated well with the drug release rate. D

f,surface
 was found to be an effi-

cient fractal parameter that could be used to characterize the complex changes to the tablet 
core that take place during drug release. Fractal analysis, especially architectural fractal 
analysis, was initially employed in this work to characterize the internal structural 
changes taking place during drug release that cannot be measured by conventional 
methods. The degree of correlation between the fractal dimensions and drug release 
kinetics may prove to be a valuable parameter in quantifying the role of architectural 
changes in the mechanism of drug dissolution from controlled DDSs (Figure 12.5). Thus 
the fractal dimension has been shown to be a valuable quantitative indicator reflecting 
the drug release performance and can be regarded as a key indicator for the quality con-
trol of oral controlled DDSs [67].

12.4.5 Dynamic Structure of HPMC Matrix

Among a variety of oral controlled release DDSs, water swellable matrix systems, particu-
larly those containing HPMC, are widely used because of the relative simplicity of for-
mulation compositions, ease of manufacturing, and low cost, as well as acceptance by 
regulatory authorities and applicability to drugs with a wide range of dose and solubility 
[68]. Much attention has been paid to the mechanism governing drug release from hydro-
philic matrices, where it has been suggested that the diffusion front at the interface between 
the undissolved drug and the dissolved drug in the hydration layer influences the rate of 
drug release from cellulose matrix systems. In addition, water penetration and/or diffusion 
are postulated to be the rate‐limiting steps for the release of highly water‐soluble drugs. For 
poorly water‐soluble drugs, matrix erosion is considered to provide a major contribution to 
the mechanism of the drug release [69]. Our previous work has investigated the quantifica-
tion of swelling and erosion in the controlled release of a poorly water‐soluble drug using 
synchrotron μCT [19].
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12.4.5.1 Visualization of the Surface Morphology and the Hydration Layer 
of Felodipine Tablets

After SR‐μCT evaluation, the hydration layer, the glassy tablet core, and the relative 
movement with time of the erosion and swelling fronts are clearly visible. The microstruc-
tures and changes in the core can be observed (Figure 12.6). The HPMC matrix swells 
following absorption of water resulting in the increase of the matrix dimensions. After 
0.5 h, the hydration layer is clearly observed and grows gradually with time. After 5.0 h, 
the hydration layer becomes thinner. The size of the glassy core reaches a maximum at 
6.0 h and then reduces as the polymer hydrates to a greater extent. After 8.0 h, the matrix 
is entirely hydrated with no core remaining. In the period from 1.0 to 6.0 h, the thickness 
of the hydration layer exhibits only minor changes, indicating the constant release rate of 
the felodipine HPMC matrix tablets.

Reconstructed 3D structures of felodipine HPMC matrix tablets are created with seg-
mented slices (see Figure 12.6). The length, width, and height of the tablet all increase 
within the first 1.0 h as the tablet swells following its contact with the dissolution medium. 
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The length and width then start to decrease from 2.0 h onwards as the HPMC matrix 
erodes. The height of the tablet, however, remains the same. The volume and surface area 
of the tablet diminish with time. The reconstructed slice stack is converted into eight‐bit 
grayscale format and resliced vertically. Then, the vertical slices of tablets at different time 
points (include the well hydrated tablets and the tablet with totally dried core) are analyzed 
to determine the threshold gray values to distinguish the erosion font, the diffusion front, 
and the swelling front. The reduction in volume of the hydration layer is slower than that 
of the whole tablet, indicating the drug release rate‐determining influence of matrix erosion.

12.4.5.2 Correlation of the 3D Hydration Parameters with Drug Release Kinetics

In total, 23 3D steric parameters have been calculated based on extracted Iso‐Surface 
models. The correlation between volume and cumulative release percentage has been 
investigated. All the volume parameters, including volume of the whole tablet, volume of 
the glassy core, and volume of the hydration layer, correlate to a good degree with percent-
ages of drug release (R2 0 90 0 94 0 81. , . , .and , respectively). Drug release rate (dM/dt) 
values provide the key characteristics of DDSs. The correlation (R2) values between surface 
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Figure 12.6 (a) Reconstructed 3D images of the hydration layer during drug dissolution. (b) 
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swelling front, the diffusion front, and the erosion front of felodipine HPMC tablet during drug 
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area parameters and drug release rate are 0.45 for the surface area of the tablet and 0.80 for 
the surface area of the hydration layer, while the R2 value between the surface area of the 
glassy core and the release rate is 0.87, indicating that the surface area of the glassy core is 
one of the key factors in determining constant drug release. Thus, the matrix swelling has 
an important and controlling effect on the drug release kinetics.

In addition, a statistical model was constructed using SPSS PASW statistics (version 18.0) 
for multivariate analysis, using the drug release rate at different time points as the dependent 
variable (n = 9). The sample at 0 h was excluded as it is not possible to calculate the value of 
specific surface area at 0 h. Independent variable reduction was carried out taking into account 
the value of R2, the equation significance, the parameter coefficient significance, and the 
physical meaning of the variables. Three parameters with a major influence on drug release 
from felodipine tablets were identified from 23 3D structural parameters by independent var-
iable reduction and used to establish an equation to predict the drug release rate:

 

d

d hydration layer glassy core hydra

M

t
SA SA SSA420 4 128 4 214 9. . . ttion layer 23 4.  (12.3)

The SA
hydration layer

 is the surface area of the hydration layer, which includes the areas of pores 
and channels inside the hydration layer. The SA

glassy core
 is the surface area of the nonhy-

drated glassy core, which is the interface where the glassy core swells into gel and hydration 
occurs. The SSA

hydration layer
 is the specific surface area of the hydration layer, which reflects 

the magnitude of the hydration layer. All the relevant parameters in Equation 12.3 have 
been normalized to ensure that all parameters have equal determinant strength to drug 
release rate. The statistical model exhibits relative desirable predictability, with R2 = 0.96 
and significant p values (<0.001).

12.4.6 Release Behavior of Single Pellets

Multiparticulate solid dosage formulations (e.g., pellets and granules) contain numerous 
discrete particles that are combined into hard gelatin capsules or compressed into tablets, 
forming a single dose unit. Multiparticulate dosage forms have gained considerable popu-
larity over conventional single unit products for controlled release DDSs. Conventional 
dissolution test of multiparticulate systems establishing a release profile clearly does not 
provide any information on the individual contributions of single pellets and is insufficient 
because the release kinetics for ensembles is a composite profile of the individual units 
[70–73]. An ensemble of zero‐order releasing units will exhibit first‐order kinetics under 
certain conditions [74]. The results from single pellet experiments can also be used to sim-
ulate release behavior on the dose level [75–79]. A recent study involved SR‐μCT in corre-
lating structural detail with the single pellet release characteristics of pellets of tamsulosin 
hydrochloride sustained release capsules (TSH; Brand name, Harnal).

12.4.6.1 Visualization and Internal 3D Parameter Calculations

The high‐resolution 3D images obtained from SR‐μCT refer to a model that reproduces the 
morphology and microstructure of the pellets; the 3D rendering model displays fully detailed 
structural information about every pellet from a sample capsule. Hollow pellets and solid 
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pellets were identified and randomly selected to show morphological and microstructural 
information. Differences in the shape, size, morphology, and internal structure of each pellet 
were clearly recognized. Pellet properties, such as diameter, surface roughness, and internal 
void, can be extracted and used to calculate the volume and specific surface area for each 
pellet. The ability to visualize the microstructures of an individual pellet from the results of 
CT scans and 3D reconstructions is also especially valuable when investigating the drug 
release mechanism.

In attempting to describe the pellets, approximately 40 steric quantitative parameters 
were obtained from the reconstructed model. The most important ten parameters closely 
related to the release profile were then selected. Based on the derived data, the pellets were 
markedly different in size and shape from one another within the approximately 1000 pellets 
in each TSH sustained release capsule. The particle system was described using a frequency 
distribution. The size (volume, surface area, and diameter) distributions had a wide range 
and did not exhibit Gaussian distributions. In addition, most pellets had a value close to 1 for 
sphericity, while some pellets were still irregular. The specific surface area of the majority 
of pellets was in the range between 0.007 and 0.035 µm−1. Approximately 50% of the pel-
lets were completely solid, and the other half had voids with variable volumes and surface area 
distributions. The smaller pellets (with respect to surface area and volume) were more spherical. 
A few pellets were more ovoid in shape, a feature thought to be due to the pressure effects 
during the pellet formation and coating processes. The deviations in size decreased when 
the particles were more spherical. However, no strong correlation was observed between 
the void and the other parameters. The void fraction distribution and the diameter showed 
a random tendency without a significant correlationship (Figure 12.7).

12.4.6.2 Single Pellet Release Kinetics

The drug loading of individual pellets was distributed across a wide range and correlated to 
some degree (R2 = 0.7790) to the pellet volume. The points on the scatter plot spread further 
as the diameter increased, indicating that the drug loading in small pellets with high sphe-
ricity showed a higher homogeneity. Furthermore, the drug concentration in the pellet 
matrix (content in unit of volume) of most pellets was approximately 1–2 ng/µm3, with the 
drug loading of individual pellets ranging from < 100 to 700 ng. This feature is important 
for understanding the drug release mechanism. However, several outliers were apparent, 
indicating that the manufacturing process was unable to produce totally uniform, consistent 
pellets. The dissolution rate of individual pellets gradually decreased during the release 
process, with complete drug release after 240 min for almost all of the pellets. The distribu-
tion of percentage drug at each time point was similar.

12.4.6.3 Correlation between Structural Parameters and Drug Release

The cumulative amount of drug released correlated well with pellet surface area, with par-
ticularly strong linear correlations observed over the dissolution time period of 45–120 min. 
Thus the surface area of the pellet represents a key steric parameter that is a primary deter-
minant of the drug release profile. The drug release kinetics are also likely to be influenced 
by the diffusion of drug from the pellet. From our observations, we noted that the drug‐ 
containing pellets maintained their original shape during the drug release tests; swelling or 
disintegration was not observed.
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The drug release patterns of single pellets can be expressed as the well known relation-
ship reported by T. Higuchi and reduced to Equation 12.4:

 

Q

A

DK
KC C t2 S S  (12.4)

The release rate is controlled by the drug concentration, the dissolution speed, and how 
fast the dissolved drug diffuses throughout the matrix. The largest value of M∞/V for the 
pellets under investigation is 3.5 µg/mm3, a value considerably lower than the solubility 
of TSH. Therefore, if TSH dissolves readily during the first and middle periods of 
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Figure  12.7 Characterization and release behavior of pellets [78]. Reproduced from [78], 
with kind permission from Springer Science and Business Media.
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release, the drug concentration in the pellet is constant and equal to M
∞
/V because the 

surface area of the pellets hardly changes, allowing τ and the surface area to remain 
constant. For this case where D, K, C, and τ are constant, this equation can be reduced 
to Equation 12.5:

 

Q

A
t  (12.5)

where ω is the slope of the square root of the time relationships and Q can be rewritten 
as dM/S; A can be rewritten as M/V, allowing Equation 12.5 to be rewritten as Equation 
12.6:

 
dM

M

V
S t  (12.6)

where M is the drug loading of the pellet, and V and S are the volume and surface area of 
the pellet, respectively. The cumulative amount of drug released is a linear function of the 
square root of time. Therefore, the level of correlation between M × (S/V) and drug release 
kinetics was investigated. The results confirmed a high level of correlation. At the beginning 
of dissolution, only the outer surface will be infiltrated with dissolution medium. After the 
pellet is well hydrated, the voids will also be filled with dissolution medium and the surface 
area of internal void will affect the dissolution and speed up the diffusion process. Then, 
for calculation purposes, the surface area, an important steric parameter for the release 
 profile, is adjusted to S

a
 (S

a
 = surface area of pellet + surface area of void). The adjusted 

parameter [M × (S
a
/V)] produced an improved correlation with higher R2 values, demon-

strating that the voids also play an important role during drug release.

12.5 Future Prospects

Much attention has been given recently in the field of designing solid DDSs to computer 
simulation at the molecular level and direct observation of the constituent particles of dos-
age forms using instruments such as electron microscopes. In related studies it is often 
assumed that the macro structure of conventional dosage forms and their unit constituents, 
such as tablets, capsules, pellets, granules, and powders has been thoroughly and suffi-
ciently investigated for their various structures and forms. However, it is the external struc-
ture that is generally considered rather than the total microstructure, including the internal 
architecture of the solid system. It appears that the microstructure of dosage forms across 
the size range from hundreds of nanometers to millimeters has not been well investigated 
quantitatively and presents a missing area of study, perhaps due to the lack of a sensitive 
in situ imaging method and difficulties in quantifying 3D features. Although there are lim-
itations to using SR‐μCT, the examples highlighted above demonstrate the vitality of this 
approach and demonstrate how additional knowledge revealed by such studies can inform 
the design of a range of solid dosage forms for specific desired performance criteria. The 
re‐visit to interrogate holistically the structure of dosage forms using this technology will 
enrich our 3D structure visions and provide opportunities in the creation and design of new 
structures for DDSs.
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13.1 Introduction

The design and development of new drugs (and drug delivery systems) is a complex 
and costly process, with a significantly high level of attrition. It is estimated that from 
the 10 000 new compounds which are investigated during discovery phases only one 
is eventually granted approval by regulatory authorities, with an associated cost of 
over $1 billion [1]. These high rates of attrition and spiralling costs have sparked a 
resurgence in the application of pharmacokinetics modelling to better optimise drug 
discovery processes.

Drug metabolism and pharmacokinetics (DMPK) have an important role to play during 
drug discovery and development, particularly during lead optimisation and drug candidate 
identification. The key metrics of importance for progressing the candidate forward are its 
absorption, distribution, metabolism and excretion (ADME) characteristics and an early 
assessment of metabolic and pharmacokinetic (PK) properties [2, 3].

Over the past two decades, pharmacokinetic modelling and simulation has made a 
significant impact on the development process and helped reduce attrition, as a result of 
poor human pharmacokinetics, to about 10% [4] of all development failures, from 50% in 
1990 [5]. Pharmacokinetic modelling is now well established as a tool to aid in ensuring 
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efficiency and cost saving during the development stages, from target validation, ADME 
assessment and dose escalation to humans.

13.2 Modelling and Simulation Process

At the heart of it, any modelling process is essentially based around an investigation 
involving a large number of mathematical, statistical and numerical techniques, which are 
applied to a set of data, often in an exploratory analysis approach.

An important concept in modelling and simulation is the idea that all models are 
only approximations of any system they are designed to represent and that many dif-
ferent modelling approaches exist which differ in their strengths and limitations when 
applied to pharmacokinetic modelling and simulation and which often are dictated by 
the goals and outcomes of the investigation. Once a model is selected, driven by a 
priori knowledge, it inevitably undergoes further refinements until a convergence or 
goal is reached and therefore many preclinical models are considered as working 
models and are adapted or updated during the development process when more clini-
cally relevant data exists.

13.3 Pharmacokinetic Principles

The clinical outcome of any therapeutic agent administered and delivered into the body is 
primarily governed by the pharmacokinetic properties of the active drug (and associated 
delivery system excipients). The clinical outcome is often associated with a concentration–
response relationship, which is directed by the temporal magnitude of the therapeutic agent 
at the receptor active site.

As receptor active sites are often located intracellular and therapeutic agents are 
delivered to the systemic blood, the temporal concentration–response relationship is 
primarily one dictated by the concentration of the drug in the blood and the ability of 
the drug to partition into the intracellular active sites within tissues and organs. Thus, 
studying the processes which can alter the temporal blood concentrations of a therapeu-
tics agent, will inevitably impact upon the rate and extent of the response (i.e. the 
clinical outcome) and pharmacokinetics, is a quantitative approach to understanding 
ADME processes (Figure 13.1).

13.3.1 Drug Absorption

The process of absorption, assuming the drug is complexly liberated from its carrier or 
delivery system, will depend significantly upon the route through which the formulation is 
delivered and is characterised by the appearance of the therapeutic agent within the systemic 
circulation.

Two commonly used routes exist to administered drugs into the body: parenteral routes 
[including intravenous (IV), intramuscular (IM), transdermal (TD) and subcutaneous (SC)] 
and enteral routes. All but IV administered drugs require an absorption phase prior to 
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delivery into the systemic circulation, whereby the agent will diffuse into local capillaries, 
which feed into the systemic circulation.

By far the most common route of administration is the oral route. Oral absorption is a 
complex process involving numerous steps before the therapeutic agent is able to access 
the systemic circulation. Before a drug can be absorption across the gastrointestinal (GI) 
tract mucosal wall, disintegration of the solid dosage form and dissolution to solubilise the 
drug particles into the gastric media must occur. Absorption across the GI wall occurs 
 predominantly in the small intestine and is highly dependent upon the physicochemical 
properties of the drug (charge, molecular weight and lipophilicity), the formulation system 
and the physiology/anatomy of the subject.

The large surface area of the small intestine, a result of the increase in overall surface 
area due to the villi and microvilli of the intestinal enterocytes, makes it an ideal loca-
tion for drug absorption. Despite this large surface area, drugs absorbed into intestinal 
enterocytes are frequently subjected to extra‐hepatic metabolism (phase I and II) or 
active transport through membrane‐localised transporters, which hinder overall flux 
across the intestinal lumen wall. Drugs that successfully pass through the intestinal 
enterocytes will enter the hepatic portal system and be subjected to metabolism in a 
process known as first‐pass metabolism through a complement of drug metabolism 
enzymes, predominantly from the Cytochrome P450 family.

Generally speaking, we are interested in the rate of absorption as a measure for the speed 
of absorption from the dosage formulation and these are often summarised in terms such as 
the peak concentration (C

max
) and time to reach peak concentration (T

max
).
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Figure 13.1 Processes involved in absorption, distribution, metabolism and elimination (see 
colour plate section).
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13.3.2 Drug Distribution

The partitioning of a drug out of the circulation is a prerequisite for the subsequent diffusion 
into tissues. The rate and extent of drug distribution is therefore related to tissue perfusion, 
the presence of anatomical barriers at the tissue organ site and the composition of the 
tissue. Where there is no anatomical barrier to drug delivery into a tissue, the key determi-
nant of the rate of distribution is the tissue perfusion rate, and under these conditions the 
equilibrium between drug in blood and in tissue will occur faster for highly perfused tis-
sues (e.g. kidney, lung and liver) compared to slowly perfused tissues (e.g. fat). Where the 
capillary membrane provides a barrier to distribution, the permeability of the drug 
compound across this cellular barrier becomes the rate‐limiting step and thus the rate of 
distribution now becomes dominated by the lipophilicity of the drug.

Whilst in the blood, many drugs are prone to reversibly interact with over 60 different 
soluble plasma proteins known to influence the distribution of drugs. The major plasma 
proteins are albumin and α‐1 acidic glycoprotein, which are known to bind acidic and basic 
drugs, respectively. The interaction of drugs with plasma proteins is generally dependent 
upon lipophilicity and a reversible binding equilibrium complex is formed. The extent to 
which a drug is not bound to plasma protein is termed the fraction unbound (fu

p
) and is 

highly dependent upon the protein concentration and affinity of the drug to plasma pro-
teins. The importance of plasma protein binding is understood when considering that drug 
diffusion out of blood capillaries and into target tissue/organs depends highly upon the 
bound or unbound state, with only unbound drugs being capable of passing across capillary 
walls and entering target tissues.

Thus, the primary effect of plasma protein binding on the pharmacokinetics of a drug is 
related to altering this distribution process, which is envisaged in the term volume of 
distribution (V

D
), a term which can be thought of as reflecting the overall distribution of 

the drug in the body but which is more correctly considered as a proportionality constant 
between the concentration of a drug in the plasma and the amount of a drug.

As most drugs do not exert an effect in the systemic circulation, penetration into tissues/
organs is essential for reaching target sites, and therefore the larger the value of V

D
, the 

larger the extent of distribution of drug into tissues and the less drug there is in the blood 
circulation. In addition, the key factors controlling the extent of the V

D
 is essentially protein 

binding and the balance to which drug binds to plasma protein and nonspecific tissue 
binding, the equilibrium of which will dictate whether the overall balance resides in the 
tissue or in the blood.

13.3.3 Drug Metabolism and Elimination

The predominant sites of drug elimination from the body are the liver (metabolism and bil-
iary excretion) and the kidneys (excretion), both of which are highly perfused tissues. The 
removal of drugs from the body is largely dependent upon its physicochemical properties, 
with highly lipophilic compounds predominantly undergoing metabolism and hydrophilic 
drugs compounds excreted unchanged in the kidneys.

The rate of biotransformation of a drug is an important factor in determining the avail-
ability of the drug in the systemic circulation and thus its eventual clinical efficacy. 
Biotransformation of drugs is the primary mechanism by which lipophilic drugs are 
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eliminated from the body and is mediated through two pathways, phase I transformation of 
the parent compound to a more polar metabolite through the unmasking of functional 
groups and phase II conjugating reaction to form more hydrophilic end products capable of 
being renally excreted.

The most common phase 1 metabolic enzymes are the cytochrome P450 (CYP) 
enzyme family; and phase 2 enzymes consist mainly of transferases such as the UDP‐
glucuronosyltransferases (UGTs) and sulfotransferases (SULTs).

Drugs that have undergone phase I and II processes are subsequently eliminated from the 
body through either renal extraction via glomerular filtration and tubular secretion or 
through hepatic biliary excretion, with other routes (e.g. hair, saliva, tears) playing a smaller 
role, generally considered as unimportant.

13.4 Pharmacokinetic Modelling Approaches

The application of pharmacokinetic modelling within the drug development field essentially 
allows one to develop a quantitative description of the temporal behaviour of a compound of 
interest at a tissue/organ level, by identifying and defining relationships between a dose of a 
drug and dependent variables.

In order to understand and characterise the pharmacokinetics of a drug, it is often helpful 
to employ pharmacokinetic modelling using empirical or mechanistic approaches. In 
essence, such models are designed to represent a system (investigational species) with a 
primary goal of reproducing the structure and function of the system and relating this to 
temporal changes in drug concentration in the system.

13.4.1 Empirical (Classical Compartmental) Modelling

Classical empirical models are essentially derived from existing data describing the in vivo 
temporal concentration profile of drug blood. Many approaches exist to quantitatively 
describe kinetic systems but empirical and mechanistic approaches are commonly used in 
pharmacokinetics.

An empirical, or data‐based, model aims to replicate existing observed data and 
therefore require very little or no a priori knowledge of the system under investigation 
but does require temporal drug concentrations in blood or plasma describing the event 
being modelled.

Using this in vivo plasma data as a starting point, a model is constructed which consists of a 
sufficient number of compartments needed to describe the ADME of the drug compound. Drug 
within each compartment is assumed to be instantly and homogenously distributed throughout.

Most empirical modelling approaches employ one‐, two‐ or three‐compartment models 
(Figure 13.2). In its simplest form, a one‐compartment model assumes that drug is instantly 
and homogenously distributed within the compartment and this is often referred to as the 
central compartment. In a two‐compartment model the assumption is made that drug can 
also distributed to a second compartment termed the peripheral compartment where the 
distribution to this compartment is defined by a rate. This can often be representative of 
distribution into different tissue types with the additional of third compartment also 
provided a defined distribution rate into a further tissue compartment.
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Mathematically, such models are described by the sum of exponential terms defining 
events within each compartment (C

i
: concentration in the i‐th compartment) and inter‐com-

partmental transfer of drug (k
i
: transfer rate constant for the i‐th compartment):

 C C et i
k tt  (13.1)

The actual choice of model is defined by a priori data and this approach is generally useful 
for interpolation of data and deriving terms such as the half life and clearance of drugs but 
lack refinement for extrapolation as the terms describing the kinetics within each 
compartment lack any true physiological meaning.

13.4.2 Noncompartmental Analysis

Prior to the advent of the personal computer and associated computational power, noncom-
partmental analysis (NCA) was the mainstay of all pharmacokinetics‐based analysis of 
data. NCA is a model‐independent approach to determine fundamental pharmacokinetic 
parameters and assumes (and requires) little or no prior knowledge of the system.

In such approaches, the time course of the drug is considered as a statistical distribution 
curve and the area under the plasma concentration–time curve (AUC), properly referred to as 
the area under the zero moment curve, is calculated. Furthermore, moment analyses has 
allowed the determination of key parameters such as clearance (Cl), mean residence time 
(MRT) and volume of distribution at steady state (V

ss
). A classical example of the application 

of noncompartmental modelling is the bioequivalence study, where the rate and extent of drug 
absorption of a test and reference product evaluated by comparing the C

max
, t

max
 and AUC.

13.4.3 Mechanistic (Physiological) Modelling

Mechanistic pharmacokinetic modelling, more often referred to as physiologically based 
pharmacokinetic (PBPK) modelling offers a more rationale approach to understanding the 
pharmacokinetics of a drug. The concept of PBPK modelling was introduced as far back at 
1937 by Teorell [6], and the approach further developed and reported by Bischoff and 
Brown [7] and Dedrick [8].

The basis of this approach is grounded in the use of compartmental modelling approaches, 
but rather than using a lumping approach to reduce tissue compartments to one, two or 
three compartments, PBPK modelling explicitly describes all tissue and organs in the body 
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Figure 13.2 Typical empirical compartmental models.
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by compartments (Figure 13.3). Each compartment is assigned physiological volumes and 
interconnected through physiological perfusion rates. Drug entry into tissues comes from 
the arterial blood and returns to the heart through the venous blood. Organs with specific 
clearance routes (e.g. liver, kidney) include specific terms for the clearance of drugs.

Drug entry into tissue can be assumed to be limited by either blood flow (perfusion rate‐
limited) or ability to permeate into tissues (permeability rate‐limited). For most lipophilic 
drugs the assumption is made that entry into tissues is solely limited by perfusion to that 
tissue. Whereas if a priori data suggests a permeability limitation to the partitioning of the 
drug into tissue, one can describe uptake into the tissue through a permeability‐limited model 
which explicitly accounts for flux into the tissue through an extrapolated permeability metric. 
Furthermore, where metabolism is known to impact upon the ADME of the drug, the relevant 
metabolising enzyme activities can be incorporated into a tissue or organ within the model.
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The goal of any PBPK modelling approaches is therefore creating a balance between 
parsimony and biological realism, development of a suitably minimal model structure, 
which adequately describes the pharmacokinetics of the drug to be studied.

Despite the advantages PBPK modelling has to offer over more traditional compartment/
noncompartmental approaches, its application has only recently become realised with 
widespread application in drug development and academia, which has primarily been 
driven by new approaches to determine fundamental operational parameters such as the 
tissue to plasma partition coefficient (Kp

t
) [9, 10] and approaches to carry out robust in 

vitro to in vivo extrapolation of drug permeability and metabolic clearance terms.

13.5 Pharmacokinetic Software for Modelling

With a recent resurgence in the application of PBPK in research and pharmaceutical 
industry, numerous commercial platforms are available with which to develop pharmaco-
kinetic models. Pharmacokinetic models can be developed within mathematical and 
statistical commercial software such as MATLAB (MathWorks, Inc., Natick, Mass., USA) 
[11] using traditional mathematical and computation coding, or by using the Simbiology 
Toolbox available within MATLAB for a graphical user interface approach to developing 
PBPK models. Freely available alternatives include using the statistical program R (R 
Development Core Team) [12].

A number of commercial and specialist pharmacokinetic modelling software packages 
are also available and include GastroPlus (Simulations Plus: www.simulations‐plus.com) 
and SimCYP (Simcyp Ltd: www.simcyp.com) and for mechanistic oral absorption and 
population‐based modelling; Pheonix WinNonlin (Certara: www.certara.com) for PK/PD 
and NCA; PK‐Sim (Bayer: www.systems‐biology.org) for oral absorption, mechanistic 
and systems‐based modelling.

13.6 Developing a PBPK Model for an Orally Dosed Compound

For the preclinical scientist, PBPK modelling is an invaluable tool with which to inte-
grate a wide variety of routinely generated in vitro compound‐specific data into systems, 
which will allow the prediction of whole‐body temporal tissue and cellular concentra-
tions.

The development of a PBPK model begins with a clear understanding of the question or 
problem in hand, which will significantly guide the design of the model structure and com-
plexity. Thus the level of detail required from the model is primarily dictated by the kinetic 
events within compartments and the type of chemicals tracking within the model, such as 
metabolites in addition to any parent compound.

13.6.1 Conceptualisation of a PBPK Model Structure

A key component of a PBPK is visualisation of the overall elements of the model. This 
diagrammatic representation of the model system is helpful in this respect and often visu-
alises key physiological elements controlling the ADME of a compound. The basis of the 

http://www.simulations-plus.com
http://www.simcyp.com
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http://www.systems-biology.org


Physiologically Based Pharmacokinetic Modelling in Drug Delivery 271

model is compartments for each of the key tissues/organs under investigation. The level of 
detail in the inclusion of compartments and tissues can be driven by an a priori 
 understanding of the key tissue sites for an ADME effect. However some key elements 
must be considered as a minimum structural level to ensure correct consideration of 
ADME  properties:

1. Administration site of drug – often the blood, gastrointestinal, skin or lung compart-
ments;

2. Metabolism and excretion sites of drug – mainly liver and kidney;
3. Storage sites of drugs – often the adipose or a bone site.

To aid in the selection of which tissues to incorporate into the model, a well 
established generic ‘whole‐body’ physiologically based pharmacokinetic (WB‐PBPK) 
model is widely used in mechanistic pharmacokinetic modelling (Figure  13.3) [13–
20]. The WB‐PBPK model provides an excellent balance between model complexity 
and simplicity, which is generally considered to be biologically and physiologically 
plausible.

A WB‐PBPK model is typically comprised of a total of 14 compartments, which include 
adipose, bone, brain, gut, heart, kidney, liver, lung, muscle, pancreas, skin, stomach, spleen 
and thymus. Each compartment has a primary assumption of being a single homogenous 
representation of the tissue or organs. The drug is assumed to be instantaneously and homo-
geneously distributed within the compartment, with perfusion providing the only limitation 
to the rate of uptake into the compartment. However, for dosing tissues (e.g. small intestine/
gut) or target tissues (e.g. brain) it is often common to assume drug uptake into the tissue 
can be limited by the permeability across the cell membrane and these are often termed 
permeability‐limited. Model complexity is often increased when there is a need to describe 
processes relevant to ADME, such as dissolution and solubility (for absorption), subcel-
lular distribution within a tissue (distribution) and drug metabolism by metabolic enzymes 
(metabolism).

Once a model structure has been chosen, each tissue compartment is then parameterised: 
provided with a physiological tissue volume, allocated a calculated tissue partition coeffi-
cient and interconnected through a systemic circulation which is comprised of both arterial 
and venous blood supplies. Furthermore, the WB‐PBPK model may act as an initial starting 
point for model development strategies and individual compartments may be lumped 
together to reduce structural complexity if there is limited to no appreciable change in 
simulated pharmacokinetic profiles.

13.6.2 Parameterising the Model with Model Descriptors: Systems Data

In parameterising a PBPK model, it is essential to populate the model with all relevant sys-
tems data (physiological and biological) describing the species model system and all 
compound‐specific data (physicochemical, permeability and metabolism; Figure 13.4). 
Systems‐based data for commonly used species (rodents, dogs, primates and humans) are 
readily available [21–24] and provide an established starting point for model optimisation. 
Furthermore, biochemical data such as enzyme and transporter abundances for certain 
 tissues such as the GI‐tract [25–31] and brain [32–35] are now becoming available to the 
wider scientific community.
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13.6.3 Parameterising the Model with Model Descriptors:  
Compound‐Specific Data

Compound‐specific data is often categorised as either being physicochemical or in 
describing specific properties of the compounds such as its in vitro or in vivo permeability 
across a cell membrane or its interaction with drug‐metabolising enzymes (Figure 13.5).

Physicochemical data, and to some extent permeability data, can be sourced from publi-
cally available databases or predicted using specialist ADME software (GastroPlus, 
Simulations Plus: www.simulations‐plus.com; SimCYP, Simcyp Limited: www.simcyp.
com; QikProp, Schrondinger: http://www.schrodinger.com; VolSurf+, Molecular Discovery: 
http://www.moldiscovery.com), provided that a minimal level of compound‐specific data is 
known (e.g. LogP and pKa).
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Figure 13.4 System input parameters for a PBPK model.

http://www.simulations-plus.com
http://www.simcyp.com
http://www.simcyp.com
http://www.schrodinger.com
http://www.moldiscovery.com


Physiologically Based Pharmacokinetic Modelling in Drug Delivery 273

Alternatively, certain compound‐specific data has been successfully predicted using 
mechanistic and quantitative structure–activity relationship (QSAR) approaches and can 
be readily incorporated into PBPK modelling strategies. Of these, the determination of 
in vivo drug clearance (metabolic or renal), permeability and tissue partitioning are key 
compound‐specific input parameters that are often derived from in vitro data and mecha-
nistic approaches.

13.6.4 Orally Dosed Formulations

For formulations dosed orally, a prerequisite for clinical activity is the entry of the drug into 
the systemic circulation. The primary barrier to ensuring systemic delivery is passage 
across the small intestine or gut compartment in any WB‐PBPK model. For any orally 
dosed compounds, the oral bioavailability of the drug in the systemic circulation (F

o
) is 

dependent on the fraction absorbed across the intestinal wall (F
a
), the fraction escaping the 

intestinal enterocytes (F
g
) and the fraction escaping the liver (F

h
; Figure 13.6) where the 

product of all three yields the overall oral bioavailability.
For compounds that are orally dosed, a detailed small intestine model can be developed 

to model both transit and absorption aborally, which can then be implemented in any WB‐
PBPK model replacing the single homogenous gut compartment with a more advanced oral 
absorption model. The section below describes elements of this development process.

13.6.5 Modelling Drug Dissolution

Unless dosed in a liquid form, the processes of disintegration and dissolution are key prereq-
uisites to the release of drug molecules and their subsequent absorption. The formulation 
system acts as a carrier for drug molecules and therefore the liberation of drug molecules 
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Figure 13.6 Pathways for calculating oral absorption.
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from this carrier is essential. Both the solubility (related to the physicochemical properties 
of the drug) and the dissolution rate (related to the carrier system formulation) of the drug 
particles from the bulk formulation dictates the rate of dissolution.

Mathematical modelling of dissolution is an essential component of any oral absorption model 
to enable successful prediction of oral absorption when dealing with a solid dosage forms. Noyes 
and Whitney [36] first described a mathematical approach to model in vitro dissolution using:

 

dC

dt
k C Cs

 (13.2)

where C
s
 is the solubility concentration of the drug, C is the concentration of drug in bulk 

media and k is the dissolution rate constant. This was further adapted by Bruner and von 
Tolloczki [37] to include a description of surface area (A) of the drug particles:

 

dC

dt
k A C Cs

 (13.3)

and finally adapted by Nerst [38] and Brunner [39] to produce the Nerst–Brunner equation:

 

dC

dt

D A

V h
C Cs

 (13.4)

where D is the diffusion coefficient, A is the surface area of the drug particles, V is the 
volume of the media, h is the thickness of the diffusion layer, C

s
 is the saturation 

concentration or saturation solubility of the drug particles and C is the concentration of 
drug in the bulb media (Figure 13.7).

This approach has its basis in the combination of both a diffusion layer model and an 
application of Fick’s second law [40]. Many of the input parameters in Equation 13.4 are 
measurable, however the diffusion coefficient is often determined from the Stokes–Einstein 
equation [41] or the Hayduk–Laudie equations [42].

Although both the Noyes–Whitney and the Nerst–Brunner equations are widely used for 
in vitro dissolution testing, other empirical models have found favour in modelling in vitro 
dissolution, the most popular of which is the first‐order Weibull equation:

 

m
t T

a

b

1 exp  (13.5)

Cs

Cs: concentration of drug in saturated diffusion layer
C: concentration of drug in bulk solution

As the distance increases from the surface of the solid,
the concentration grug decreases.

C

h
DRUG

Diffusion layer
Bulk media

Figure 13.7 Diffusion layer.
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where t is time, T is a lag time, a is a scaling factor and b is a shape constant. The Weibull 
equation is often utilised by fitting experimental data to the model equation.

13.6.6 Modelling Drug Permeability

Having described the process of disintegration and dissolution of a drug from its dosage 
form, a mechanistic description of the permeability of the drug compound across the gut 
lumen wall is necessary.

The permeation of drug compounds across biological membranes occurs through two 
main pathways, namely paracellular or transcellular processes. Paracellular pathways 
involve the movement of drug, typically small hydrophilic compounds, through small 
aqueous channels within the membrane. Transcellular pathways are open to hydrophobic/
lipophilic compounds of small molecular weight and involve the diffusion of drug mole-
cules into and through the lipid bilayer.

The flux (J) of a compound across the intestinal mucosa is often described by its rela-
tionship with the intestinal effective permeability (P

eff
), surface area (S) and a concentration 

gradient established across the mucosa:

 J P S Ceff  (13.6)

The intestinal effective permeability for compounds undergoing passive transcellular diffusion 
represents the passive passage of drug across the apical membrane of intestinal enterocytes.

The experimental determination of P
eff

 is normally carried out using an intestinal perfusion 
technique, which measures the loss of a perfused from an isolated segment of the jejunum 
[43]. In humans, the direct determination of P

eff
 has been carried out for 34 compounds 

(30 drugs in the intestine, two drugs and two compounds in the rectum) [43–50].
During preclinical screening, it is not routinely possible to determine P

eff
, but rather an 

analogous in vitro permeability flux, the apparent permeability (P
app

), is determined in cell 
culture based permeability studies using either human epithelial colorectal adenocarci-
noma cells (Caco‐2) or Madin–Darby canine kidney (MDCK‐II) studies. Furthermore, the 
derivation of linear correlations established from in vitro P

app
 and literature reported in vivo 

P
eff

 are commonly used to yield an in vivo permeability metric.
The Caco‐2 cell culture model is the most commonly used model to determine parameters to 

extrapolate to human P
eff

 [51], primarily because of their similar transport protein expression 
profile to human intestine [52], despite being colonic in origin. A limitation of this model is the 
variation in protein abundance compared to human intestinal cells and their widespread labora-
tory to laboratory variability in transport activities [53]. Similar correlations have been reported 
for the MDCK model and associated MDR1‐transfected subclone (MDCK‐MDR1) [54, 55].

Noncell‐based approaches to determine an in vitro permeability metric derived from the use 
of an artificial membrane such as that employed in the parallel artificial membrane permeation 
assay (PAMPA) for determination of the passive permeability of compounds [56, 57].

In silico approaches have been employed to directly predict human P
eff

 and primarily 
employ the use of QSAR between the molecular descriptors of the compound and known 
human P

eff
 values (Equation 13.7 [58]) or Caco‐2 derived P

app
 (Equation 13.8 [59]):

 Log effP PSA HBD4 2 546 0 11 0 278. . .  (13.7)

 Log Logeff appP P0 6532 0 3036. .  (13.8)
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Providing an in vitro intestinal permeability metric has been determined, the incorporation of 
drug flux across the intestinal mucosa can be modelled in PBPK models by the use of a 
permeability surface (PS) area term which often takes the units of volume/time and is analo-
gous in units to a clearance term. The PS area metric can be calculated by correcting P

app
 or P

eff
 

(units of cm s−1) with the intestinal surface area, 200 m2 for P
app

 or 0.66 m2 for P
eff

 [60]. The 
surface area correction accounts for the threefold increases provided by the ridges around the 
lumen (values of Kerckring), a further four‐ totenfold expansion produced by the villi struc-
tures and a further 10‐ to 30‐fold expansion proved by the microvilli [61]. The surface area 
magnification provided by the Kerkering and associated villi and microvilli are explicitly 
accounted for when using P

eff
 and therefore the final surface area corrections simply account 

for the planer tubular surface area only.
Alternative approaches to determine PS often utilise empirically correlated in vitro per-

meability to in vivo permeability relationships to predict P
eff

 which is subsequently scaled 
as described above. Furthermore, it is also possible to utilise P

eff
 to determine an absorption 

first‐order rate constant (k
a
) based on correcting for the surface/volume ratios of a cylinder:

 
k

r

r l
P

r
Pa eff eff

2 2
2

 (13.9)

where r and l represent the radius and length of the small intestine and the volume of a 
cylinder. This mechanistic approach often holds valid for drug compounds that undergo 
passive absorption with no active efflux (or uptake) element. However, the small intestine 
is known to express a wide variety of membrane‐bound drug active transporter proteins 
which can play a significant role in altering the flux across the intestinal enterocytes. 
Typically the Caco‐2 permeability assay will identify whether a drug is undergoing some 
form of active transport and subsequent studies are conducted to assess the specific trans-
porter protein(s) responsible for the transport phenomena.

Cellular data derived from the interaction of a drug with transporter proteins should, 
ideally, be in the form of a Michaelis–Menten kinetic with determination of maximum 
velocity (V

max
) and Michaelis constant (K

m
). In reality, the determination of specific trans-

porter elements in traditional cell culture model systems (e.g. Caco‐2 or MDCK‐II) is 
complicated by the multiplicity of transporter proteins expressed. Novel systems that may 
overcome this include insect‐derived membrane fractions from transporter overexpressed 
cell lines which will allow the specific determination of K

m
 and V

max
 for a specific trans-

porter pathway.
The mathematical description of active transporter compounds is similar to that for 

enzyme kinetics, the key feature being the exhibition of saturable kinetics. The predicted 
flux of the drug transporter (J

transporter
) can be defined as:

 
J

J C

K Ctransporter
max lumen

m lumen

 (13.10)

In the absence of kinetic data it is still possible to incorporate transporter pathways based 
on solely in vitro permeability data by including a description for the efflux ratio (ER), 
the ratio of drug being transported under efflux compared to passive mechanisms. Whilst 
lacking any concentration‐dependent saturation, this term can be utilised to model the 
equilibrium of passive versus active transport of drug throughout the small intestine [62].
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13.6.7 Modelling Drug Metabolism

The clearance of a drug from the body is an important pharmacokinetic factor that can be 
used to develop dosing regimens and assess the requirement for dose adjustments during 
clinical trials. The determination of clearance in humans is usually conducted from in vitro 
experiments and then scaled to yield an in vivo clearance term which can be used within the 
pharmacokinetic modelling strategies.

In this approach, the rate at which drug is removed from the blood by the liver (termed 
the intrinsic clearance) is measured in vitro from enzyme kinetic data such as V

max
 and K

m
 

or from the half life from in vitro assays, which employ either intact cell systems (e.g. 
primary hepatocytes), subcellular fractions (microsomes) or transfected cell lines (MDCK 
and HEK cells). The choice of system to use is highly dependent upon the route of metab-
olism (Cytochrome P450 mediated or UGTs) and the specific isozyme(s) involved in the 
metabolic reaction.

A three‐step approach is often utilised to scale an in vitro clearance to a human in vivo 
clearance (Figure 13.8). An in vitro intrinsic clearance (CL

int
) is determined from substrate 

depletion assays. Once normalised for protein concentration and corrected for nonspecific 
binding, CL

int
 is now referred to as an in vitro unbound intrinsic clearance (CL

int,u
) and is 

scaled to a human in vivo clearance by correcting for microsomal recovery (40 mg g–1 liver 
and 20.6 mg g–1 intestine) [63, 64] hepatocellualrity (120 × 106 cells g–1 liver) [65, 66] and 
finally liver weight to yield an in vivo intrinsic clearance (CL

int,u
). This scaled term can now 

be used within a well defined liver model, typically the well stirred model [67, 68] after 

Step 1

Step 2

Step 3

In vitro incubation
Metabolite formation (Vmax/km)

Scaling to in vivo CLint

Extrapolation to in vivo hepatic clearance (CLH)

In vivo CLint = CLint,in vitro  
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mg microsomal protein Liver weight (g)
g of liver

(fup/B : P) ∙ CLint,in vivo
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QtCa

CLH

CLH = QH ∙

QtCa

Substrate depletion (Dose/AUC)
Yielding an intrinsic vitro clearance (CLint,in vitro)

∙ ∙

Figure 13.8 Three‐step approach to predicting in vivo hepatic clearance.
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correction for the blood to plasma ratio (B:P) and finally yielding a human hepatic clearance 
reflecting the total hepatic clearance of drug in humans.

13.6.8 Modelling Renal Clearance

Although much attention has been placed on the liver as a major clearance pathway for 
drugs, the kidneys are an important pathway in the final elimination of drugs from the body. 
Despite this, there is very little consensus on the approaches available to predict renal 
clearance. Current approaches are often based on extrapolation of an in vivo renal clearance, 
measured in a lower species (e.g. rodents) and using the glomerular filtration rate (GFR) to 
determine a human in vivo renal clearance [69].

More mechanistically driven models of kidney elimination, which incorporate glo-
merular filtration, reabsorption and secretion with the inclusion of passive and active 
secretion/reabsorption processes are currently lacking but progress has been made in a 
recent report by Neuhoff et al. [70] with the development of a mechanistic kidney model 
(Mech KiM).

13.6.9 Modelling Drug–Tissue Partitioning

The distribution of drugs from the circulatory systems into tissues is highly dependent on 
the perfusion rate of a drug to a tissue and the rate of uptake into the tissue. The partitioning 
process is influenced by the composition of the tissue, with hydrophilic drugs having a ten-
dency to partition into organs with a high water content, such as muscle, while lipophilic 
drugs partition into fat‐rich organs such as brain, liver and adipose.

Tissue partitioning can be described by the tissue partition coefficient (K
p
) and deter-

mined from a priori, in vitro or in vivo data for tissue and plasma concentration at equilibrium:

 

C

C
Ktissue

plasma
p (13.11)

or from in vitro equilibrium dialysis determination of fu
p
 and fu

t
:

 

fu

fu
Kt

p
p (13.12)

Practically, it is difficult and costly to determine the tissue affinity of drugs, but prediction 
approaches exist which utilise in vitro and in silico approaches to mechanistically deter-
mine K

p
 and this has allowed PBPK modelling, particularly during preclinical screening, to 

be widely used as it provides an approach to predict the partitioning of a drug into com-
monly used tissues within a PBPK model without the need for animal experimentation. 
These approaches are based on mechanistic equations first developed by Pouil and Theil 
[71] and Rodgers and Rowland [72–74] which are capable of predicting the steady‐state 
tissue to plasma water unbound drug concentration ratio (K

pu
) for moderate to strong bases 

and for acids, very weak bases, neutrals and zwitterion drugs. Interconversion between K
pu

 
and K

p
 is possible by inclusion of the plasma‐unbound fraction (fu

p
):

 
K

K

fupu
p

p

 (13.13)
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Within PBPK modelling, it is normal to employ K
pu

 as opposed to K
p
 as typically it is the 

unbound/free drug which is able to partition into tissues.
The prediction of drug tissue partitioning requires only the pKa, LogP, blood to plasma 

partitioning (Rb) and fu
p
 of the drug. It is extensively based on an expression of tissue com-

positions and specifically accounts for the distribution of drugs into tissues (homogenously 
and passively) through drug–lipid nonspecific binding and reversible binding to plasma 
proteins and tissue proteins.

The equations developed by Rodgers and Rowland (Figure 13.9) are now widely employed 
and consider a tissue to be composed of neutral lipids (NLs), neutral phospholipids (NPLs) 
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and acidic phospholipids (APLs) with acidic drugs binding to albumin and basic drugs to 
α‐1 acid glycoprotein (AGP) which is restricted to plasma whereas albumin is found is 
extracellular fluids within tissues.

Thus, the concentration of drugs in tissues was proposed as a mechanistic expression, 
which considered the sum of drug in extra‐ and intracellular waters, amounts found in 
intracellular regions (NL, NPL and APL) and knowledge of the tissue volumes and 
fractional tissue volumes of cellular components.

13.7 Developing the Model

Once a model structure has been selected and the required compound and system data 
obtained, the model itself is constructed using a series of linked ordinary differential equa-
tions (ODEs) to describe the kinetic events within each compartment (rate of change of 
drug, dC/dt).

Two choices currently exist to describe the kinetic events within each tissue, and these 
are defined by the rate limitations on the delivery of drug into the tissue. The first is termed 
the perfusion‐limited model, where there is no inherent permeability barrier to the parti-
tioning of drug into tissue (typically for highly lipophilic compounds). In this approach the 
rate limitation is solely dependent upon perfusion into that tissue (Figure 13.10).

The second is termed the permeability‐limited model, where the partitioning of drug into 
the tissue is highly dependent upon the ability of the drug to enter the interstitial fluid, 
which is governed by a permeability barrier and cellular flux (Figure 13.10).

Each compartment is defined by a volume (V
t
), which can be obtained from published 

physiological and anatomical sources [21–24]. Transfer of drug from one compartment to 
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another is defined by a flow rate (Q
t
). Partitioning of drug into tissue compartments is defined 

by the unbound fraction in plasma (fu
p
), the tissue partition coefficient of the drug (K

pt
) and a 

permeability–surface area metric (PS
t
), which can determined from knowledge of the in vitro 

permeability (P
app

) and corrected for the surface area available for absorption at the tissue site.
It is typically assumed that perfusion rate‐limited kinetics apply to most drugs that are 

being simulated and the primary routes of elimination are the liver and kidneys.

13.7.1 Physiological Considerations

Any pharmacokinetic model, whether developed in‐house or using commercial software, 
requires that the process of oral absorption modelling accounts for the physiology of 
stomach and small intestine.

13.7.1.1 Gastric Release and Small Intestine Transit Time

Gastric emptying is perhaps the first hurdle a drug formulation faces in the process of 
achieving systemic absorption. Gastric emptying is affected by the composition of the 
ingested material, which can hinder the release of the stomach content into the duodenum. 
Liquids are emptied from the stomach faster than solids and usually begin within 1–3 min 
following ingestion of a liquid and 2–3 h for digestion [75].

Upon release of the stomach content into the proximal small intestine, the propulsive and 
mixing movements purge the stomach contents along the three major regions of making up 
the small intestine, namely the duodenum, jejunum and ileum. Mean transit times along the 
small intestine are typically between 3 and 4 h [75, 76] and this has been supported by Yu 
et al. [77] who collected and compiled data from a total of over 400 human small intestinal 
transit time data from studies performed on fast/fed states with different pharmaceutical 
dosage forms with a mean transit time of 199 min, which is generally independent of fasted/
fed states, gender, age and body weight.

13.7.1.2 Geometry and pH Variation

The small intestine can be generally considered to take the form of a conical tube with a 
length of approximately 280 cm and a decreasing radius from 1.75 to 1.00 cm from proximal 
to distal regions [78]. Knowing the lengths of the duodenum, jejunum and ileum are 22.4, 104 
and 154 cm respectively [75] it is possible to then describe the transit through each segment.

The pH of the small intestine is also variable and typically has a mean of 6.63 (SD: 
±0.53) in the proximal (jejujum) and 7.49 (SD: ±0.46) in the distal (ileum) regions [79]. 
Consideration of these pH variations would be important in dissolution‐limited formula-
tion systems. The ingestion of food also alters the pH and this should also be considered 
when mechanistically modelling the stomach and small intestine [stomach (pH 1.7 and 6.4) 
and duodenum (pH 6.2 and 6.6) reflecting fasted and fed states].

13.7.1.3 Regional Variation in Drug‐Metabolising Enzymes

The gut enterocytes are the primary functional cellular unit governing the oral bioavailability 
or drug compounds in the small intestine. The enterocytes are terminally differentiated 
columnar cells which form a thin layer lining the villi of the small intestine. The enterocytes 
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contain phase I and II metabolising enzymes and express membrane transporter proteins 
governing the entry of nutrients into the enterocytes but also controlling the distribution of 
xenobiotics into the systemic circulation.

The predominate phase I enzyme family within enterocytes are the CYP isozyme family 
and there are known to be 57 human isoenzymes, in 18 families and 43 subfamilies [80]. 
The most prominent and abundance CYP isozyme in the small intestine is the CYP3A 
family (CYP3A4, 3A5 and 3A7) and makes up at least 50–70% of the total P450 content 
in the small intestine [26]. Protein abundance data for whole and regional intestinal seg-
ments are available with total CYP3A content of 65.7, 11.46, 35.8 and 16.92 nmol in the 
duodenum, jejunum and ileum, respectively [81].

The abundance of CYP isozymes is vitally important in being able to allocate a regional 
contribution to drug metabolism aborally in mechanistic modelling and is important in cor-
recting an in vitro derived metabolic clearance to a in vivo regional clearance term reflecting 
drug metabolism in each region of the small intestine.

13.7.1.4 Regional Variation in Transporter Protein Abundance

The small intestine has a prominent expression of a wide range of transporter proteins 
(influx and efflux) with the purpose of transporting anions, cations and other nutrients as 
well as preventing the intracellular accumulation of xenobiotics [82]. The three prominent 
groups of transporter proteins are ATP‐binding cassette (ABC) transporters, ion channel 
transporters and solute carriers (SLCs).

ABC transporters are expressed in the small intestine and include a family of 49 related 
genes in humans which encode the expression of the membrane bound proteins [83–85]. 
Prominent members include P‐glycoprotein (P‐gp, encoded by the gene ABCB1), breast 
cancer resistance protein (BCRP, encoded by the gene ABCG2) and multidrug resistance 
protein 1 (MRP1, encoded by the gene ABCC1).

The expression and regional abundance of membrane‐bound transporter proteins is not 
readily available due to the complexity in specifically isolating these proteins from mem-
brane fractions. As an alternative to this, many groups have examined mRNA expression as 
way to indirectly quantify transporter expression.

P‐glycoprotein is considered a highly important xenobiotic efflux transporter protein. 
Reports of mRNA expression in human intestinal segments have found expression to 
increase aborally [31, 86, 87] but with large interindividual variability. Further studies by 
Troutman and Thakker [88] have demonstrated contradictory results showing jejunum 
expression of P‐glycoprotein exceeding that of the ileum (using only one human small 
intestine), and this was further supported by results from Englund et al. [52] who demon-
strated higher jejunum P‐glycoprotein expression mRNA (2.35 ± 0.114 SEM) than ileum 
mRNA expression (1.95 ± 0.119 SEM). Interestingly, in a novel method used to quantify 
ABC transporters using S‐tag/S‐protein systems, Tucker et al. [89] found that the expres-
sion of BCRP (305 fmol cm–2 duodenum surface area ±248 SD) was higher than that of P‐
glycoprotein (275 fmol cm–2 duodenum surface area ±205 SD) in 12 duodenum samples, 
which also agreed with the results reported by Englund et al. [52].

What is evident from these results is that there is a large interindividual variability 
in the expression of drug transporter proteins, which may significantly alter oral 
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 bioavailability in a population and consideration should be made for variability during the 
modelling approach.

An understanding of expression profiling of drug transporter proteins along the small 
intestine is important when utilising in vitro derived transport kinetic input data in mecha-
nistic models, as the contribution of the transporter in distinct regions of the small intestine 
can be factored into the determination of an overall in vivo transport flux aborally through 
correction of regional flux for this variation in transport expression

Without viable transporter protein expression data, it is possible to utilise a relative 
expression approach based on normalising the transporter expression to CYP3A expres-
sion and propagating this along the small intestine based on the distribution pattern of the 
transporter [62].

13.7.2 Constructing the Small Intestine PBPK Model

The basis for developing a small intestine mechanistic oral absorption model was first con-
ceptualised in the compartmental absorption–transit (CAT) model [77, 90]. This model 
describes a structural mechanistic model of the small intestine, which incorporated the 
processes of drug transit along the small intestine with linear absorption for drugs in solu-
tion or instantaneous dissolution‐based formulations.

The model split the small intestine into seven compartments, which were sequentially 
linked, and drug transfer between compartments was modelled by linear transfer kinetics. 
Each volume was parameterised with a defined volume and transit time (based on their 
lengths) and, when linked with a well stirred liver model, was able to predict plasma 
concentration profiles for drugs.

Following on from the CAT model the advanced compartmental absorption–transit 
(ACAT) model [91] incorporated a description of drug metabolism and transporter 
kinetics (nonlinear), descriptions of different drug states which included undissolved 
and dissolved states (i.e. a description of dissolution) and further incorporated pH/ 
geometrical variations to provide a detailed model for the prediction of oral absorption 
from drug formulations (Figure 13.11).

Based on this underlying structure, a number of other models have also been developed 
to predict drug absorption and distribution through the small intestine. These include the 
GITA [92], GRASS [93] and ADAM [94] models.

Implementation of oral absorption models can be done in any mathematically focussed 
software capable of solving ODEs, for example Matlab [11], R [12], or by using specialised 
commercially available pharmacokinetics software such as GastroPlus (Simulations Plus: 
www.simulations‐plus.com), PK‐Sim (Bayer Technolology Services: http://www.systems‐
biology.com) or SimCYP (Simcyp Ltd: www.simcyp.com).

Once the model structure has been defined, disintegration, dissolution, transit and absorption 
need to be linked together by a series of ODEs.

13.7.2.1 Stomach and Gastric Emptying

The release of stomach contents into the small intestine is governed by the gastric emptying 
rate (k

s
) for both undissolved (solid) and dissolved drug particles.

http://www.simulations-plus.com
http://www.systems-biology.com
http://www.systems-biology.com
http://www.simcyp.com
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Figure 13.11 An absorption–transit oral absorption model.
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13.7.2.2 Dissolution

The dissolution of solid material can occur in both stomach and small intestine. It is 
governed by the Nerst–Brunner Equation 13.4 and incorporated into the model through 
a rate of dissolution term (RD):

 

dA

dt
k A RDud
s ud

 (13.14)

where A
ud,s

 refers to the mass of undissolved drug. The first term reflects the loss of undis-
solved drug into the next compartment (duodenum) governed by the gastric emptying rate 
(k

s
) and the second rate reflects the undissolved drug, which has undergone dissolution 

(thereafter referred to as ‘dissolved’).
For any drug that has undergone dissolution in the stomach, the rate of change of dissolved 

drug (A
d,s

):

 

d

d
d

s d s a s d s

A

t
k A k A, , ,  (13.15)

is governed by the rate lost due to gastric emptying (first term) and the amount of drug 
absorbed from the stomach (second term) which is governed by the absorption rate 
constant (k

a,s
).

13.7.2.3 Small Intestine: First Compartment (Duodenum)

The release of stomach content into the proximal small intestine will first deposit solid or 
dissolved drug into the duodenum compartment, where the process of dissolution, transit 
and absorption occur are possible:

 

d

d
ud

s ud s t ud

A

t
k A k A RD,

, , ,
1

1 1  (13.16)

Gastric emptying releases the formulation into the first compartment of the small 
intestine (duodenum; first term) and here the process of transit aborally (second term) and 
dissolution of solid particles (third term) occurs.

For drug which has undergone dissolution, the processes of transit (third term) and 
absorption (fourth term) predominate aborally:
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13.7.2.4 Small Intestine: Subsequent Compartments (n = 2–7)

For subsequent compartments, the appearance of solid or dissolved drug (first term) from 
the previous compartment (n – 1) is followed by transit along subsequent compartments 
(n = 2–7; second term) and dissolution (RD):

 

d

d
ud

t ud t ud

A

t
k A k A RDn n n n, , , ,1 1  (13.18)
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or absorption into the intestinal enterocytes (fourth term):

 

d
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13.7.2.5 Colon

For the colon, dissolution is modelled for the undissolved drug:
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and absorption for the dissolved drug:

 

d

d
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13.8 Summary

The role of pharmacokinetic modelling, and particular physiologically based pharmacoki-
netics, during preclinical drug development is important in that it allows for the development 
of a framework to integrate a wide range of routinely generated in vitro drug‐/compound‐
specific properties into a system capable of predicting both oral bioavailability and tissue 
distribution with reasonable accuracy and confidence.

Clearly, successful predictions rely on the generation of good quality and reliable in vitro 
data for input and there is a need therefore to develop more realistic in vitro environments 
for measuring parameters such as dissolution, solubility and permeability metrics.

The development of commercially available models to predict oral drug absorption high-
lights the potential applications of such mechanistic modelling approaches to drug delivery 
and the pharmaceutical scientist with a view to reduce the attrition rate of compounds pos-
sessing poor pharmacokinetic properties later during the discovery/development phases.
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absorption-transit oral absorption model, 283, 284
active pharmaceutical ingredients (APIs), 1, 7, 

13, 16
adaptive biasing force (ABF) method, 61–2, 62, 71
Alexander–de Gennes theory, 222
amorphous solid dispersions

hot melt preparation method, 89
molecular models, 89, 90
schematic representation, 89, 90
simple simulation protocols, 89

anisotropic protein–protein electrostatic 
interactions, 135–6

antisense oligonucleotides, 34–5
application, 3

biological lipid membranes, 3–4
crystal structure prediction (CSP) methods, 3
cyclodextrins, 3
dosage forms, 4
drug molecules polymorphism, 3
inorganic nanoparticles, 4
layered double hydroxides (LDHs), 4
liposomes, 3–4
physiology-based pharmacokinetics, 4
polymeric-based micellar vehicles, 3
protein/peptide drugs, 4
solid dispersion, 3

Brownian dynamics (BD) calculations, 57–60

carbon nanotubes (CNTs), drug delivery strategies
double-walled nanotubes (DWNTs), 155
hydrophobic drug molecules, 153, 153
influential factors, 155
nanomedicine, 153
proteins, noncovalent adsorption, 154–5

single-walled carbon nanotubes (SWCNTs), 
153, 155

steered molecular dynamics (SMD) 
simulations, 154

van der Waals interaction, 154
water self-diffusion, 154
Zadaxin, 154

CAT see compartmental absorption-transit 
(CAT) model

CDs see cyclodextrins (CDs)
CG see coarse grained (CG) models
charged coupled device (CCD)

diffraction-limited microscope optics, 243
exposure time, 242–3
resolution of images, 242

chemical penetration enhancers, action 
mechanisms

cryoprotectant, 114
dimethyl sulfoxide (DMSO), 114
DMSO-induced fluidized state, 115
liquid crystalline phase, 115
oleic acid, 115
penetration enhancers, 115
phospholipid bilayer models, 115

classical empirical modelling
in vivo temporal concentration profile, 267
priori data, 268
typical empirical compartmental models, 

267, 268
Coarse-Grained (CG) molecular models

and AA simulations, 222
atomistic simulations, 59
bead, 58–9
force field construction, 220
grafting density and PEG length, 222
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Coarse-Grained (CG) molecular models (cont’d)
inverse Boltzmann technique, 59
length and time scales, 59
MARTINI model, 221
mesoscale models, 59
micellar self-assembly and stability, 59
protein domain, 58–9
Shinoda-DeVane-Klein (SDK), 59–60
structural and thermodynamic approaches, 59

compartmental absorption-transit  
(CAT) model, 283

computational modeling, PEG
adsorption of, 221
CHARMM and OPLS, 220
coarse grained (CG) models, 220–221
force field construction, 220

computer modeling, 2
computer simulations, drug delivery

chemical penetration enhancers, 114–15
lipid, methodological considerations  

see lipids
nanoparticle–membrane interactions,  

111–14
skin–lipid membranes, transdermal drug 

delivery, 106–7, 108
small molecule uptake and permeation across 

membranes, 108–111
crystal (relative) energies

chemical accuracy, 14
COSMO-RS theory, 15
electronic structure calculations, 15
enthalpy differences, 14
flexible pharmaceuticals, 15
GRACE procedure, 14
lattice energies, 14
methylparaben polymorphs, 15
periodic ab initio calculations have, 15
polymorphs, 14
rigid organic crystal structures, 15
thermal calorimetric measurements, 14

crystal energy landscapes
comparison, 16–17
as complement to solid form screening

experiments interpretation, 20–24
thermodynamically stable form, 18–19

flexibility assessment in molecular model, 
11–13, 12

isomers/tautomers, 11
lattice energy, 10–11
multicomponent systems, 17–18
proton position, 11

relative crystal energies, 14–16
search method, 13–14

crystallography software tools, 16
crystal structure prediction (CSP)

CCDC blind tests, 8, 9, 10
challenge, 8
experiments interpretation

catemeric hydrogen bonding, 22
computer modelling, 20
crystal energy landscape analysis, 20
ephedrine d-tartrate, 20
heterogeneous nucleation, 22
olanzapine, 20–22, 21
pharmaceutical solid form 

characterization, 20
polymorphs formation, 22
proton positions, 20
solid form screening, 22–4, 23
two-phase Pawley-type refinement, 20

“model pharmaceutical”, 10
plausible crystal structures, 10
stable crystal structures see crystal energy 

landscapes
CT see X-ray computed microtomography 

(μCT) technique
cyclodextrins (CDs) see also drug-CD 

complexes
administration routes, 32–3, 33
cellulosine, 31–2
commercially available formulations, 32–3, 33
complexation, 33
conformation, 32
cyclic oligosaccharides, 32
for drug complexation purposes, 32
as drug solubilizing agents, 31
forms, 33
gene delivery, 34–5
“generally regarded as safe”, 33
hemolysis, 34
intravenous administration, 34
methylated, 34
in nasal administration, 34
nonbacterial enzymatic methods, 32
ocular delivery, 34
in oral hygiene products, 34
preparation, 31–2
properties, 32, 32
in silico approaches, 44
solubility, 32–3
sublingual formulations, 34
vectors, in combination, 35
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density sensitivity, 240
Deryaguin, Landau, Verwey, and Overbeek 

(DLVO) theory
cosolvent effects on protein–protein 

interactions, 128–9
osmotic second virial coefficient, 133–4

differential scanning calorimetry (DSC), 38–9, 
87, 92, 94

dilinoleyl phosphatidylcholine (DLPC), 223, 224
dipalmitoylphosphatidylcholine (DPPC),  

102, 103
dissipative particle dynamics (DPD), 60–61
distance between sample and detector (DSD), 243
distearyl phosphatidylcholine (DSPC), 223
DMPK see drug metabolism and 

pharmacokinetics (DMPK)
DNA intercalation

Amber ff99 force field, 212
elastic modulus tensor, 213
LDH intercalated with DNA molecule with 

12 bp, 212, 212
plasmids, 212
radius of gyration, 213
root mean square deviation (rmsd), 213
simulations, 213–14
Watson–Crick hydrogen-bonded base  

pairs, 214
dosage forms, 1, 4, 81

structural architectures, 235–9
doxorubicin (DOX)

DOXND interaction simulation at different 
pH level, 187, 189

hybrid film patch, 188, 190
with hydrophilic functionalization, 188
pH-dependent DOX-ND binding capacity, 

187, 188, 190
polymer-functionalized and fenton-treated 

hydroxylated NDs, 188
as vector, 187

DPD see dissipative particle dynamics (DPD)
DPPC see dipalmitoylphosphatidylcholine 

(DPPC)
3D reconstruction process

drug release kinetics, DDSs, 244
filtered back-projection algorithms, 244
reverse process of, 2D images from 3D 

scenes, 243–4
drug

absorption
dosage formulation, 265
intestinal enterocytes, 265

oral absorption, 265
parenteral and enteral routes, 264

dissolution
diffusion layer, 274, 274
formulation system, 273–4
in vitro dissolution testing, 274–5
mathematical modelling, 274

distribution, 266
metabolism

biotransformation rate, 266
clearance of, 277
highly perfused tissues, 266
in vivo hepatic clearance, 277, 277–8
phase 1 and 2 metabolic enzymes, 267

permeability, 275–6
drug-CD complexes

characterization
chromatographic methods, 39
circular dichroism, 41
drug degradation kinetics, 41
electrochemistry, 41
equilibrium dialysis, 41
microscopic methods, 39
spectroscopic methods, 40
thermo-analytical methods, 38–9
UV-visible and fluorescence spectroscopy, 41
wettability/solubility studies, 39
X-Ray diffraction (XRD), 40–41

physicochemical principles
inclusion, 36–7
non-inclusion, 37–8

preparation methods, 35
solid phase complexation, 35
theoretical progress, 41, 42

docking studies, 43–4
molecular dynamics (MD) simulation, 42–3
Monte Carlo (MC) simulation, 43
quantitative structure-activity relationship 

(QSAR) models, 44
quantum mechanics (QM), 41–2

drug metabolism and pharmacokinetics 
(DMPK), 263

drug-tissue partitioning
coefficients calculation, 279, 279–280
in vitro and in silico approaches, 278
perfusion rate of, 278
and plasma concentration at equilibrium, 278

DSD see distance between sample and detector 
(DSD)

DSPC see distearyl phosphatidylcholine 
(DSPC)
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felodipine tablets, 253–4, 254
flexibility assessment in molecular model

ab initio method, 12
Cambridge Structural Database (CSD), 12
conformers, 11
energy conformations, crystal structures, 11
force fields, 13
lattice energy, 11
phenobarbital, 12
tolfenamic acid, torsion of, 12, 12
torsions, 11, 12
tyrosine kinase inhibitor axitinib, 12

Flory–Huggins theory, 87, 87–8
free energy methods

adaptive biasing force (ABF) method, 61–2, 62
ions across channels and membranes, 61
metadynamics, 61–3
potential of mean force (PMF), 61
protein-ligand binding, 61
steered molecular dynamics (SMD), 61
stretching of structure, 61
unbinding processes, 61

gold (Au) nanomaterials, drug delivery 
strategies

atomistic MD simulations, 163–4
coated/noncoated, 164
DNA strands, 163
gold nanoparticles (GNPs), 162
gold–protein conjugates, 162
hydrophobic drug molecules, 162, 162
MD simulations, 163
peptide A3 (AYSSGAPPMPPF), 164
peptide structure, 163
phage-derived sequences, 164
thermal stability, 163

granular systems
characterization method, 246
industrial applications, 246
mixing and segregation of, 247, 248
particulate materials, 246
powder and, 246–7
time of rotations (TRs), 247
time of vibration (TV), 247

graphene/graphene oxide, drug delivery 
strategies

amphiphilic phospholipid molecules, 157
aqueous solutions, 158
graphene nanoribbon (GNR), 157
hydrogen functionalized, 156

hydrophobic drug molecules, 156, 156
methyl (CH

3
) functionalized, 156–7

multivalent functionalization, 155–6
poly(vinyl alcohol)/graphene oxide (PVA/

GO) composites, 157–8
serine proteases, 158
upconversion nanoparticles (UCNPs), 157

high pressure liquid chromatography (HPLC), 
drug-CD complexes, 39

high-resolution transmission electron 
microscopy (HRTEM), 170

H passivation
hydrogenated C

705
 and C

837
, 175, 176

IR spectra for 100 nm NDs, 173, 175
HPMC see hydroxypropyl methylcellulose 

(HPMC) matrix tablets
HRTEM see high-resolution transmission 

electron microscopy (HRTEM)
hydroxypropyl methylcellulose (HPMC) matrix 

tablets
description, 238
3D hydration parameters with drug release 

kinetics, 254–5
drug release from hydrophilic matrices, 252
felodipine tablets, 253–4, 254

image acquisition
CT scan with synchrotron radiation x-ray, 

243, 243
distance between sample and detector 

(DSD), 243
exposure time, 242–3
number of projections, 243
prepared samples, 243
resolution of images, 242
x-ray, range of, 242

inclusion drug-CD complexes
complexation efficiency (CE), 37
forces, 36
1 : 1 inclusion complexes, 36, 36
intermolecular CD-CD associations, 37
internal CD cavity dimensions, 36
isotherm, 37
phase solubility isotherms, 37
properties and size, 36
stability constant, 36–7
thermodynamic considerations, 36

incorporating specific salt and ion effects, 134
infrared (IR) spectroscopy, drug-CD complexes, 40



Index 297

inorganic nanoparticle drug delivery
blood–brain barrier, anatomic features, 

150–151
carbon nanotubes (CNTs), 151, 152
carrier for targeting drugs, 149–50
drug delivery strategies

Au nanomaterials, 162–4
with CNTs, 153–5
graphene/GO, 155–8
silicon nanomaterials, 158–162

innovative drug delivery systems, 150
market forces, 150
MD simulations, 152–3
nanostructure-mediated drug delivery, 

150–151
new drug delivery methods, 150
prepared structures, 152
silica nanoparticles (SNPs), 151, 152

layered double hydroxides (LDHs)
molecular modeling methodology

DNA intercalation, 212–14
organic anions, 207–8
oxymetal anions, 197–207
small interfering RNAs (siRNAs), 209–11

nanoparticles
anionic organic and inorganic structures, 197
computational simulations, 198
co-precipitation method, 199
hydrotalcite-like compounds, 197, 198
intercalated moieties, 198
structure of, 198–9, 199

LDHs see layered double hydroxides (LDHs) 
nanoparticles

lipids
coarse-grained (CG), 102–3
dipalmitoylphosphatidylcholine (DPPC), 

102, 103
fully atomistic, 102
hybrid multiscale methods, 103
MARTINI force field, 103
measurable properties

dynamics, 104
molecule permeation, 104–5
structure, 103–4

model membranes
liposomes, 105–6, 106
phospholipid bilayers, 105
skin–lipid membranes, transdermal drug 

delivery, 106–7, 108

packaged biomolecular force fields, 102
united atom, 102

liquid formulations, protein aggregation 
pathways

cosolvent effects on protein–protein interactions
Deryaguin, Landau, Verwey, and Overbeek 

(DLVO) theory, 128–9
folded proteins, 129
Kirkwood–Buff integrals, 128
protein–solvent interactions, 128

multiple pathways
aggregate–aggregate condensation, 127
colloidal stability, 127
dynamic light scattering, 127
globular proteins, 127
precursors, 127
protein folding stability, 127
repulsive double layer forces, 128
solution conditions, 127
temperature scanning calorimetry, 127

liquid–liquid equilibrium (LLE), 86

mesoscopic approach to simulation
Brownian dynamics (BD) calculations, 60
Cholesky decomposition, 60
dissipative particle dynamics (DPD), 60–61

metadynamics, 61–3
micellar drug delivery, simulations of

hydrophilic mass fraction, 63
neutral amphiphilic diblock copolymers, 63
PEOPCL assemblies, phase behavior, 63, 

64, 65
polycaprolactone (PCL) micelles 

characterization, 63–5
poly(ethylene oxide)-polybutadiene (PEO-

PBD), 63
spherical micelles, fluorescent micrographs, 

63, 64
worm-like micelles advantages, 65–8

model descriptors
compound-specific data, 272, 272–3
systems data, 271, 272

molecular dynamics (MDs) simulation, 2
drug-CD complexes, 42–3
gold (Au) nanomaterials, drug delivery 

strategies, 163–4
inorganic nanoparticle drug delivery, 152–3
oxymetal anions, 200
silicon nanomaterials, drug delivery 

strategies, 158–9
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molecular modeling
critical micelle concentration (CMC), 56
diblock polymer molecules, 53–4
drug loading, 55
enhanced permeability and retention (EPR) 

effect, 56
Flory-Huggins parameter, 54
Hildebrand solubility parameters, 55
hydrophilic mass fraction, 54, 54
ligand binding, thermodynamic cycle, 56–7, 57
micellar core, hydrophobic environment, 54
micellar drug delivery see micellar drug 

delivery, simulations
PEG

AA and CG simulations, 222
AETP moiety, 223–4
Alexander–de Gennes theory, 222
cholesterol, 224
coarse grained (CG) models, 221
dendrimers, 221–2
drugs and drug carriers, 221
gel and liquid crystalline states, 223
MARTINI model, 222–3
PEGylated lipid density, 223
PEGylated tachyplesin I and magainin II, 224

pluronics, 56
polyesters, 56
simulation methods

all-atom models, 58
coarse-grained models, 58–60
free energy methods, 61–3
mesoscale methods (BD and DPD), 60–61

spherical micelles, schematic representations, 
54, 55

monolith osmotic pump tablets (MOTSs)
drug release kinetics, 248
3D steric parameters and tablet cores, 249–251
formulation, clinical results and safety 

aspects, 247
fractal structure of, 251–2, 253
internal 3D steric data, 248
surface morphology and internal 3D 

structure, 249, 250
multicomponent systems

caffeine:benzoic acid cocrystal, 17–18
carbamazepine, 17
cocrystals, 17
hydrates, 17
inclusion compound, 17
olanzapine, 17

nanodiamonds (NDs)
bare

agglutinates and agglomerates, 184
exothermic minima, Coulomb 

interactions, 183
total binding function, 181, 182
truncated octahedral C

837
, C

1169
 and C

1639
 

structures, 182, 183
biomedical applications, 169–170
de-aggregation, 170
detonation, byproduct of, 169
individual

bare C705 ND, fully relaxed structure, 
170, 171

core-shell structure, single ND, 171, 171
diamond lattice, 170
morphology and surface structure, 170

individual NDs, structure of, 170–171
passivated/functionalized

interacting configurations, 186–7
interparticle interactions, 185, 185–6, 186
surface electrostatic potential, 184, 184

postsynthesis treatments, 170
surface chemistry see surface chemistry, NDs
synthesis techniques, 169
therapeutic drugs, 187–9

nanoparticle-membrane interactions
carbon nanotube translocation, 114
cationic bilayer, 112
computed free energy profiles, 112
DPPC bilayers and membrane surface, 112
endocytosis, 111
gel phase transition temperature, 112
hydrophobic nanoparticles, 112
hydrophobic polystyrene nanoparticles, 112
multifunctional nanoparticles, 111
nanotubes, 111
phospholipid bilayers, 112
polystyrene nanoparticles, 113
translocation, 113–14

NCA see noncompartmental analysis (NCA)
NDs see nanodiamonds (NDs)
NH

x
 functionalization, 178–180, 180

noncompartmental analysis (NCA), 268
non-inclusion drug-CD complexes

cellophane membranes, 38
1 : 1 complexes, 38
co-solvent systems formation, 38
cyclosporin A, 38
diflusinal, 37–8
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ibuprofen, 37–8
meglumine antimoniate, 38
“out of ring” hydrogen bonds, 38
therapeutic agents, 38

nonionic excipients, inclusion, 135

ODEs see ordinary differential equations (ODEs)
OH functionalization, 178, 179
O passivation

detonation-synthesized NDs, 175
formation energies, E

f
 in O

2
 reservoir,  

177, 177
UD50, UD90 and UD98 samples, 176, 177

orally dosed compounds, PBPK model
drug

dissolution, 273–5
metabolism, 277–8
permeability, 275–6

drug-tissue partitioning, 278–280
formulations, 273, 273
model descriptors

compound-specific data, 272–3
systems data, 271

pathways, 273, 273
renal clearance, 278
structure, 269, 270–271
WB-PBPK model, 273

ordered water (OW) layers
chromate anions, 204
d-spacing variation, 203, 204
self diffusion coefficients (D), 205

ordinary differential equations (ODEs), 280
organic anions

CLAYFF force field, 208, 208
H-bond network, 208
Mg

x
Al

y
-LDHs intercalation, 207

osmotic pump drug delivery systems (ODDSs) 
see monolith osmotic pump tablets

OW see ordered water (OW) layers
oxymetal anions

atomic density profiles, 204, 205
comparative self diffusion coefficient (D), 

206, 206
COMPASS force field, 200
d-spacing variation, 202, 203
geometry optimizations, 201
2 : 1 HT intercalated with carbonates and 

chromates, 201–2, 202
hydration energy (HEs) variation, 201–2, 203
layer charge, 200

molecular dynamics (MD) computational 
simulations, 200

ordered water (OW) layers, 204
self diffusion coefficient (D), 205–6, 206
water content (n), hydration states, 207, 207

paclitaxel see Taxol (paclitaxel)
PBPK see physiologically based 

pharmacokinetic (PBPK) modelling
PEG see poly(ethylene) glycol (PEG)
perturbed-chain statistical associating fluid 

theory (PC–SAFT), 88
pharmacokinetic modelling, drug delivery

absorption, 264–5
classical empirical, 267–8
clinical outcomes, 264
distribution, 266
drug-metabolising enzymes, 281–2
drug metabolism and pharmacokinetics 

(DMPK), 263
gastric emptying, 281
GastroPlus and SimCYP packages, 270
kinetics within tissue compartments, 280, 280
MATLAB, 270
metabolism and elimination, 266–7
modelling and simulation process, 264
noncompartmental analysis (NCA), 268
ordinary differential equations (ODEs), 280
pH variations, 281
physiologically based pharmacokinetic 

(PBPK) modelling, 268–270
process, 264, 265
simulation process, 264
small intestine transit time, 281
transporter protein abundance, 282–3

physiologically based pharmacokinetic (PBPK) 
modelling

of drug, 268
fundamental operational parameters, 270
lipophilic, 269
parsimony and biological realism, 270
typical model, 269, 269

poly(ethylene oxide) (PEO)
hydrophilic, 63
interfacial density concentration, 69–70
surfactants and polymers, 59
uses, 56

polycaprolactone (PCL)
copolymer composition, 56
micelles characterization, 63–65
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polycaprolactone (PCL) (cont’d)
polymersome, 65, 66
polymer vesicle bilayers, 64
SDK approach, 60
SDK parameterization methodology, 63–4
semi-crystalline, 67

poly(ethylene) glycol (PEG)
bovine proteins, 218
calcium ions, 219
cholesterol, 219
computational modeling, 220–221
drug molecules, 217
drug nanocarriers, 218
liposome-based systems, 218–19
molecular modeling, 221–4
pharmaceutical research, 217–18
“stealth sheath” effect, 218

polymorphism
blind test and, 10
conformational flexibility, 18
definition, 8
organic, 8
Ostwald’s Rule of Stages encapsulates, 8
problems, 8
rationalisation, 8
small drug molecules, 3

protein aggregation and formulation
antibody and substituent structure, 126
folded state stability, 140–141
formulation cosolvents, 125
glycosylation, 125
informatics studies

amyloid deposition, prediction schemes, 137
small molecule pharmaceutics, 136
solubility prediction, 137–40, 140

in liquid formulations
multiple pathways, 127–8
protein–protein interactions, cosolvent 

effects, 128–9
protein–cosolvent interactions

charged groups, ion interactions, 130–132
interactions with other excipients, 132–3
ion–interface interactions, modeling and 

simulation, 129–30
lyotropic series and hofmeister series, 129

in protein therapeutics, 123–4, 124
Y-shaped antibody, 125

protein–protein interactions
anisotropic protein–protein electrostatic 

interactions, 135–6

incorporating specific salt and ion effects, 134
nonionic excipients, inclusion, 135
osmotic second virial coefficient and DLVO 

theory, 133–4
specific salt and ion effects, 134

protein charged groups, ion interactions
ammonium cation, 130
cation specific binding, 132
electronic continuum correction, 131
force fields, 131
kosmotropic cation sodium, 132
law of matching water affinities (LMWA), 130
lower critical solution temperature (LCST), 131
N-methylacetamide (NMA), 132
peptide–salt binding interactions, 131
poly-N-isopropylacrylamide (PNiPAM), 

131–2
solvent-shared interactions, 130

Raman spectroscopy, drug-CD complexes, 40
reticuloendothelial system (RES), 56

SAXS see small-angle X-ray scattering (SAXS)
scanning electron microscopy (SEM), 238
SEM see scanning electron microscopy (SEM)
silicon nanomaterials, drug delivery strategies

acid base titrations, 160
alkylsilane SAMs, 161
atomistic MD simulations, 160
biomolecules, selective recognition, 159–60
conventional silicon technology, 158
cubic silicon nanoparticles, 160–161
cytochrome c, 162
electrostatic attraction, 160
fourier transform infrared spectroscopy 

(FTIR), 161
hydrophobic drug molecules, 158, 159
material removal rate (MRR), 161
MD simulations, 158–9
microelectromechanical systems (MEMSs) 

devices, 161
porous silica cluster, 161
self-assembled monolayers (SAMs), 161
zeta potential measurements, 160

single pellets
multiparticulate dosage forms, 255
release kinetics, 256
structural parameters and drug release, 256–8
visualization and internal 3D parameter 

calculations, 255–6, 257
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siRNAs see small interfering RNAs (siRNAs)
small-angle X-ray scattering (SAXS), 170
small interfering RNAs (siRNAs)

A-form and A′-form RNA self diffusion 
coefficient D, 211

atomic density profiles, LDH layers, 210, 
210–211

21 bp siRNA sequence, 209
computer simulations, 209
deep ocean hydrothermal vents, 209
gene therapy applications, 211
prebiotic synthesis, 209
with water molecules, 209–10, 210
water molecules omitted for clarity, 209, 210

small intestine PBPK model
absorption-transit oral absorption model, 

283, 284
advanced CAT model, 283
colon, 286
compartmental absorption-transit (CAT) 

model, 283
dissolution, 285
duodenum (first compartment), 285
GITA, GRASS and ADAM models, 283
n = 2–7 compartments, 285–6
stomach and gastric emptying, 283

small molecule uptake and permeation across 
membranes

amphiphilic nonsteroidal anti-inflammatory 
drugs, 111

amphiphilic solutes, 109
dioleoylphosphatidylcholine (DOPC) 

bilayers, 109
direct interaction, 109
direct permeation, 108
free energy profiles, 109, 110
hydrophilic solutes, 109
hydrophobic anaesthetic molecule xenon, 109
hydrophobic solutes, 109
lateral diffusion pathways, 108
liposomal delivery, 108–9
measurable permeability, 108
NSAID-induced GI toxicity, 111
topical interaction, 109

solid dispersion
amorphous, molecular structure of see 

amorphous solid dispersions
carriers, 83
drug, amorphous forms, 82
marketed products, 82, 82

oral drug delivery, 81
physical stability

aging, 91
commercialization, 91
crystalline drugs, 91
detection, 91–2
drug and polymer, 94–5
drug recrystallization, 91
glass transition temperature, 92–3
instable delivery system, 91
molecular mobility and structural 

relaxation, 93–4
phase separation, 95–7, 96

polymers, 83
preparation methods

ball milling, 85
melting method, 83–4
solvent method, 84

thermodynamics
activity coefficient, API, 87
crystal formation, 86
Flory–Huggins theory, 87, 87–8
liquid–liquid equilibrium (LLE), 86
perturbed-chain statistical associating fluid 

theory (PC–SAFT), 88
pharmaceutical applications, 86
phase behavior, 87, 87
phase equilibrium condition, 87
phases diagrams, 85, 85
statistical associating fluid theory (SAFT), 88
temperature–concentration space, 86
water, 86–7

solid dosage forms
characterization of particles, 236–7
convenient administration to patients, 235
conventional types, 236
19F 1D-MRI profiles, 238
function and effectiveness, final drug 

products, 236
granular systems, dynamic structure of, 246–7
hydroxypropyl methylcellulose (HPMC) 

matrix tablets, 252–5
in vitro physicochemical test, 237
internal structure of particles, 246
monolith osmotic pump tablets (MOTSs), 

247–51
polymorphic forms, 237
primary building blocks, 237
route of administration, physical form and 

size, 235–6, 236
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solid dosage forms (cont’d)
scanning electron microscopy (SEM), 238
single pellets, 255–8
SR-μCT see synchrotron radiation X-ray 

computed microtomography (SR-μCT)
x-ray computed microtomography (μCT) 

technique, 238–9
x-ray microtomography, 245

soluble drugs solubilization see cyclodextrins 
(CDs)

statistical associating fluid theory (SAFT), 88
steered molecular dynamics (SMD), 61
sulfotransferases (SULTs), 267
surface chemistry, NDs

Born-Oppenheimer approximation, 173
C

705
 and C

837
, structures of, 173, 174

functionalization, 178–180
modification, 172
molecular vibrational frequencies, 173
passivation, 173–7
purification treatments, 172
studied configurations, 173, 174

surface functionalization
interactions and self assembly

bare NDs, 181–4, 182, 183
denotation of NDs, 180
electrostatic potential, 180
interparticle, 181
passivated/functionalized NDs, 184–6, 

184–7
NH

x
 functionalization, 178–180

OH functionalization, 178, 179
surface passivation

H passivation, 173–5
O passivation, 175–7

synchrotron radiation X-ray computed 
microtomography (SR-μCT)

advanced performance of, 239
3D reconstruction, 243–4
image acquisition, 242–3
model construction and analysis, 244–5
photo effects, 239
samples preparation

containers, 241
density and density distribution, 240
from dynamic processes, 241–2
fixation of, 240–241
number of, 241
size of, 241
stability of, 240

water content, 240
x-ray absorption intensity, 240

synchrotron radiation, 239

Taxol (paclitaxel)
aggregate free energy, 70
all-atomistic simulations, 69–70
behavior in membranes, 71, 71–2
chloroform, 68–9
dispersion, 69–70, 70
ligand-protein binding, 72
micellar core assembly, 69
microtubules (MTs) binding, 72–4, 73
multiply targeted molecular dynamics 

(MTMD), 74
multiscale CG MD approach, 70
oil-water partition coefficient, 69
solubility, 69
structure, 68, 69
tubulin polymerization, 68

therapeutic drugs, NDs see doxorubicin (DOX)
thermodynamically stable form, CSP studies

caffeine:benzoic acid cocrystal, 18
fenamic acid, 18, 19
“hard to crystallise” molecules, 18
naproxen, 18
polymorphs, 18
progesterone, 18
tolfenamic acid, 18, 19

thin layer chromatography (TLC), drug-CD 
complexes, 39

time of rotations (TRs), 247
time of vibration (TV), 247
transporter proteins

ABC transporters, 282
expression profiling, 283
P-glycoprotein, 282

TRs see time of rotations (TRs)
TV see time of vibration (TV)

UDP-glucuronosyltransferases (UGTs), 267

Watson–Crick hydrogen-bonded base  
pairs, 214

WB-PBPK see ‘whole-body’ physiologically 
based pharmacokinetic (WB-PBPK) 
model

‘whole-body’ physiologically based 
pharmacokinetic (WB-PBPK)  
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Figure 4.1 As the hydrophilic mass fraction, f, increases the preferred morphology changes 
from a bilayer vesicle to worm‐like micelle to spherical micelle morphology.
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Figure 5.4 Schematic representation of amorphous solid dispersions with polymer carriers: 
(a) the conventional model of amorphous solid solution [21] and (b) a new model of amorphous 
solid dispersions [22].
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Figure 6.4 (a) Free energy profiles of small molecules from constrained MD simulations. Top: the bilayer is 
divided into the four regions. Bottom:  for clarity, each profile is plotted alone. Reprinted with permission from 
Ref. [37]. Copyright 2004 American Chemical Society. (b) Free energy of hexane in a DOPC bilayer. Top: 
snapshot of the lipid bilayer system used. Middle: average partial density profiles for various functional groups 
(black, total density; red, lipid; green, water; blue, choline; orange, phosphate; brown, glycerol; grey, carbonyl; 
purple, double bonds; cyan, methyl). Bottom: free energy of partitioning a hexane molecule from bulk water 
(black, free energy; red, entropic component of free energy, −TΔS; green, enthalpic component of free energy, 
ΔH). Reprinted with permission from Ref. [83]. Copyright 2005 American Chemical Society.
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Figure 7.2 Antibody and substituent structure, with graphical representation of non‐polar 
and charged patches. IgG structure (code 1igt on the protein structural database) [7] is color‐
coded and labeled to show constituent domains, including, for example, the antigen‐interacting 
VL and VH domains that can be linked to make a single chain variable fragment (scFv). Both of 
the lower panels use red–white–blue spectra to denote surface properties calculated with the 
same methods that give patch sizes [8]. The left‐hand lower panel shows polarity, from most 
nonpolar (red) to most polar (blue), with a hydrophobic pro‐rich sequence underlying the 
highlighted red patch. On the lower right‐hand side is color‐coding according to charge, from 
negative (red) to positive (blue), together with a lysine/arginine‐rich sequence coincident with 
a particularly positive patch.
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Figure  8.1 Drug delivery strategies with: (a) carbon nanotubes, (b) graphene/graphene 
oxide, (c) silica nanoparticles, and (d) Au nanoparticles.

Figure 8.2 Drug delivery strategies with carbon nanotubes. The hydrophobic drug molecules 
can be attached to the surface or the inner part of carbon nanotubes directly by van der 
Waals interaction. The drug molecules can also be attached to carbon nanotubes by its 
hydrophobic tail.
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Figure 8.3 Drug delivery strategies with: (a) graphene and (b) graphene oxide (GO). The 
hydrophobic drug molecules can be attached to the surface of graphene/GO directly.

Figure 9.1 Fully relaxed structure of a bare C705 ND. The outmost C atoms on the {100}, 
{110}, and {111} facets are highlighted in red, blue, and green, respectively [21]. Adapted from 
[21] with permission from The Royal Society of Chemistry.



Figure  10.1 Hydrotalcite 9 × 10 × 2 supercell intercalated with CrO4
2− anions and water 

molecules. Green balls represent Mg atoms, pink = Al, red = oxygen, gray = hydrogen, and 
blue = chromium.
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Figure  10.10 Initial structure of LDH intercalated with DNA molecule with 12 bp [19]. 
Magnesium, aluminum, chlorine, phosphorus, carbon, and nitrogen atoms are represented as 
light‐gray, pink, green, yellow, dark‐gray, and blue spheres, respectively. Oxygen and hydrogen 
atoms have been removed in order to aid viewing. Reprinted with permission from Ref. [19]. 
Copyright 2008 American Chemical Society.
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membrane [31]. Reproduced from [31], with permission from Elsevier.
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