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This is the fifth edition of Aulron’s Pharmaceutics:
The Design and Manufacture of Medicines. The first
edition was published in 1988, the second in 2002,
the third in 2007 and the fourth in 2013. The pedigree
of the book is, however, actually much older. It was
originally known as Tutorial Pharmacy (which itself
went to six editions) and was initially edited by John
Cooper and Colin Gunn, and later by Sidney Carter.
Professor Mike Aulton and Professor Kevin Taylor
continue their editing role and have identified new
authors and fresh subject matter for this new edition.
The philosophy of this fifth edition remains
unchanged from that of previous editions, i.e. it is
intentionally designed and written for newcomers to
the design of dosage forms (drug products). Other
expert texts can take you into much greater detail
for each of the subject areas considered here, once
you have mastered these basics. The subject matter
of the book remains, in essence, the same but the
detail has changed significantly, because pharmaceutics
has changed. Since the last edition there have been
changes in the way that dosage forms are designed
and manufactured and drugs are delivered. These
developments are reflected in this new edition.
The involvement of a wide range of authors
continues in this edition, all authors being a recognized
expert in the field on which they have written. Just
as importantly, each author has experience of impart-
ing that information to undergraduate pharmacy and
pharmaceutical science students, and to practitioners
in the pharmaceutical and associated industries and
those working in technical services within hospital
pharmacy who are new to the subject. Many authors
from the previous edition remain as they are still
world leaders in their field. Other chapters have been

Preface

written by a new generation of experts. The new
authorship reflects contemporary knowledge and
thinking in pharmaceutics.

The fourth edition of this book saw major restruc-
turing and revision of the text, with the addition of
many new chapters and deletion of others. In this
edition, the changes have been less radical, but neces-
sary and important nonetheless. Every chapter has
received detailed attention and has been revised and
updated appropriately to reflect modern thinking and
current university curricula worldwide. Some of the
basic science remains virtually unchanged — and will
always do so — but other areas, particularly biophar-
maceutics and some areas of drug delivery, have
changed significantly in recent years. Several new
authors have been included in this edition to ensure
the comprehensive nature and currency of this text.

All purchasers of the print version of this new
edition receive the enhanced ebook, which can be
used online or downloaded to their mobile device
for convenient, any time access. The ebook includes
more than 400 self-assessment questions, based on
the book, to check understanding and to help with
any examination preparation.

We wish you well in your studies if you are an
undergraduate student, or with your career if you
are working in industry, medicines regulation or the
hospital service. We sincerely hope that this book
helps you with your understanding of pharmaceutics
— the science of the design and manufacture of
medicines.

M. E. Aulton
K. M. G. Taylor
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What is ‘pharmaceutics’?

Welcome to ‘Ceutics!

One of the earliest impressions that many new
pharmacy and pharmaceutical science students have
of their chosen subject is the large number of long
and sometimes unusual-sounding names that are used
to describe the various subject areas within pharmacy
and the pharmaceutical sciences. The aim of this
section is to explain to the reader what is meant by
just one of them — ‘pharmaceutics’. It describes how
the term has been interpreted for the purpose of
this book and how pharmaceutics fits into the overall
scheme of pharmaceutical science and the process
of designing and manufacturing a new medicine. This
note also leads the reader through the organization
of this book and explains the reasons why an under-
standing of the material contained in its chapters is
important in the design of modern drug delivery
systems.

The word ‘pharmaceutics’ is used in pharmacy
and the pharmaceutical sciences to encompass a wide
range of subject areas that are all associated with the
steps to which a drug is subjected towards the end
of its development. It encompasses the stages that
follow on from the discovery or synthesis of the drug,
its isolation and purification, and its testing for
beneficial pharmacological effects and absence of
serious toxicological problems. Put at its simplest
— pharmaceutics converts a drug into a medicine.

Just a comment here about the word ‘drug’. This
is the pharmacologically active ingredient in a
medicine. ‘Drug’ is the correct word, but because
the word has been somewhat hijacked as the
common term for a substance of misuse, alternatives
are frequently used, such as ‘medicinal agent’,

‘pharmacological agent’, ‘active principle’, ‘active
ingredient’, or increasingly ‘active pharmaceutical
ingredient (API)’, etc. The book uses the simpler
and still correct word, ‘drug’. Phrases like ‘active
ingredient’ can suggest that the other ingredients of
a medicine have no function at all. This book will
teach you loud and clear that this is not the case.
Pharmaceutics, and therefore this book, is concerned
with the scientific and technological aspects of the
design and manufacture of dosage forms. Arguably,
it is the most diverse of all the subject areas in the
pharmaceutical sciences and encompasses:

* an understanding of the basic physical chemistry
necessary for the effective design of dosage
forms (physical pharmaceutics)

* an understanding of relevant body systems and
how drugs arrive there following administration
(biopharmaceutics)

* the design and formulation of medicines
(dosage form design)

* the manufacture of these medicines on a small
(compounding), intermediate (pilot-scale) and
large (manufacturing) scale

* the avoidance and elimination of
microorganisms in medicines (pharmaceutical
microbiology, sterilization), and

* product performance testing (physical testing,
drug release, stability testing).

Medicines are drug-delivery systems. That is, they
are a means of administering drugs to the body in a
safe, effective, accurate, reproducible and convenient
manner. The book discusses the overall considerations
that must be made so that the conversion of a drug



What is ‘pharmaceutics’?

to a medicine can take place. It emphasizes the fact
that medicines are very rarely drugs alone but require
additives (termed excipients) to make them into
dosage forms, and this in turn introduces the concept
of formulation. The book explains that there are three
major considerations in the design of dosage forms:

1. the physicochemical properties of the drug
itself

2. biopharmaceutical considerations, such as how
the administration route and formulation of a
dosage form affect the rate and extent of drug
absorption into the body, and

3. therapeutic considerations of the disease state
and patient to be treated, which in turn
determine the most suitable type of dosage
form, possible routes of administration and the
most suitable duration of action and dose
frequency for the drug in question.

The first chapter provides an excellent introduction
to the subject matter of the book as a whole and
clearly justifies the need for the pharmacist and
formulation scientist to understand the science
contained in this text. New readers are encouraged
to read this chapter first, thoroughly and carefully,
so that they can grasp the basics of the subject before
proceeding onto the more detailed information that
follows.

The book is then divided into various Parts that
group together chapters into related subject areas.
Part 1 collects some of the more important physico-
chemical knowledge that is required to design and
prepare dosage forms. The chapters have been
designed to give the reader an insight into those
scientific and physicochemical principles that are
important to the formulation scientist. These chapters
are not intended as a substitute for a thorough
understanding of physical chemistry and many specific,
more detailed, texts are available containing this
information.

For many reasons, which are discussed in the book,
the vast majority of dosage forms are administered
via the mouth in the form of solid products, such as
tablets and capsules. This means that one of the most
important stages in drug administration is the dis-
solution of solid particles to form a solution in the
gastrointestinal tract. The formulation scientist
therefore needs knowledge of both liquid and solid
materials, in particular the properties of drugs in
solution and the factors influencing their dissolution
from solid particles. Once solutions are formed, the
formulation scientist must understand the properties

of these solutions. The reader will see later in the
book how drug release from the dosage form and
absorption of the drug into the body across biological
barriers are strongly dependent on the properties of
the drug in solution, such as the degree of ionisation
and speed of diffusion of the drug molecules.

The properties of surfaces and interfaces are
described next. These are important to an understand-
ing of adsorption onto solid surfaces, and are involved
in the dissolution of solid particles and the study of
disperse systems, such as colloids, suspensions and
emulsions. The scientific background to the systems
mentioned is also discussed. Knowledge of the flow
properties of liquids (whether solutions, suspensions
or emulsions) and semisolids is useful in solving certain
problems relating to the manufacture, performance
and stability of liquid and semi-solid dosage forms.
This Part ends with an explanation of the kinetics
of many different processes. As the chapter explains,
the mathematics of these processes has importance
in a large number of areas of product design, manu-
facture, storage and drug delivery. Relevant processes
include: dissolution, microbiological growth and
destruction, biopharmaceutics (including drug absorp-
tion, distribution, metabolism and excretion), pre-
formulation, the rate of drug release from dosage
forms, and the decomposition of medicinal compounds
and products.

Part 2 collects together those aspects of pharma-
ceutics associated with powdered materials. By far
the majority of drugs are solid (mainly crystalline)
powders and, unfortunately, most of these particulate
solids have numerous adverse characteristics that
must be overcome or controlled during the design
of medicines to enable their satisfactory manufacture
and subsequent performance in dosage forms.

The book therefore explains the concept of the
solid state and how the internal and surface properties
of solids are important and need to be characterized.
This is followed by an explanation of the more
macroscopic properties of powders that influence
their performance during the design and manufacture
of dosage forms — particle size and its measurement,
size reduction, and the separation of powders with
the desired size characteristics from those of other
sizes. There follows an explanation of the many
problems associated with the mixing and flow of
powders. In large-scale tablet and capsule production,
for example, powders must contain a satisfactory
mix of all the ingredients in order to achieve uniform-
ity of dosage in every dosage unit manufactured. The
powder must have fast and uniform powder flow in



high-speed tableting and encapsulation machines. For
convenience, the mixing of liquids and semisolids is
also discussed here as the basic theory is the same.

Another extremely important area that must be
understood before a satisfactory dosage form can be
designed and manufactured is the microbiological
aspects of medicines development and production.
It is necessary to control or eliminate viable micro-
organisms from the product both before and during
manufacture. Microbiology is a very wide-ranging
subject. This book concentrates only on those aspects
of microbiology that are directly relevant to the design,
production and distribution of dosage forms. This
mainly involves avoiding (asepsis) and eliminating
(sterilization) the presence (contamination) of viable
microorganisms in medicines, and preventing the
growth of any microorganism which might enter the
product during storage and use of the medicine
(preservation). Techniques for testing that these
intentions have been achieved are also described.
The principles and practice of sterilization are also
discussed. The relevant aspects of pharmaceutical
microbiology and sterilization are considered in Part
3 of this book.

It is not possible to begin to design a satisfactory
dosage form without knowledge and understanding
of how drugs are absorbed into the body, the various
routes that can be used for this purpose and the fate
of the drugs once they enter the body and reach
their site(s) of action. The terms ‘bioavailability’ and
‘biopharmaceutics’ are defined and explained in Part
4. The factors influencing the bioavailability of a drug
and methods of its assessment are described. This is
followed by a consideration of the manner in which
the frequency of drug administration and the rate at
which drug is released from a dosage form affect its
concentration in the blood plasma at any given time.
This book concentrates on the preparation, administra-
tion, release and absorption of drugs but stops there.
It leaves to other texts the detail of how drugs enter
individual cells, how they act and how they are
metabolized and eliminated from the body.

Having gathered this understanding of the basics
of pharmaceutics, the formulation scientist should
now be equipped to begin a consideration of the
design and manufacture of the most suitable dosage
forms for the drug in question.

Superficially, the formulation and manufacture of
dosage forms containing drugs may seem relatively
straightforward. The chapters in Part 5 will demon-
strate that this is not the case. The full potential of
the active pharmaceutical ingredient, whether it is
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a small synthetic molecule, a plant extract or a
biotechnology product can only be achieved by the
involvement of the formulation scientist. Good
formulation can enhance therapeutic efficacy and/or
limit adverse effects. A couple of examples illustrate
this:

* Whilst an immediate-release capsule of
nifedipine has a dosing frequency of three times
a day, formulation of the drug in a
modified-release capsule permits once-daily
dosing, with an improved drug plasma profile
and increased patient convenience and
adherence.

* A cream formulation of a sunscreen applied to
the skin restricts the active component(s) to
the skin surface, whilst a gel formulation of
estradiol, also applied to the skin surface, is
formulated so as to ensure effective penetration
of drug through the skin and into the systemic
circulation.

The first stage of designing and manufacturing a
dosage form is known as preformulation. This, as
the name implies, is a consideration of the steps
that need to be performed before formulation proper
can begin. Preformulation involves a full understanding
of the physicochemical properties of drugs and
other ingredients (excipients) in a dosage form and
how they may interact. An early grasp of this knowl-
edge is of great use to the formulation scientist
as the data gathered in these early stages will influence
strongly the design of the future dosage form. Results
of tests carried out at this stage of development can
give a much clearer indication of the possible (and
indeed impossible) dosage forms for a new drug
candidate.

Following, consideration of preformulation, the
remaining chapters of Part 5 cover the formulation,
small and large scale manufacture, and the advantages,
disadvantages and characterization of the wide range
of available dosage forms. The properties of these
dosage forms can be modified dependent on the
properties of the drug, excipients included, the route
of drug administration and specific patient needs.
Early chapters consider liquid dosage forms, namely
solutions (drug dispersed as molecules or ions),
suspensions (drug dispersed as particles) and emul-
sions (one liquid phase dispersed in another, with
drug present in either phase, dependent upon its
relative solubility). Appropriate formulation of emul-
sions results in more structured semi-solid creams,
most frequently used for application to the skin.
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These dosage forms may be administered by a number
of routes, and their formulation requirements will
vary dependent on the route of administration.

Whilst drugs in the solid state can be administered
as simple powders, they are more usually formulated
as solid dosage forms, namely tablets (currently the
most commonly encountered solid dosage form) and
capsules. Several chapters in this Part describe the
various stages in the processing of a powder required
to manufacture tablets: granulation (formation of
drug-excipient aggregates), drying, compaction and
coating. Tablet formulation and manufacture requires
inclusion of several excipients, including fillers,
disintegrants, binders, glidants, lubricants and anti-
adherents. The purposes of these are described,
together with their impact on product quality and
performance. The strategies to modify the release
of drug from solid dosage forms include: production
of monolithic matrix systems, the use of a rate-
controlling membrane or osmotic pump systems.
These are described in a separate chapter, as are
other solid dosage forms: hard and soft capsules. For
all dosage forms, drug must be released at an appropri-
ate rate at the appropriate site for drug action and/
or absorption to occur. This is particularly pertinent
for solid peroral dosage forms, which must permit
dissolution of drug at an appropriate rate and at an
appropriate site within the gastrointestinal tract.
Bioavailability (i.e. the amount of drug that is absorbed
into the bloodstream) may be limited by the rate of
drug dissolution, whilst the pH range in the
gastrointestinal tract (pH 1-8) may adversely affect
the absorption of ionizable drugs. Consequently,
dissolution testing is a key quality control test and
is considered in detail here.

Solid dosage forms are administered predominantly
(though not exclusively) by the oral route. Whilst
the oral route is the most common way of administer-
ing drugs, many other routes for administration exist
and are necessary. Each of these is considered in
detail. Such routes include parenteral administration
(injections, infusions, implants), pulmonary (aerosols),
nasal (sprays, drops, semisolids, powders), ocular
(drops, semisolids, injection, implants), topical and
transdermal (semisolids, patches, liquids, powders),
ungual (nail lacquers, liquids), rectal (suppositories,
tablets, capsules, semisolids, liquids, foams) and
vaginal (pessaries, semisolids, films, rings, tampons).
For each route, consideration is given to the nature
of the administration site and the formulation require-
ments either to localize drug action, or to control
absorption, as appropriate. The dosage forms available

for delivering drugs by each route are outlined and
particular aspects regarding their formulation and
manufacture are highlighted. The methods used to
characterize and test these dosage forms, for formula-
tion development and quality assurance purposes are
also detailed.

The final chapters of Part 5 reflect special consid-
erations in dosage form design and manufacture. Drugs
of natural (plant) origin are discussed. Unlike con-
ventional dosage forms these comprise plant extracts
that have many complex components with potentially
variable composition.

Certain biotechnology products, for instance
insulin, are long established, whilst others such as
nucleic acids for gene therapy offer exciting thera-
peutic possibilities for the future. All are relatively
large macromolecules and present particular formula-
tion and drug delivery challenges. To meet some of
the challenges associated with delivery of biotechnol-
ogy products, pharmaceutical nanotechnology has
become established in recent years as a means of
improving solubility and dissolution rate, protecting
drugs from hostile environments, minimizing adverse
effects and delivering drugs to specific therapeutic
targets. The preparation and properties of various
nanomedicines, including antibodies, polymer-drug
conjugates, liposomes, nanoparticles and dendrimers
are considered.

Some specific patient groups (in particular the
elderly and young children) have particular needs
(difficulty swallowing, subdivision of commercially
available doses, etc.) and the formulation consequences
are discussed.

Before finalizing the formulation and packaging of
the dosage form, there must be a clear understanding
of the stability of the drug(s) and other additives in
a pharmaceutical product with respect to the reasons
why, and the rates at which, they may degrade during
storage. Aspects of product stability, stability testing
and the selection of appropriate packaging to minimize
deterioration during storage are considered in Part
6.

The product pack and any possible interactions
between it and the drug or medicine it contains are
so vitally linked that the final pack should not be
considered as an afterthought. Instead, packaging
considerations should be uppermost in the minds of
formulators as soon as they receive the drug substance
on which to work. The technology of packaging and
filling of products is discussed.

No product will be stable indefinitely, and so
mechanisms (i.e. the fundamental chemistry) and



kinetics of degradation must be understood so that
a safe and realistic shelf-life for every product can
be determined.

Possible routes of microbiological contamination
of medicines and the ways in which this can be
prevented or minimized are discussed. It is shown
how the presence of antimicrobial preservatives in
the medicine can minimize the consequences of such
contamination. However, such preservatives must be
nontoxic by the route of administration and should
not interact with components of the drug product
or its packaging.
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Finally, the book explains how packaging considera-
tions, chemical degradation and microbial contamina-
tion influence the stability of the final drug product.

At this point the product is considered to be of
appropriate quality for patient use and, once approved
by regulatory authorities, the pharmaceutical technolo-
gist passes the product on to another aspect of
pharmacy — the interface with the patient, i.e. dispens-
ing and pharmacy practice. These disciplines are dealt
with in other texts.
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Principles of dosage
form design

Drugs are rarely administered as pure chemical
substances alone and are almost always given as
formulated preparations or medicines. These can
range from relatively simple solutions to complex
drug delivery systems through the use of appropri-
ate additives or excipients in the formulations. The
excipients provide varied and specialized pharma-
ceutical functions. It is the formulation additives
that, amongst other things, solubilize, suspend,
thicken, preserve, emulsify, modify dissolution,
increase the compactability and improve the flavour
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of drug substances to form various medicines or
dosage forms.

The principal objective of dosage form design is to
achieve a predictable therapeutic response to a drug
included in a formulation which can be manufactured
on a large scale with reproducible product quality. To
ensure product quality, numerous features are required:
chemical and physical stability, with suitable preserva-
tion against microbial contamination if appropriate,
uniformity of the dose of the drug, acceptability to
users, including both prescriber and patient, and suitable
packaging and labelling. Ideally, dosage forms should
also be independent of patient-to-patient variation,
although in practice this feature remains difficult to
achieve. However, recent developments are beginning
to accommodate this requirement. These include drug
delivery systems that rely on the specific metabolic
activity of individual patients and implants that respond,
for example, to externally applied sound or magnetic
fields to trigger a drug delivery function.

Consideration should be given to differences in
the bioavailability of drugs (the rate and extent to
which they are absorbed) and their biological fate in
patients between apparently similar formulations and
possible causative reasons. In recent years, increasing
attention has therefore been directed towards elimina-
tion of variation in bioavailability characteristics,
particularly for medicinal products containing an
equivalent dose of a drug substance, as it is recognized
that formulation factors can influence their therapeutic
performance. To optimize the bioavailability of drug
substances, it is often necessary to carefully select
the most appropriate chemical form of the drug. For
example, such selection should address solubility
requirements, drug particle size and drug physical



Table 1.1 Dosage forms available for different
administration routes

Administration  Dosage forms

route

Oral Solutions, syrups, suspensions, emulsions,
gels, powders, granules, capsules, tablets

Rectal Suppositories, ointments, creams,
powders, solutions

Topical Ointments, creams, pastes, lotions, gels,
solutions, topical aerosols, foams,
transdermal patches

Parenteral Injections (solution, suspension, emulsion
forms), implants, irrigation and dialysis
solutions

Respiratory Aerosols (solution, suspension, emulsion,
powder forms), inhalations, sprays, gases

Nasal Solutions, inhalations

Eye Solutions, ointments, creams

Ear Solutions, suspensions, ointments, creams

form and should consider appropriate additives and
manufacturing aids coupled with selection of the most
appropriate administration route(s) and dosage
form(s). Additionally, suitable manufacturing pro-
cesses, labelling and packaging are required.

There are numerous dosage forms into which a
drug substance can be incorporated for the convenient
and efficacious treatment of a disease. Dosage forms
can be designed for administration by a variety of
delivery routes to maximize therapeutic response.
Preparations can be taken orally or injected, as well
as being applied to the skin or inhaled; Table 1.1 lists
the range of dosage forms which can be used to
deliver drugs by the various administration routes.
However, it is necessary to relate the drug substance
to the clinical indication being treated before the
correct combination of drug and dosage form can be
made, as each disease or illness often requires a
specific type of drug therapy. In addition, factors
governing the choice of administration route and the
specific requirements of that route which affect drug
absorption need to be taken into account when dosage
forms are being designed.

Many drugs are formulated into several dosage
forms of various strengths, each having selected
pharmaceutical characteristics which are suitable for a
specific application. One such drug is the glucocorticoid
prednisolone used in the suppression of inflammatory
and allergic disorders. Through the use of different
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chemical forms and formulation additives, a range of
effective anti-inflammatory preparations are available,
including tablets, gastro-resistant coated tablets,
injections, eye drops and enemas. The extremely
low aqueous solubility of the base prednisolone and
its acetate salt makes these forms useful in tablet and
slowly absorbed intramuscular suspension injection
forms, whilst the soluble sodium phosphate salt enables
preparation of a soluble tablet form and solutions for
eye and ear drops, enemas and intravenous injections.
The analgesic paracetamol is also available in a range
of dosage forms and strengths to meet the specific
needs of the user, including tablets, dispersible tablets,
paediatric soluble tablets, paediatric oral solution,
sugar-free oral solution, oral suspension, double-
strength oral suspension and suppositories.

In addition, whilst many new drugs based on low
molecular weight organic compounds continue to be
discovered and transformed into medicinal products,
the development of drugs from biotechnology is
increasing and the importance of these therapeutic
agents is growing. Such active compounds are mac-
romolecular and of relatively high molecular weight,
and include materials such as peptides, proteins and
viral components. These drug substances present
different and complex challenges in their formulation
and processing into medicines because of their alterna-
tive biological, chemical and structural properties.
Nevertheless, the underlying principles of dosage
form design remain applicable.

At present, these therapeutic agents are principally
formulated into parenteral and respiratory dosage
forms, although other routes of administration are
being considered and researched. Delivery of these
biotechnologically based drug substances via these
routes of administration imposes additional con-
straints on the selection of appropriate formulation
excipients.

Another growing area of clinically important
medicines is that of polymer therapeutics. These agents
include designed macromolecular drugs, polymer—drug
and polymer—protein conjugates as nanomedicines,
generally in injection form. These agents can also provide
drug-targeting features (e.g. treating specific cancers)
as well as modified pharmacokinetic profiles (e.g.
changed drug metabolism and elimination kinetics).

It is therefore apparent that before a drug substance
can be successfully formulated into a dosage form,
many factors must be considered. These can be
broadly grouped into three categories:

1. biopharmaceutical considerations, including
factors affecting the absorption of the drug



substance from different administration
routes;

2. drug factors, such as the physical and chemical
properties of the drug substance; and

3. therapeutic considerations, including
consideration of the clinical indication to be
treated and patient factors.

High-quality and efficacious medicines will be for-
mulated and prepared only when all these factors
are considered and related to each other. This is the
underlying principle of dosage form design.

Biopharmaceutical aspects
of dosage form design

Biopharmaceutics can be regarded as the study of
the relationship between the physical, chemical and
biological sciences applied to drugs, dosage forms
and drug action. Clearly, understanding the principles
of this subject is important in dosage form design,
particularly with regard to drug absorption, as well

as drug distribution, metabolism and excretion. In
general, a drug substance must be in solution before
it can be absorbed via absorbing membranes and
epithelia of the skin, gastrointestinal tract and lungs
into body fluids. Drugs are absorbed in two general
ways: by passive diffusion and by carrier-mediated
transport mechanisms. In passive diffusion, which is
thought to control the absorption of many drugs, the
process is driven by the concentration gradient existing
across the cellular barrier, with drug molecules passing
from regions of high concentration to regions of low
concentration. Lipid solubility and the degree of
ionization of the drug at the absorbing site influence
the rate of diffusion. Recent research into carrier-
mediated transport mechanisms has provided much
information and knowledge, providing guidance in
some cases for the design of new drug molecules.
Several specialized transport mechanisms are postu-
lated, including active and facilitated transport. Once
absorbed, the drug can exert a therapeutic effect
either locally or at a site of action remote from the
site of administration. In the latter case the drug has
to be transported in body fluids (Fig. 1.1).

Gastrointestinal
tract
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Oral . —> Mouth
preparations
Direct
Stomach—<—— FEE or .
~| @ |hepato-| Circulatory
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Fig. 1.1 ¢ Pathways a drug may take following the administration of a dosage form by different routes.
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When the dosage form is designed to deliver drugs
via the buccal, respiratory, rectal, intramuscular or
subcutaneous routes, the drug passes directly into
the circulating blood from absorbing tissues, whilst
the intravenous route provides the most direct route
of all. When a drug is delivered by the oral route,
onset of drug action will be delayed because of
the required transit time in the gastrointestinal
tract before absorption, the absorption process and
factors associated with hepatoenteric blood circula-
tion. The physical form of the oral dosage form will
also influence the absorption rate and onset of action,
with solutions acting faster than suspensions, which
in turn generally act faster than capsules and tablets.
Dosage forms can thus be listed in order of the time
of onset of the therapeutic effect (Table 1.2).
However, all drugs irrespective of their delivery route
remain foreign to the human body, and distribution,
metabolic and elimination processes commence
immediately following drug absorption until the
drug is eliminated from the body via the urine,
faeces, saliva, skin or lungs in unchanged or metabo-
lized form.

Routes of drug administration

The absorption pattern of drugs differs considerably
between individual drug substances, as well as between
the different administration routes. Dosage forms
are designed to provide the drug in a suitable form
for absorption from each selected route of administra-
tion. The following discussion considers briefly the
routes of drug administration and, whilst dosage forms
are mentioned, this is intended only as an introduction

Table 1.2 Variation in time of onset of action for
different dosage forms

Time of onset  Dosage forms

of action

Seconds Intravenous injections

Minutes Intramuscular and subcutaneous
injections, buccal tablets, aerosols, gases

Minutes to Short-term depot injections, solutions,

hours suspensions, powders, granules,

capsules, tablets, modified-release tablets

Several hours Gastro-resistant coated formulations

Days to weeks Depot injections, implants

Varied Topical preparations
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since they will be dealt with in greater detail later

in this book.

Oral route

The oral route is the most frequently used route for
drug administration. Oral dosage forms are intended
usually for systemic effects resulting from drug
absorption through the various epithelia and mucosa
of the gastrointestinal tract. A few drugs, however,
are intended to dissolve in the mouth for rapid
absorption or for local effect in the gastrointestinal
tract because of poor absorption by this route or low
aqueous solubility. Compared with other routes, the
oral route is the simplest, most convenient and safest
means of drug administration. However, disadvantages
include the relatively slow onset of action and pos-
sibilities of irregular absorption and destruction of
certain drugs by the enzymes and secretions of the
gastrointestinal tract. For example, insulin-containing
preparations are inactivated by the action of stomach
fluids.

Whilst drug absorption from the gastrointestinal
tract follows the general principles described later
in this book, several specific features should be
emphasized. Changes in drug solubility can result
from reactions with other materials present in the
gastrointestinal tract; for example, interference with
absorption of tetracyclines through the formation of
insoluble complexes with calcium, which can be
available from foodstuffs or formulation additives.

Gastric emptying time is an important factor for
effective drug absorption from the intestine. Slow
gastric emptying can be detrimental to drugs inacti-
vated by the gastric juices and can delay absorption
of drugs more effectively absorbed from the intestine.
In addition, since environmental pH can influence
the ionization and lipid solubility of drugs, the pH
change occurring along the gastrointestinal tract, from
a pH as low as 1 in the stomach to approximately 7
or 8 in the large intestine, is important for both the
degree and the site of drug absorption. Since mem-
branes are more permeable to un-ionized forms than
to ionized forms and since most drugs are weak acids
or bases, it can be shown that weak acids, being
largely un-ionized, are well absorbed from the
stomach. In the small intestine (pH from approxi-
mately 4 to 6.5), with its extremely large absorbing
surface, both weak acids and weak bases are well
absorbed.

The most popular oral dosage forms are tablets,
capsules, suspensions, solutions and emulsions. Tablets
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are prepared by compaction and contain drugs and
formulation additives which are included for specific
functions, such as disintegrants, which promote tablet
break-up into granules and powder particles in the
gastrointestinal tract, facilitating drug dissolution and
absorption. Tablets are often coated, either to provide
a protective barrier to environmental factors for drug
stability purposes or to mask unpleasant drug taste,
as well as to protect drugs from the acid conditions
of the stomach (gastro-resistant coating). Increasing
use is being made of modified-release tablet products
such as fast-dissolving systems and controlled-release,
delayed-release or sustained-release formulations. The
benefits of controlled-release tablet formulations,
achieved, for example, by the use of polymeric-based
tablet cores or coating membranes, include reduced
frequency of drug-related side effects and maintenance
of steady levels of drug in the plasma for extended
periods, which are important when medications are
delivered for chronic conditions or where constant
levels are required to achieve optimal efficacy, as in
treatment of angina and hypertension.

Capsules are solid dosage forms containing the
drug and, usually, appropriate filler(s), enclosed in a
hard or soft shell composed primarily of gelatin or
other suitable polymeric material. As with tablets,
uniformity of dose can be readily achieved, and
various sizes, shapes and colours of the shell are
commercially available. The capsule shell readily
ruptures and dissolves following oral administration,
and in most cases drugs are released from capsules
faster than from tablets. Recently, increased interest
has been shown in the filling of hard capsules with
semisolid and microemulsion formulations to provide
rapidly dispersing dosage forms for poorly soluble
drugs.

Suspensions, which contain finely divided drugs
suspended in a suitable vehicle, are a useful means
of administering large amounts of drugs that would
be inconvenient if they were taken in tablet or capsule
form. They are also useful for patients who experience
difficulty in swallowing tablets and capsules and
for paediatric use. Whilst dissolution of drugs is
required before absorption, the fine solid particles
in a suspension have a large surface area to present
to the gastrointestinal fluids, and this facilitates drug
dissolution, thus aiding absorption and thereby the
onset of drug action. Not all oral suspensions, however,
are formulated for systemic effects, and several are
designed for local effects in the gastrointestinal tract.
On the other hand, solutions, including formulations
such as syrups and linctuses, are absorbed more rapidly
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than solid dosage forms or suspensions since drug
dissolution is not required.

Rectal route

Drugs given rectally in solution, suppository or emul-
sion form are generally administered for local rather
than systemic effects. Suppositories are solid forms
intended for introduction into body cavities (usually
rectal but also vaginal and urethral), where they melt,
releasing the drug. The choice of suppository base
or drug carrier can greatly influence the degree and
rate of drug release. This route of drug administration
is also indicated for drugs inactivated by the
gastrointestinal fluids when given orally or when the
oral route is precluded, for example when a patient
is vomiting or unconscious. Drugs administered
rectally enter the systemic circulation without passing
through the liver, an advantage for drugs significantly
inactivated by the liver following oral route absorption.
Disadvantageously, the rectal route is inconvenient
and drug absorption is often irregular and difficult
to predict.

Parenteral routes

A drug administered parenterally is one injected via
a hollow needle into the body at various sites and to
various depths. The three main parenteral routes are
subcutaneous, intramuscular and intravenous. Other
routes, such as intracardiac and intrathecal, are used
less frequently. The parenteral route is preferred when
rapid absorption is essential, as in emergency situations
or when patients are unconscious or unable to accept
oral medication, and in cases when drugs are
destroyed, inactivated or poorly absorbed following
oral administration. In general, the blood levels
attained are more predictable than those achieved
by oral dosage forms.

Injectable preparations are usually sterile solutions
or suspensions of drugs in water or other suitable
physiologically acceptable vehicles. As referred to
previously, drugs in solution are rapidly absorbed,
and thus suspension injections act more slowly than
solution injections. In addition, since body
fluids are aqueous, by use of drugs suspended in oily
vehicles, a preparation exhibiting slower absorption
characteristics can be formulated to give a depot
preparation, providing a reservoir of the drug, which
is released slowly into the systemic circulation. Such
preparations are administered by intramuscular
injection deep into skeletal muscles (e.g. several



penicillin-containing injections). Alternatively, depot
preparations can be achieved by subcutaneous implants
or pellets, which are compacted or moulded discs
of drug placed in loose subcutaneous tissue under
the outer layers of the skin. Such systems include
solid microspheres and biodegradable polymeric
microspheres (e.g. lactide and glycolic acid homopoly-
mers and copolymers) containing proteins or peptides
(e.g. human growth hormone and leuprolide). More
generally, subcutaneous injections are aqueous solutions
or suspensions which allow the drug to be placed in
the immediate vicinity of blood capillaries. The drug
then diffuses into the capillaries. Inclusion of vaso-
constrictors or vasodilators in subcutaneous injections
will clearly influence blood flow through the capillaries,
thereby modifying the capacity for absorption. This
principle is often used in the administration of local
anaesthetics with the vasoconstrictor adrenaline, which
delays drug absorption. Conversely, increased drug
absorption can result when vasodilators are included.
Intravenous administration involves injection of sterile
aqueous solutions directly into a vein at an appropriate
rate. The volumes delivered can range from a few
millilitres, as in emergency treatment or for hypnotics,
to litre quantities, as in replacement fluid treatment
or parenteral nutrition.

Given the generally negative patient acceptance
of this important route of drug delivery, primarily
associated with pain and inconvenience, recent
developments to help with self-injection by patients
have focused on ‘needle-free’ injection systems and
devices which propel the drug in aqueous solution
or powder form at high velocity directly through the
external layers of the skin.

Topical route

Drugs are applied topically (i.e. to the skin) mainly
for local action. Whilst this route can also be
used for systemic drug delivery, percutaneous absorp-
tion is often poor and erratic, although several
transdermal patches delivering drugs for systemic
distribution (e.g. fentanyl patches for severe pain
management and nicotine patches for cessation of
smoking) are available. The drugs applied to the skin
for local effect include antiseptics, antifungals and
anti-inflammatory agents, as well as skin emollients
for protective effects.

Pharmaceutical topical formulations — ointments,
creams and pastes — are composed of the drug in a
suitable semisolid base which is either hydrophobic
or hydrophilic. The bases play an important role in
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determining the character of drug release from the
formulation. Ointments are hydrophobic, oleaginous-
based dosage forms, whereas creams are semisolid
emulsions. Pastes contain more solids than ointments
and thus are stiffer. For topical application in liquid
form other than solution, lotions, suspensions of solids
in aqueous solution or emulsions are used.
Application of drugs to other topical surfaces such
as the eye, ear and nose is common, and ointments,
creams, suspensions and solutions are used. Oph-
thalmic preparations are required, amongst other
features, to be sterile. Nasal dosage forms include
solutions or suspensions delivered by drops or fine
aerosol from a spray. Ear formulations, in general,
are viscous to prolong contact with affected areas.

Respiratory route

The lungs provide an excellent surface for absorption
when the drug is delivered in gaseous, aerosol mist
or ultrafine solid particle form. For drug particles
presented to the lungs as an aerosol, particle size
largely determines the extent to which they penetrate
the alveolar region, the zone of rapid absorption.
Drug particles that have diameters in the region of
1 um to 5 pum reach the deep lung. Particles smaller
than 1 um are largely exhaled, and particles larger
than 5 um are deposited on larger bronchial airways.
This delivery route is particularly useful for the direct
treatment of asthma, with use of both powder aerosols
(e.g. salmeterol xinafoate) and pressurized metered-
dose inhalers containing the drug in liquefied inert
propellant (e.g. salbutamol sulfate inhaler). Impor-
tantly, this delivery route is being increasingly rec-
ognized as a useful means of administering the
therapeutic agents emerging from biotechnology
requiring systemic distribution and targeted delivery,
such as peptides and proteins.

Drug factors in dosage
form design

Each type of dosage form requires careful study
of the physical and chemical properties of drug
substances to achieve a stable, efficacious product.
These properties, such as dissolution, crystal size and
polymorphic form, solid-state stability and drug-
additive interaction, can have profound effects on
the physiological availability and physical and chemical
stability of the drug. Through combination of
such information and knowledge with that from
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pharmacological and biochemical studies, the most
suitable drug form and additives can be selected for
the formulation of chosen dosage forms.

Whilst comprehensive property evaluation will not
be required for all types of formulations, those
properties which are recognized as important in dosage
form design and processing are listed in Table 1.3.
The stresses to which the formulation might be
exposed during processing and manipulation into
dosage forms, as well as the procedures involved are
also listed in Table 1.3. Variations in physicochemical
properties, occurring, for example, between batches
of the same material or resulting from alternative
treatment procedures, can modify the formulation
requirements, as well as processing and dosage form
performance. For instance, the fine milling of poorly
water-soluble drug substances can modify their
wetting and dissolution characteristics, important
properties during granulation and product performance
respectively. Careful evaluation of these properties
and understanding of the effects of these stresses on
these parameters are therefore important in dosage
form design and processing, as well as for product
performance.

Particle size and surface area

Particle size reduction results in an increase in the
specific surface area (i.e. surface area per unit weight)

Table 1.3 Properties of drug substances important in
dosage form design and potential stresses occurring
during processes, with a range of manufacturing
procedures

Properties Processing Manufacturing

stresses procedures
Particle size, Pressure Precipitation
surface area Mechanical Filtration
Particle surface Radiation Emulsification
chemistry Exposure to Milling
Solubility liquids Mixing
Dissolution Exposure to gases  Drying
Partition and liquid vapours  Granulation
coefficient Temperature Compaction
lonization constant Autoclaving
Crystal properties, Crystallization
polymorphism Handling
Stability Storage
Organoleptic Transport
Molecular weight
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of powders. Drug dissolution rate, drug absorption
rate, drug content uniformity in dosage forms and
stability are all dependent to various degrees on
particle size, particle size distribution and particle
interaction with solid surfaces. In many cases, for
both drugs and additives, particle size reduction is
required to achieve the desired physicochemical
characteristics.

It is now generally recognized that poorly water-
soluble drugs showing a dissolution-rate-limiting step
in the absorption process will be more readily bioavail-
able when administered in a finely subdivided form
with a larger surface than as a coarse material. Examples
include griseofulvin, tolbutamide, indometacin and
nifedipine. The fine material, often of micrometre
or nanometre size, with large specific surface area,
dissolves at a faster rate, which can lead to increased
drug absorption by passive diffusion. With many of
the new drugs being introduced exhibiting extremely
low aqueous solubility, alternative formulation
strategies to enhance drug dissolution are being used,
such as coprecipitates of drug and adjuvant particles,
complexation with hydrophilic polymers or oligosac-
charides, or the formation of co-crystals with
hydrophilic templating compounds.

The rate of drug dissolution can be adversely
affected, however, by unsuitable choice of formulation
additives, even though solids of appropriate particle
size are used. Tableting lubricant powders, for
example, can impart hydrophobicity to a formulation
and inhibit drug dissolution. Fine powders can also
increase air adsorption or static charge, leading to
wetting or agglomeration problems. Micronizing drug
powders can lead to changes in crystallinity and
particle surface energy which cause reduced chemical
stability. Drug particle size also influences content
uniformity in solid dosage forms, particularly for
low-dose formulations. It is important in such cases
to have as many particles as possible per dose to
minimize potency variation between dosage units.
Other dosage forms are also affected by particle size,
including suspensions (for controlling flow properties
and particle interactions), inhalation aerosols (for
optimal penetration of drug particles to absorbing
mucosa) and topical formulations (for freedom from
grittiness).

Solubility

All drugs, regardless of their administration route,
must exhibit at least limited aqueous solubility for



therapeutic efficacy. Thus, relatively insoluble com-
pounds can exhibit erratic or incomplete absorption,
and it might be appropriate to use a more soluble salt or
other chemical derivatives. Alternatively, micronizing,
complexation or solid dispersion techniques might be
used. Solubility, and especially the degree of saturation
in the vehicle, can also be important in the absorption
of drugs already in solution in liquid dosage forms,
since precipitation in the gastrointestinal tract can
occur, modifying bioavailability.

The solubilities of acidic or basic compounds are
pH dependent and can be altered by their forming
salts, with different salts exhibiting different equi-
librium solubilities. However, the solubility of a salt
of a strong acid is less affected by changes in pH
than the solubility of a salt of a weak acid. In the
latter case, when the pH is lower, the salt hydrolyses
to an extent dependent on the pH and pK,, resulting
in decreased solubility. Reduced solubility can also
occur for slightly soluble salts of drugs through the
common-ion effect. If one of the ions involved is
added as a different, more soluble salt, the solubility
product can be exceeded and a portion of the drug
precipitates.

Dissolution

As mentioned already, for a drug to be absorbed it
must first be dissolved in the fluid at the site of
absorption. For example, an orally administered drug
in tablet form is not absorbed until drug particles
are dissolved or solubilized by the fluids at some
point along the gastrointestinal tract, depending on
the pH-solubility profile of the drug substance.
Dissolution describes the process by which the drug
particles dissolve.

During dissolution, the drug molecules in the
surface layer dissolve, leading to a saturated solution
around the particles to form the diffusion layer.
Dissolved drug molecules then pass throughout the
dissolving fluid to contact absorbing mucosa and are
absorbed. Replenishment of diffusing drug molecules
in the diffusion layer is achieved by further drug
dissolution, and the absorption process continues. If
dissolution is fast or the drug remains in solution
form, the rate of absorption is primarily dependent
on the ability of the drug to traverse the absorbing
membrane. If, however, drug dissolution is slow
because of its physicochemical properties or formula-
tion factors, then dissolution may be the rate-limiting
step in absorption and impacts drug bioavailability.

Design of dosage forms

The dissolution of a drug is described in a simplified
manner by the Noyes—-Whitney equation:

dm
E = kA(CS —C)
(1.1)

where dm/dt is the dissolution rate, & is the dissolution
rate constant, A is the surface area of dissolving solid,
C, is the drug’s solubility and C is the concentration
of the drug in the dissolution medium at time t. The
equation reveals that the dissolution rate can be raised
by increase of the surface area (reducing particle size)
of the drug, by increase of the solubility of the drug in
the diffusion layer and by increase of k, which in this
equation incorporates the drug diffusion coefficient
and the diffusion layer thickness. During the early
phases of dissolution, C; > C, and if the surface area,
A, and experimental conditions are kept constant,
then k can be determined for compacts containing
drug alone. The constant k is termed the intrinsic
dissolution rate constant and is a characteristic of
each solid drug compound in a given solvent under
fixed hydrodynamic conditions.

Drugs with values of % less than 0.1 mg cm™
usually exhibit dissolution-rate-limited absorption.
This value is a helpful guide figure indicating the
level below which drug dissolution becomes the
rate-limiting step in absorption. Particulate dissolution
can also be examined where an effort is made to
control A, and formulation effects can be studied.

Dissolution rate data, when combined with solubil-
ity, partition coefficient and pK, data, provide an
insight into the potential in vivo absorption charac-
teristics of a drug. However, in vitro tests have sig-
nificance only when they are related to in vivo results.
Once such a relationship has been established, in
vitro dissolution tests can be used as a predictor of
in vivo behaviour. The importance of dissolution
testing, for quality control purposes, has been widely
recognized by official compendia, as well as drug
regulatory authorities, with the inclusion of dissolution
specifications using standardized testing procedures
for a range of preparations.

The Biopharmaceutics Classification System (BCS),
established in 1995, is a guide for predicting the
intestinal absorption of drugs for orally administered
medicines on the basis of the solubility, dissolu-
tion ability, and permeation ability of drugs. This
system has proved extremely useful in aiding the
design of oral medicines and has recently been
extended with the Biopharmaceutics Drug Disposition
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Classification System (BDDCS) to incorporate
drug absorption and transport, and the effects of
metabolism.

Partition coefficient and pK,

As pointed out earlier, for relatively insoluble com-
pounds the dissolution rate is often the rate-
determining step in the overall absorption process.
Alternatively, for soluble compounds the rate of
permeation across biological membranes is the rate-
determining step. Whilst the dissolution rate can be
changed by modification of the physicochemical
properties of the drug and/or alteration of the for-
mulation composition, the permeation rate is depend-
ent on the size, relative aqueous and lipid solubilities
and ionic charge of drug molecules, factors which
can be altered through molecular modifications. The
absorbing membrane acts as a lipophilic barrier to
the passage of drugs, which is related to the lipophilic
nature of the drug molecule. The partition coefficient,
for example between oil and water, is a measure of
lipophilic character.

Most low molecular weight drugs are weak acids
or bases and, depending on the pH, exist in an ionized
or un-ionized form. Membranes of absorbing mucosa
are more permeable to un-ionized forms of drugs
than to ionized species because of the greater lipid
solubility of the un-ionized forms and the highly
charged nature of the cell membrane, which results
in the binding or repelling of the ionized drug, thereby
decreasing penetration.

The dominating factors that therefore influence
the absorption of weak acids and bases are the pH
at the site of absorption and the lipid solubility
of the un-ionized species. These factors, together with
the Henderson—-Hasselbalch equations for calculating
the proportions of ionized and un-ionized species at
a particular pH, constitute the pH-partition theory
for drug absorption. However, these factors do not
describe completely the process of absorption as
certain compounds with low partition coefficients
and/or which are highly ionized over the entire
physiological pH range show good bioavailability, and
therefore other factors are clearly involved.

Crystal properties: polymorphism

Practically all drug substances are handled in powder
form at some stage during their manufacture into
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dosage forms. However, for those substances com-
posed of or containing powders or compacted powders
in the finished product, the crystal properties and
solid-state form of the drug must be carefully con-
sidered. It is well recognized that drug substances
can be amorphous (i.e. without regular molecular
lattice arrangements), crystalline, anhydrous, in various
degrees of hydration or solvated with other entrapped
solvent molecules, as well as differing in crystal
hardness, shape and size. In addition, many drug
substances can exist in more than one form with
different molecular packing arrangements in the
crystal lattice. This property is termed polymorphism,
and different polymorphs may be prepared by
manipulation of the conditions of particle formation
during crystallization, such as solvent, temperature
and rate of cooling. It is known that only one form
of a pure drug substance is stable at a given tem-
perature and pressure, with the other forms, termed
metastable, converting at different rates to the stable
crystalline form. The different polymorphs differ in
their physical properties such as dissolution ability
and solid-state stability, as well as processing behaviour
in terms of powder flow and compaction during
tableting in some cases.

These different crystalline forms can be of con-
siderable importance in relation to the ease or dif-
ficulty of formulation and as regards stability and
biological activity. As might be expected, higher
dissolution rates are obtained for metastable poly-
morphic forms; for example, the alternative poly-
morphic forms of rifaximin exhibit different in vitro
dissolution rates and bioavailability. In some cases,
amorphous forms are more active than crystalline
forms.

The polypeptide hormone insulin, widely used in
the regulation of carbohydrate, fat and protein
metabolism, also demonstrates how differing degrees
of activity can result from the use of different crystal-
line forms of the same agent. In the presence of
acetate buffer, zinc combines with insulin to form
an extremely insoluble complex of the proteinaceous
hormone. This complex is an amorphous precipitate
or crystalline product depending on the environmental
pH. The amorphous form, containing particles of
no uniform shape and smaller than 2 pum, is
absorbed following intramuscular or subcutaneous
injection and has a short duration of action, whilst
the crystalline product, consisting of rhombohedral
crystals of size 10 um to 40 um, is more slowly
absorbed and has a longer duration of action. Insulin
preparations which are intermediate in duration of



action are prepared by use of physical mixtures of
these two products.

Polymorphic transitions can also occur during
milling, granulating, drying and compacting opera-
tions (e.g. transitions during milling for digoxin and
spironolactone). Granulation can result in solvate
formation, and during drying, a solvent or water
molecule(s) may be lost to form an anhydrous
material. Consequently, the formulator must be
aware of these potential transformations which can
result in undesirable modified product performance,
even though routine chemical analyses may not
reveal any changes. Reversion from metastable
forms, if used, to the stable form may also occur
during the lifetime of the product. In suspen-
sions, this may be accompanied by changes in the
consistency of the preparation, which affects its
shelf life and stability. Such changes can often be
prevented by additives, such as hydrocolloids and
surface-active agents.

Stability

The chemical aspects of formulation generally centre
on the chemical stability of the drug and its compat-
ibility with the other formulation ingredients. In
addition, the packaging of the dosage form is an
important factor contributing to product stability and
must be an integral part of stability testing pro-
grammes. It has been mentioned previously that one
of the principles of dosage form design is to ensure
that the chemical integrity of drug substances is
maintained during the usable life of the product. At
the same time, chemical changes involving additives
and any physical modifications to the product must
be carefully monitored to optimize formulation
stability.

In general, drug substances decompose as a result
of the effects of heat, oxygen, light and moisture.
For example, esters such as aspirin and procaine are
susceptible to solvolytic breakdown, whilst oxidative
decomposition occurs for substances such as ascorbic
acid. Drugs can be classified according to their sensitiv-
ity to breakdown:

1. stable in all conditions (e.g. kaolin)

2. stable if handled correctly (e.g. aspirin)

3. only moderately stable even with special
handling (e.g. vitamins) and

4, very unstable (e.g. certain antibiotics in solution
form).

Design of dosage forms

Whilst the mechanisms of solid-state degradation are
complex and often difficult to analyse, a full under-
standing is not a prerequisite in the design of a suitable
formulation containing solids. For example, in cases
where drug substances are sensitive to hydrolysis,
steps such as minimization of exposure to moisture
during preparation, low moisture content specifications
for the final product and moisture-resistant packaging
can be used. For oxygen-sensitive drugs, antioxidants
can be included in the formulation and, as with
light-sensitive materials, suitable packaging can reduce
or eliminate the problem. For drugs administered in
liquid form, the stability in solution, as well as the
effects of pH over the physiological range of pH 1-8,
should be understood. Buffers may be required to
control the pH of the preparation to increase stability;
where liquid dosage forms are sensitive to microbial
attack, preservatives are required.

In these formulations, and indeed in all dosage
forms incorporating additives, it is also important to
ensure that the components, which may include
additional drug substances as in multivitamin prepara-
tions, do not produce chemical interactions them-
selves. Interactions between the drug(s) and added
excipients such as antioxidants, preservatives, suspend-
ing agents, colourants, tablet lubricants and packaging
materials do occur and must be checked for during
the design of formulations. In recent years, data
from thermal analysis techniques, particularly micro-
calorimetry and differential scanning calorimetry
(DSC), when critically examined, have been found
useful in rapid screening for possible drug-additive
and drug—drug interactions. For example, DSC has
revealed that the widely used tableting lubricant
magnesium stearate interacts with aspirin and should
be avoided in formulations containing this drug.

Organoleptic properties

Modern medicines require that pharmaceutical dosage
forms are acceptable to the patient. Unfortunately,
many drug substances in use today are unpalatable
and unattractive in their natural state, and dosage
forms containing such drugs, particularly oral prepara-
tions, may require the addition of approved flavours
and/or colours.

The use of flavours applies primarily to liquid
dosage forms intended for oral administration.
Available as concentrated extracts, solutions, adsorbed
onto powders or microencapsulated, flavours are
usually composed of mixtures of natural and synthetic
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materials. The taste buds of the tongue respond
quickly to bitter, sweet, salt or acid elements of a
flavour. Unpleasant taste can be overcome by use of
water-insoluble derivatives of drugs which have little
or no taste. An example is the use of amitriptyline
pamoate, although other factors, such as bioavailability,
must remain unchanged. If an insoluble derivative is
unavailable or cannot be used, a flavour or perfume
can be used. However, unpleasant drugs in capsules
or prepared as coated particles or tablets may be
easily swallowed, avoiding the taste buds.

Selection of flavour depends on several factors
but particularly on the taste of the drug substance.
Certain flavours are more effective at masking various
taste elements; for example, citrus flavours are fre-
quently used to combat sour or acid-tasting drugs.
The solubility and stability of the flavour in the vehicle
are also important. In addition, the age of the intended
patient should also be considered, since children, for
example, prefer sweet tastes, as well as the psychologi-
cal links between colours and flavours (e.g. yellow is
associated with lemon flavour). Sweetening agents
may also be required to mask bitter tastes. Sucrose
continues to be used, but alternatives, such as sodium
saccharin, which is 200-700 times sweeter depending
on the concentration, are available. Sorbitol is rec-
ommended for diabetic preparations.

Colours are used to standardize or improve an
existing drug colour, to mask a colour change or
complement a flavour. Whilst colours are obtained
from natural sources (e.g. carotenoids) or are syn-
thesized (e.g. amaranth), most of the colours used
are synthetically produced. Dyes may be water soluble
(e.g. amaranth) or oil soluble (e.g. Sudan IV) or
insoluble in water and oil (e.g. aluminium lakes).
Lakes, which are generally calcium or aluminium
complexes of water-soluble dyes, are particularly
useful in tablets and tablet coatings because of their
greater stability to light than corresponding dyes,
which also differ in their stability to pH and reducing
agents. However, in recent years, the inclusion of
colours in formulations has become extremely
complex because of the banning of many traditionally
used colours in many countries.

Other drug properties

At the same time as ensuring that dosage forms
are chemically and physically stable and are thera-
peutically efficacious, one should also establish that
the selected formulation can be efficiently
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manufactured and, in most cases, on a large scale.
In addition to those properties previously discussed
such as particle size and crystal form, other charac-
teristics such as hygroscopicity, flowability and
compactability are particularly important when solid
dosage forms are being prepared where the drugs
constitute a large percentage of the formulation.
Hygroscopic drugs can require low moisture manu-
facturing environments and need to avoid water during
preparation. Poorly flowing formulations may require
the addition of flow agents (e.g. fumed silica). Studies
of the compactability of drug substances are frequently
undertaken with use of instrumented tablet machines
in formulation laboratories to examine the tableting
potential of the material so as to foresee any potential
problems during compaction, such as lamination or
sticking, which may require modification of the
formulation or processing conditions.

Therapeutic considerations
in dosage form design

The nature of the clinical indication, disease or illness
for which the drug is intended is an important factor
when one is selecting the range of dosage forms to
be prepared. Factors such as the need for systemic
or local therapy, duration of action required, and
whether the drug will be used in emergency situations
need to be considered. In the vast majority of cases,
a single drug substance is prepared in a number of
dosage forms to satisfy both the particular preferences
of the patient or physician and the specific needs of
a certain clinical situation. For example, many
asthmatic patients use inhalation aerosols, from which
the drug is rapidly available to the constricted airways
following deep inhalation for rapid emergency relief,
and oral products for chronic therapy.

Patients requiring urgent relief from angina pectoris,
a coronary circulatory problem, place tablets of
glyceryl trinitrate under their tongue (sublingual
administration). This results in rapid drug absorption
directly into the blood capillaries under the tongue.
Thus, whilst systemic effects are generally obtained
following oral and parenteral drug administration,
other routes can be used as the drug and situation
demand. Local effects are generally restricted to
dosage forms applied directly, such as those applied
to the skin, ear, eye, throat and lungs. Some drugs
may be well absorbed by one route but not by another
and must therefore be considered individually.



The age of the patient also plays a role in defining
the types of dosage forms made available. Infants
generally prefer liquid dosage forms, usually solutions
and mixtures, given orally. In addition, with liquid
preparations, the amount of drug administered can
be readily adjusted by dilution to give the required
dose for the particular patient, taking the patient’s
weight, age and condition into account. Children can
have difficulty in swallowing solid dosage forms, and
for this reason many oral preparations are prepared
as pleasantly flavoured syrups or mixtures. Adults
generally prefer solid dosage forms, primarily because
of their convenience. However, alternative liquid
preparations are usually available for those unable to
take tablets and capsules.

Interest has grown in the design of drug-containing
formulations which deliver drugs to specific ‘targets’
in the body (e.g. the use of liposomes and nanopar-
ticles), as well as providing drugs over longer periods
at controlled rates. Alternative technologies for
preparing particles with the required properties —
crystal engineering — provide new opportunities.
Supercritical fluid processing using carbon dioxide
as a solvent or antisolvent is one such method, allowing
fine-tuning of crystal properties and particle design
and fabrication. Undoubtedly, these new technologies
and others, as well as sophisticated formulations, will
be required to deal with the advent of gene therapy
and the need to deliver such labile macromolecules
to specific targets and cells in the body. Interest is
also likely to be directed to individual patient require-
ments such as age, weight and physiological and
metabolic factors, features which can influence drug
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Dissolution and solubility

Michael E. Aulton

this is not always the case. The differences are
explained in this chapter.

® The process of dissolution involves a molecule,
ion or atom of a solid entering a liquid phase in
which the solid is immersed.

® The rate of dissolution is controlled either by the
speed of removal of the molecule, ion or atom
from the solid surface or by the rate of diffusion
of that moiety through a boundary layer that
surrounds the solid.

® Various factors influence the rate of diffusion of
a solute through a boundary layer. Some of
these may be manipulated by the formulator.

® |t is important for the formulator to be aware of
the parameters which affect the solubility of a
solid in a liquid phase.

® The dissolution rate and solubility of solids in
liquids, gases in liquids and liquids in liquids are
each important in pharmaceutical science, and
these are discussed.

Introduction

Solutions are encountered frequently in pharmaceuti-
cal development, either as a dosage form in their
own right or as a clinical trials material. Additionally,
almost all drugs function in solution in the body.
This chapter discusses the principles underlying
the formation of solutions from a solute and a solvent
and the factors that affect the rate and extent of the
dissolution process. This process will be discussed
particularly in the context of a solid dissolving in a
liquid as this is the situation most likely to be
encountered in the formation of a drug solution, either
during manufacturing or during drug delivery.



Dissolution of gases in liquids, solids in semisolids,
liquids in semisolids and liquids in liquids is also
encountered pharmaceutically.

Further properties of solutions are discussed in
Chapters 3 and 24. Because of the number of
principles and properties that need to be considered,
the contents of each of these chapters should only
be regarded as introductions to the various topics.
The student is encouraged, therefore, to refer to the
bibliography at the end of each chapter to augment
the present contents. The textbook written by Flor-
ence & Attwood (2016) is recommended particularly.
The authors use a large number of pharmaceutical
examples to aid the understanding of physicochemical
principles.

Definition of terms

This chapter will begin by clarifying and defining
some of the key terms relevant to solutions.

Solution, solubility and dissolution

A solution may be defined as a mixture of two or
more components that form a single phase which is
homogeneous down to the molecular level. The
component that determines the phase of the solution
is termed the solvent; it usually (but not necessarily)
constitutes the largest proportion of the system. The
other components are termed solutes, and these are
dispersed as molecules or ions throughout the solvent,
i.e. they are said to be dissolved in the solvent.

The transfer of molecules or ions from a solid
state into solution is known as dissolution. Funda-
mentally, this process is controlled by the relative
affinity between the molecules of the solid substance
and those of the solvent.

The extent to which the dissolution proceeds under
a given set of experimental conditions is referred to
as the solubility of the solute in the solvent. The
solubility of a substance is the amount of it that has
passed into solution when equilibrium is established
between the solute in solution and the excess (undis-
solved) substance.

The solution that is obtained under these conditions
is said to be saturated. A solution with a concentration
less than that at equilibrium is said to be subsaturated.
Solutions with a concentration greater than that at
equilibrium can be obtained in certain conditions;
these are known as supersaturated solutions (see
Chapter 8 for further information).

Dissolution and solubility

Since the above definitions are general ones, they
may be applied to all types of solution involving any
of the three states of matter (gas, liquid, solid) dis-
solved in any of the three states of matter, i.e. solid
in liquid, liquid in solid, liquid in liquid, solid in
vapour, etc. However, when the two components
forming a solution are either both gases or both liquids,
then it is more usual to talk in terms of miscibility
rather than solubility. Other than the name, all
principles are the same.

One point to emphasize at this stage is that the
rate of solution (dissolution rate) and amount which
can be dissolved (solubility) are not the same and
are not necessarily related. In practice, high drug
solubility is usually associated with a high dissolution
rate, but there are exceptions; an example is the
commonly used film-coating material hydroxypropyl
methylcellulose (HPMC) which is very water soluble
yet takes many hours to hydrate and dissolve.

Process of dissolution

Dissolution mechanisms

The majority of drugs are crystalline solids. Liquid,
semisolid and amorphous solid drugs do exist but
these are in the minority. For now, we will restrict
our discussion to dissolution of crystalline solids in
liquid solvents. In addition, to simplify the discussion,
it will be assumed that the drug is molecular in nature.
The same discussion applies to ionic drugs. Similarly,
to avoid undue complication in the explanations that
follow, it can be assumed that most solid crystalline
materials, whether drugs or excipients, will dissolve
in a similar manner.

The dissolution of a solid in a liquid may be
regarded as being composed of two consecutive stages.

1. First is an interfacial reaction that results in the
liberation of solute molecules from the solid
phase to the liquid phase. This involves a phase
change so that molecules of the solid become
molecules of the solute in the solvent in which
the crystal is dissolving.

2. After this, the solute molecules must migrate
through the boundary layer surrounding the
crystal to the bulk of solution.

These stages, and the associated solution concentration

changes, are illustrated in Fig. 2.1.

These two stages of dissolution are now discussed
in turn.
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surrounding a dissolving particle.
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Fig. 2.2 e Replacement of crystal molecules with
solvent molecules during dissolution.

Interfacial reaction

Leaving the surface. Dissolution involves the
replacement of crystal molecules by solvent molecules.
This is illustrated in Fig. 2.2.

The process of the removal of drug molecules
from a solid, and their replacement by solvent
molecules, is determined by the relative affinity of
the various molecules involved. The solvent/solute
forces of attraction must overcome the cohesive forces
of attraction between the molecules of the solid.

Moving into the liquid. On leaving the solid surface,
the drug molecule must become incorporated in the
liquid phase, i.e. within the solvent. Liquids are
thought to contain a small amount of so-called free
volume. This can be considered to be in the form of
‘holes’ that, at a given instant, are not occupied by
the solvent molecules themselves. Individual solute
molecules are thought to occupy these holes, as shown
in Fig. 2.3.

20

0]) (©]@) ©]0)
OO — O O + m — OmOo
(©)O) ©)0) ©]@)
Solvent Creation Solute Solution
of cavity molecule
in solvent

Fig. 2.3  The theory of cavity creation in the
mechanism of dissolution.

The process of dissolution may be considered,
therefore, to involve the relocation of solute molecules
from an environment where they are surrounded by
other identical molecules, with which they undergo
intermolecular attraction, into a cavity in a liquid
where they are surrounded by nonidentical molecules,
with which they may interact to different degrees.

Diffusion through the boundary layer

This step involves transport of the drug molecules
away from the solid-liquid interface into the bulk
of the liquid phase under the influence of diffusion
or convection. Boundary layers are static or slow-
moving layers of liquid that surround all solid surfaces
that are surrounded by liquid (discussed further later
in this chapter and in Chapter 6). Mass transfer occurs
more slowly (usually by diffusion; see Chapter 3)
through these static or slow-moving layers. These
layers inhibit the movement of solute molecules from
the surface of the solid to the bulk of the solution.
The solution adjacent to the solid will be saturated
(because it is in direct contact with undissolved solid).
During diffusion, the solution in the boundary layer
changes from being saturated (Cs) at the crystal
surface to having a concentration equal to that of
the bulk of the solution (C) at its outermost limit,
as shown in Fig. 2.1.

Energy/work changes
during dissolution

For the process of dissolution to occur spontaneously
at a constant pressure, the accompanying change in
free enthalpy (i.e. the change in Gibbs free energy,
AG) must be negative. The free energy (G) is a
measure of the energy available to the system to
perform work. Its value decreases during a spontane-
ously occurring process until an equilibrium position
is reached when no more energy can be made available,
i.e. AG =0 at equilibrium.



In most cases heat is absorbed when dissolution
occurs, and the process is usually defined as an
endothermic one and the solution often cools. In some
systems, where there is marked affinity between
solute and solvent, the process is an exothermic one
and heat may be evolved.

Dissolution rates of solids
in liquids

Like any reaction that involves consecutive stages,
the overall rate of dissolution will be dependent on
which of the steps previously described is the slowest
(the rate-determining or rate-limiting step). In dis-
solution, the interfacial step (as described earlier) is
almost always virtually instantaneous, and so the rate
of dissolution will most frequently be determined
by the rate of the slower step of diffusion of dissolved
solute through the static boundary layer of liquid
that exists at a solid-liquid interface.

Interface-controlled dissolution rate

On the rare occasions when the release of the
molecule from the solid into solution is slow and the
transport across the boundary layer to the bulk solu-
tion is faster, dissolution is said to be interfacially
controlled.

Diffusion-controlled dissolution rate

If the rate of diffusion of the solute molecules through
the boundary layer is the slowest step, dissolution is
said to be diffusion controlled. The movement of
solute molecules through the boundary layer will
obey Fick’s first law of diffusion. This law states that
the rate of change in the concentration of a dissolved
material with time is directly proportional to the
concentration difference between the two sides of
the diffusion layer, i.e.

dC
— < AC
de
(2.1)
or
dC
— =kAC
dt
(2.2)

where C is the concentration of solute in solution at
any position and at time ¢, and the constant k is the
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rate constant (s™'). The energy difference between
the two concentration states provides the driving
force for the diffusion.

In the present context, AC is the difference in
the concentration of the solution at the solid surface
(C)) and the bulk of the solution (C;). Thus AC =
C, — C,. If C, is less than saturation, the molecules
will move from the solid to the bulk of solution (as
during dissolution). If the concentration of the bulk
(C,) is greater than saturation, the solution is referred
to as being supersaturated and movement of solid
molecules will be in the direction of bulk solution
to the surface (as occurs during crystallization).

Noyes-Whitney equation

An equation known as the Noyes—Whitney equation
was developed to define the dissolution from a single
spherical particle. This equation has found great
usefulness in the estimation or prediction of the
dissolution rate of pharmaceutical particles. The rate
of mass transfer of solute molecules or ions through
a static diffusion layer (dm/dr) is directly proportional
to the area available for molecular or ionic migration
(A) and the concentration difference (AC) across
the boundary layer and is inversely proportional to
the thickness of the boundary layer (). This relation-
ship is shown in Eq. 2.3:

dm _ kAAC
dt  h

(2.3)

The constant k; is known as the diffusion coefficient.
It is commonly given the symbol D and has the units
of m?s™).

An alternative form of the Noyes-Whitney equation
can be used when, at equilibrium, the solution in
contact with the solid (C;) will be saturated. In this
case, the symbol Cg is used. It is also common practice
to use the symbol C in place of C, (the bulk con-
centration). This gives Eq. 2.4:

dm  kAC;-C)
d h
(2.4)
If the volume of the solvent is large, or solute is
removed from the bulk of the dissolution medium
by some process at a faster rate than it passes into
solution, then C remains close to zero and the term
(Cs - Q) in Eq. 2.4 may be approximated to Cs. In
practice, if the volume of the dissolution medium is
so large that C is not allowed to exceed 10% of the
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Table 2.1 Factors affecting in vitro dissolution rates of solids in liquids

Term in the Noyes-Whitney equation (Eq. 2.4)

A: surface area of undissolved solid
(rate of dissolution increases proportionally with
increasing A)

Affected by

Size of solid particles (A increases with particle size reduction)
Dispersibility of powdered solid in dissolution medium
Porosity of solid particles

Cs: saturated solubility of solid in dissolution medium
(Rate of dissolution increases proportionally with
increasing difference between Cs and C. Thus high Cs
speeds up dissolution rate)

Temperature

Nature of dissolution medium
Molecular structure of solute
Crystalline form of solid
Presence of other compounds

C: concentration of solute in solution at time ¢

(Rate of dissolution increases proportionally with
increasing difference between Cs and C. Thus low C
speeds up dissolution rate)

Volume of dissolution medium (increased volume decreases C)
Any process that removes dissolved solute from the dissolution
medium (hence decreasing )

k: dissolution rate constant

Diffusion coefficient D of solute in the dissolution medium
Viscosity of medium

h: thickness of boundary layer
(Rate of dissolution decreases proportionally with
increasing boundary layer thickness)

value of Cs, then the same approximation may be
made. In either of these circumstances dissolution
is said to occur under ‘sink’ conditions and Eq. 2.4
may be simplified to

dm _ klACS

de h
(2.5)

Sink conditions may arise in vivo when a drug is
absorbed into the body from its solution in the
gastrointestinal fluids at a faster rate than it dissolves
in those fluids from a solid dosage form, such as a
tablet. The phrase is illustrative of the solute molecules
‘disappearing down a sink’!

If solute is allowed to accumulate in the dissolution
medium to such an extent that the aforementioned
approximation is no longer valid, i.e. when C >
(Cs/10), then ‘nonsink’ conditions are said to be in
operation. When C builds up to such an extent that
it equals Cs, i.e. the dissolution medium is saturated
with solute, it is clear from Eq. 2.4 that the overall
rate of dissolution will be zero.

Factors affecting the rate
of dissolution of diffusion-
controlled systems

The various factors that affect the in vitro rate of
diffusion-controlled dissolution of solids in liquids
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Degree of agitation of dissolution medium (increased agitation
decreases boundary layer thickness)

can be predicted by examination of the Noyes—
Whitney equation (Eq. 2.3 or Eq. 2.4). Most of the
effects of these factors are included in the summary
given in Table 2.1.

Clearly, increases in those factors in the numerator
on the right-hand side of the Noyes—Whitney equation
will increase the rate of diffusion (and therefore the
overall rate of dissolution), and increases in factors
in the denominator of the equation will result in a
decreased rate of dissolution. The opposite situation
obviously applies regarding a reduction in these
parameters. Each of these is discussed in the following
sections.

Surface area of undissolved solid (A)

Size of solid particles. The Noyes—Whitney equa-
tion (Eq. 2.4) shows that there is a directly propor-
tional increase in dissolution rate with increasing area
of solid available for dissolution. The surface area of
a fixed mass of isodiametric particles is inversely
proportional to the particle size, i.e. as the particle
size is reduced, the area of solid surface available to
the liquid phase increases. The effect can be visualized
in Fig. 2.4, and the consequences are described in
Box 2.1.

A further illustration of this property is shown in
Table 2.2, with the increase in surface area as the
particle size is decreased quantified mathematically.
In each row of Table 2.2 the mass and volume of
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Fig. 2.4 ¢ Visualization of increase in available surface area as the particle size of a fixed mass of powder is reduced.

| Box2.1

Worked example

Consider the model size reduction shown in Fig. 2.4.
The total surface area is equal to the surface area of
each particle (approximated here as a cube) multiplied
by the number of cubes in total. Considering the
surface area in terms of the number of molecules
available for dissolution (represented by light green
spheres) that can fit around the surface, it can be
seen that:

In Fig. 2.4a, 36 x 6 = 216 molecules can be
accommodated on the surface of the single starting
cube. These will be in contact with the dissolution
medium and available for dissolution.

In Fig. 2.4b, 9 x 6 = 54 molecules can be
accommodated on the surface of each cube. For all
eight cubes this gives 432 molecules that will be in
contact with the dissolution medium and available for
dissolution.

In Fig. 2.4c, 4 x 6 = 24 molecules can be
accommodated on the surface of each cube. For all
27 cubes this gives 648 molecules that will be in
contact with the dissolution medium and available for
dissolution.

Note that the total mass of the solid remains
unchanged during the size reduction.

Table 2.2 Calculation of the surface area generated during size reduction of a single cube

Dimensions of Number of cubic

Area of one face

Total surface area Total surface area

one face of each particles (with same of each particle of one particle of all particles

cubic particle total mass) (i.e. all six faces)

100 pm x 100 pm 1 10 000 pum? 60 000 pm? 60 000 pm?

10 um x 10 pm 1000 100 pum? 600 pm? 600 000 pm?
(10 x 10 % 10)

1umx 1 pum 1 000 000 1 um? 6 pm? 6 000 000 pum?

(100 x 100 x 100)

solid material remain the same; however, the increase
in surface area is dramatic as the size of the particles
is reduced. In order to simplify the explanation, the
particles are assumed to be cubes and remain as cubes
during size reduction.

It can be seen that reducing the size of the same
mass of powder from one 100 um cube to 1000
10 um cubes will increase the surface area by a factor
of 10. Further size reduction to 1 000 000 1 um
cubes will result in a further tenfold increase in area.
Thus there is an overall increase by a factor of 100.

There is much practical evidence to show that, in

general, milling or other means of particle size reduc-
tion will increase the rate of dissolution of sparingly
soluble drugs.
Dispersibility of powdered solid in dissolution
medium. If solid particles form cohered masses in
the dissolution medium, then the surface area available
for dissolution is reduced. This effect may be over-
come by the addition of a wetting agent to improve
the dispersion of the solid into primary powder
particles.
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Fig. 2.5 * The reduction in surface area and volume
during the dissolution of a spherical particle.

Porosity of solid particles. Pores in some materials,
particularly granulated ones, may be large enough to
allow access of the dissolution medium into these
pores, dissolution to occur within the pores and then
outward diffusion of dissolved solute molecules.

Changing area during dissolution. An added
complication in practice is that the particle size will
change during the dissolution process, because large
particles will become smaller and will eventually
disappear. This effect is shown in Fig. 2.5.
Compacted masses of solid may also disintegrate
into smaller particles, thus increasing the surface area
available for dissolution as the disintegration process
progresses. (This effect is shown in Fig. 30.7 and
explained further in the associated discussion).

Solubility of solid in dissolution
medium (Cs)

Temperature. Dissolution may be an exothermic
or an endothermic process. Temperature changes will
influence the energy balance and thus the energy
available to promote dissolution. These relationships
are discussed later in this chapter in the section headed
‘Factors affecting the solubility of solids in liquids’.

Nature of dissolution medium. Factors such as
solubility parameters, pH and the presence of
cosolvents will affect the rate of dissolution.

Molecular structure of solute. The use of salts of
either weakly acidic or weakly basic drugs, or esteri-
fication of neutral compounds, can influence solubility
and the dissolution rate.

Crystalline form of solid. The presence of poly-
morphs, hydrates, solvates or the amorphous form of
the drug can have an influence on the dissolution rate
and solubility (see later in this chapter and Chapter 8).
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Presence of other compounds. The common-ion
effect, complex formation and the presence of solu-
bilizing agents can affect the rate of dissolution.

Concentration of solute in solution
at time t (C)

Volume of dissolution medium. If the volume of
the dissolution medium is large (whether in vitro or
in vivo), then C may be negligible with respect to
Cs and thus ‘sink’ conditions will operate. If the
volume is small, C can rapidly increase during dis-
solution and approach Cs. The volume of the dissolu-
tion can be controlled easily in vitro but must be
taken into account in vivo as the volume of the
stomach contents can vary greatly. The common
instruction ‘“To be taken with a glass of water’ takes
this into account. In addition, the volume of the fluid
at other drug delivery sites, e.g. in the rectum and
vagina, is small (see Chapter 41) and so this considera-
tion can be important in drug delivery from sup-
positories and pessaries.

Any process that removes dissolved solute from
the dissolution medium. Adsorption onto an
insoluble adsorbent, partitioning into a second liquid
that is immiscible with the dissolution medium, and
removal of solute by dialysis or by continuous replace-
ment of solution by fresh dissolution medium can
all result in a decrease in C and thus an increased
rate of dissolution. This can also occur in vivo in the
case of a drug with a high gastrointestinal tract perme-
ability, i.e. a high rate of absorption.

In the case of a drug that has very low aqueous
solubility and poor absorption, the concentration of
the drug in solution in the gastrointestinal tract (C)
may rise until it is equal to Cs. At that point (Cs
— C) will be zero, and hence from the Noyes-Whitney
equation (Eq. 2.4) the rate of dissolution will be
zero, i.e. dissolution will cease. This scenario is
sometimes called solubility-limited dissolution.

Dissolution rate constant (k)

Thickness of the boundary layer. This is affected
in vitro by the degree of agitation, which in turn
depends on the speed of stirring or shaking, the shape,
size and position of the stirrer, the volume of the
dissolution medium, the shape and size of the con-
tainer, and the viscosity of dissolution medium. Note
the inverse relationship in the Noyes—Whitney
equation (Eq. 2.4) between rate of dissolution (dm/



dt) and the thickness of the boundary layer (k).
Decreasing the thickness of the boundary layer (e.g.
by increased agitation) increases the rate of dissolu-
tion. It is beyond the control of the formulator to
manipulate boundary layer thickness in vivo.

Diffusion coefficient of solute in the dissolution
medium. The diffusion coefficient of the solute in
the dissolution medium is affected by the viscosity
of the dissolution medium, and the molecular char-
acteristics and size of diffusing molecules.

It should be borne in mind that pharmaceutical
scientists are often concerned with the rate of dis-
solution of a drug from a formulated product such
as a tablet or a capsule, as well as with the dissolution
rates of pure solids. In practice, the rate of dissolution
can have zero-order, first-order, second-order or
cube-root kinetics. These are discussed later in the
book when they are relevant to particular dosage
forms. Later chapters in this book can also be con-
sulted for information on the influence of formulation
factors on the rates of release of drugs into solution
from various dosage forms.

Intrinsic dissolution rate

Since the rate of dissolution is dependent on so many
factors, it is advantageous to have a measure of the
rate of dissolution that is independent of some of
these — rate of agitation and area of solute available
in particular.

A useful parameter is the intrinsic dissolution rate
(IDR). The IDR is the rate of mass transfer per unit
area of dissolving surface and typically has the unit
of mg mm™ s™). The IDR should be independent
of the boundary layer thickness and the volume of
the solvent (i.e. it is assumed that sink conditions
have been achieved). The IDR is given by

IDR = k]CS
(2.6)

Thus the IDR measures the intrinsic properties of
the drug only as a function of the dissolution medium,
e.g. its pH, ionic strength, and presence of counte-
rions, and is independent of many other factors.

Techniques for measuring the IDR

Rotating and static disc methods are used. In these
methods, the compound to be assessed for the rate
of dissolution is compacted into a nondisintegrating
disc. This is mounted in a holder so that only one
face of the disc is exposed to the dissolution medium

Dissolution and solubility
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Rotating disc method
Static disc method

Fig. 2.6 * Measurement of intrinsic dissolution rate.

(Fig. 2.6). The holder and disc are immersed in the
dissolution medium and either held in a fixed position
in the static disc method or rotated at a given speed
in the rotating disc method. Samples of dissolution
medium are removed after known times, filtered and
assayed for the dissolved substance. Further informa-
tion on this method can be found in Chapter 23.

This design of the test attempts to ensure that
the surface area, from which dissolution can occur,
remains constant. Under these conditions, the amount
of substance dissolved per unit time and unit surface
area can be determined. This should be referred to
as the intrinsic dissolution rate (IDR) and should be
distinguished from the measurements obtained by
other methods. In nondisc methods (see Chapter
35) the surface area of the drug that is available for
dissolution changes considerably during the course
of the determination because the dosage form usually
disintegrates into many smaller particles and the size
of these particles then decreases as dissolution
proceeds and, generally, the area of dissolving surface
is unknown at any particular time.

Measurement of dissolution rates
of drugs from dosage forms

Many methods have been described in the literature,
particularly in relation to the determination of the
rate of release of drugs into solution from tablet and
capsule formulations, because such release may have
an important effect on the therapeutic efficacy of
these dosage forms (see Chapter 20). In vitro dissolu-
tion tests for assessing the rates of dissolution of drugs
from solid-unit dosage forms are discussed fully in
Chapter 35. Other chapters in Part Five of this book
should be referred to for information on the dissolution
methods applied to other specific dosage forms.
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Solubility

The solution produced when equilibrium is established
between undissolved and dissolved solute in a dis-
solution process is termed a saturated solution. The
amount of substance that passes into solution in order
to establish this equilibrium at constant temperature
and so produce a saturated solution is known as the
solubility of the substance. It is possible to obtain
supersaturated solutions but these are unstable and
precipitation of the excess solute tends to occur
readily and spontaneously.

Methods of expressing solubility
and concentration

Solubilities may be expressed by any of the variety
of concentration terms explained in the following
sections. In general, solubility is expressed in terms
of the maximum mass or volume of solute that will
dissolve in a given mass or volume of solvent at a
particular temperature and at equilibrium.

Expressions of concentration

Quantity per quantity

Concentrations are often expressed simply as the
weight or volume of solute that is contained in a
given weight or volume of the solution. Most solutions
encountered in pharmaceutical practice consist of
solids dissolved in liquids. Consequently, concentration
is expressed most commonly by the weight of solute
contained in a given volume of solution. Although
the SI unit is kg m™ the terms that are used in
practice are based on more convenient or appropriate
weights and volumes. For example, in the case of a
solution with a concentration of 1 kg m™ the strength
may be denoted by any one of the following concentra-
tion terms, depending on the circumstances:
1gL", 0.1 gper 100 mL, 1 mg mL™, 5 mg in
5mLor 1 ug ul™"

Percentage

Pharmaceutical scientists have a preference for quoting
concentrations in percentages. The concentration of
a solution of a solid in a liquid is given by

weight of solute

x 100

concentration (% w/v) = -
volume of solution

2.7)
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Equivalent percentages based on weight (w) and
volume (v) ratios (expressed as % v/w, % v/v and %
w/w) can also be used for solutions of liquids in
liquids and solutions of gases in liquids.

It should be realized that if concentration is
expressed in terms of the weight of solute in a given
volume of solution, then changes in volume caused by
temperature fluctuations will alter the concentration.

Parts

Pharmacopoeias give information on the approximate
solubility of official substances in terms of the number
of ‘parts’ of solute dissolved in a stated number of
‘parts’ of solution. Use of this method to describe
the concentration of a solution of a solid in a liquid
suggests that a certain number of parts by weight
(g) of solid are contained in a given number of parts
by volume (mL) of solution. In the case of solutions
of liquids in liquids, parts by volume of solute in
parts by volume of solution are intended, whereas
with solutions of gases in liquids, parts by weight of
gas in parts by weight of solution are inferred. The
use of ‘parts’ in scientific work, or indeed in practice,
is not recommended as there is the chance for some
degree of ambiguity.

Molarity

This is the number of moles of solute contained in
1 dm® (more commonly expressed in pharmaceutical
science as 1 L) of solution. Thus solutions of equal
molarity contain the same number of solute molecules
in a given volume of solution. The unit of molarity
(M) is mol L™) (equivalent to 10* mol m™ if con-
verted to the strict SI unit).

Molality

This is the number of moles of solute divided by the
mass of the solvent, i.e. its SI unit is mol kg™
Although it is less likely to be encountered in phar-
maceutical science than the other terms, it does offer
a more precise description of concentration because
it is unaffected by temperature.

Mole fraction

This is often used in theoretical considerations, and is
defined as the number of moles of solute divided by
the total number of moles of solute and solvent, i.e.

m
n +n;

mole fraction of solute (x,) =

(2.8)
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Table 2.3 Descriptive solubility: United States Pharmacopeia and European Pharmacopoeia terms for describing

solubility

Descriptive term

Approximate volume of solvent (mL) necessary to dissolve

Solubility range

1 g of solute (at a temperature between 15 °C and 25 °C) (mg mL™)
Very soluble <1 >1000
Freely soluble From 1 to 10 100-1000
Soluble From 10 to 30 33-100
Sparingly soluble From 30 to 100 10-33
Slightly soluble From 100 to 1000 1-10
Very slightly soluble From 1000 to 10 000 0.1-1
Practically insoluble® >10 000 <01

Some pharmacopoeias include the term ‘partially soluble’. This refers to a mixture of components, of which only some dissolve.

“This term is absent from the European Pharmacopoeia.

where n, and n, are the numbers of moles of solute
and solvent respectively.

Milliequivalents and normal solutions

The concentrations of solutes in body fluids and in
solutions used as replacements for these fluids are
usually expressed in terms of the number of millimoles
(1 millimol = one-thousandth of a mol) in 1 L of
solution. In the case of electrolytes, however, these
concentrations may still be expressed in terms of
milliequivalents per litre. A milliequivalent (mEq)
of an ion is, in fact, one-thousandth of the gram
equivalent of the ion, which is, in turn, the ionic
weight expressed in grams divided by the valency of
the ion. Alternatively,

_ ionic weight (mg)

1mE
mEd valency

(2.9)

Knowledge of the concept of chemical equivalents
is also required in order to understand the use
of ‘normality’ as a means of expressing the concentra-
tion of solutions. A normal solution, i.e. one with a
concentration of 1 N, is one that contains the
equivalent weight of the solute, expressed in grams,
in 1 L of solution. It was expected that this term
would have disappeared following the introduction
of SI units but it is still encountered in some volu-
metric assay procedures.

Qualitative descriptions of solubility

Pharmacopoeias also express approximate solubilities
that correspond to descriptive terms such as ‘freely

soluble’ and ‘sparingly soluble’. The interrelationship
between such terms and approximate solubility is
shown in Table 2.3.

Prediction of solubility

Probably the most sought after information about
solutions in formulation problems is ‘what is the best
solvent for a given solute?’. Theoretical prediction
of precise solubility is an involved and occasionally
unsuccessful operation but, from knowledge of the
structure and properties of the solute and solvent,
an educated guess is possible. This guess is best
expressed in qualitative terms, such as ‘very soluble’
or ‘sparingly soluble’, as previously described. Often
(particularly in preformulation or early formulation)
this approximation is all that the formulator requires.
A more precise value can be obtained later in the
development process.

Speculation on what is likely to be a good solvent
is usually based on the ‘like dissolves like’ principle.
That is, a solute dissolves best in a solvent with similar
chemical properties. The concept traditionally follows
two rules:

1. Polar solutes will dissolve better in polar
solvents.

2. Nonpolar solutes will dissolve better in nonpolar
solvents.

Chemical groups that confer polarity to their parent
molecules are known as polar groups. In the context
of solubility, a polar molecule has a high dipole
moment.

To rationalize these rules, you can consider the
forces of attraction between solute and solvent
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molecules. The following section explains the basic
physicochemical properties of solutions that lead to
such observations.

Physicochemical prediction of solubility

Similar types of intermolecular force may contribute
to solute—solvent, solute—solute and solvent—solvent
interactions. The attractive forces exerted between
polar molecules are much stronger, however, than
those that exist between polar and nonpolar molecules
or between nonpolar molecules themselves. Conse-
quently, a polar solute will dissolve to a greater extent
in a polar solvent (where the strength of the solute-
solvent interaction will be comparable to that between
solute molecules) than in a nonpolar solvent (where
the solute-solvent interaction will be relatively weak).
In addition, the forces of attraction between the
molecules of a polar solvent will be too great to
facilitate the separation of these molecules by the
insertion of a nonpolar solute between them, because
the solute—solvent forces will again be relatively weak.
Thus solvents for nonpolar solutes tend to be restricted
to nonpolar liquids.

These considerations thus follow the very general
‘like dissolves like’ principle. Such generalizations
should be treated with caution in practice, because
the intermolecular forces involved in the process
of dissolution are influenced by factors that are
not obvious from a consideration of the overall
polarity of a molecule. For example, the possibil-
ity of intermolecular hydrogen bond formation
between solute and solvent may be more significant
than polarity.

Solubility parameters. Attempts have been made
to define a parameter that indicates the ability of
a liquid to act as a solvent. The most satisfactory
approach, introduced by Hildebrand and Scott in
1962, is based on the concept that the solvent power
of a liquid is influenced by its intermolecular cohesive
forces and that the strength of these forces can
be expressed in terms of a solubility parameter.
The initial parameters, which are concerned with
the behaviour of nonpolar, noninteracting liquids, are
referred to as Hildebrand solubility parameters. Whilst
these provide good quantitative predictions of the
behaviour of a small number of hydrocarbons, they
provide only a broad qualitative description of the
behaviours of most liquids, because of the influence
of factors such as hydrogen bond formation and
ionization. The concept has been extended, however,
by the introduction of partial solubility parameters,
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e.g. Hansen parameters and interaction param-
eters. These have improved the quantitative
treatment of systems in which polar effects and
interactions occur.

Solubility parameters, in conjunction with the
electrostatic properties of liquids, e.g. dielectric
constant and dipole moment, have often been linked
by empirical or semiempirical relationships either to
these parameters or to solvent properties. Studies
on solubility parameters are reported in the pharma-
ceutical literature. The use of dielectric constants as
indicators of solvent power has also received attention
but deviations from the behaviour predicted by such
methods may occur in practice.

Mixtures of liquids are often used as solvents. If
the two liquids have similar chemical structures, e.g.
benzene and toluene, then neither tends to associate
in the presence of the other and the solvent properties
of a 50:50 mixture would be the mean of those of
each pure liquid. If the liquids have dissimilar
structures, e.g. water and propanol, then the molecules
of one liquid tend to associate with each other and
so form regions of high concentration within the
mixture. The solvent properties of this type of system
are not so simply related to its composition as in the
previous case.

Solubility of solids in liquids

Solutions of solids in liquids are the most common
type of solution encountered in pharmaceutical practice.
A pharmaceutical scientist should therefore be aware
of the general method of determining the solubility
of a solid in a liquid and the various precautions that
should be taken during such determinations.

Determination of the solubility
of a solid in a liquid

The following points should be observed in all solubil-
ity determinations:

* The solvent and solute must be as pure as
possible. The presence of small amounts of
many impurities may either increase or decrease
the measured solubility. This is a particular
problem with early preformulation samples,
which are often impure, and here special care
must be taken. This point is discussed further
in Chapter 23.

* A saturated solution must be obtained before
any solution is removed for analysis and then all



undissolved material must be removed prior to
analysis.

* The method of separating a sample of saturated
solution from undissolved solute must be
satisfactory.

* The method of analysing the solution must be
sufficiently accurate and reliable.

* Temperature must be adequately controlled.

A saturated solution is obtained either by stirring
excess powdered solute with solvent for several hours
at the required temperature, until equilibrium
has been attained, or by warming the solvent with
an excess of the solute and allowing the mixture to
cool to the required temperature. It is essential that
some undissolved solid should be present at the
completion of the cooling stage to ensure that the
solution is saturated and not either subsaturated or
supersaturated.

A sample of the saturated solution is obtained for
analysis by separating out undissolved solid from the
solution. Filtration is usually used, but precautions
should be taken to ensure that:

° it is carried out at the temperature of the
solubility determination in order to prevent any
change in the equilibrium between dissolved
and undissolved solute;

* loss of any volatile component does not occur;
and

* adsorption of sample material onto surfaces
within the filter is minimized.

Membrane filters that can be used in conjunction
with conventional syringes fitted with suitable in-line
adapters have proved to be successful.

The amount of solute contained in the sample
of saturated solution may be determined by a
variety of methods, e.g. gravimetric analysis, UV
spectrophotometry and chromatographic methods
(particularly high-performance liquid chromatog-
raphy [HPLC]). The selection of an appropriate
method is affected by the nature of the solute
and the solvent and by the concentration of the
solution.

Factors affecting the solubility
of solids in liquids

Knowledge of these factors, together with their
practical applications, as discussed in the following
sections, is an important aspect of a pharmaceutical
scientist’s expertise. Additional information, which
shows how some of these factors may be used to
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improve the solubility and bioavailability of drugs, is
given in Chapters 20 and 24.

Temperature and heat input

The dissolution process is usually an endothermic
one, i.e. heat is normally absorbed when dissolution
occurs. In this type of system, supply of heat will lead
to an increase in the solubility of a solid. Conversely,
in the case of the less commonly occurring systems
that exhibit exothermic dissolution, which attempt
to evolve heat, an increase in supplied heat will result
in a decrease in solubility.

Plots of solubility versus temperature, referred to
as solubility curves, are often used to describe the
effect of temperature on a given system. Some
examples are shown in Fig. 2.7. Most of the curves
are continuous. However, abrupt changes in slope
may be observed with some systems if a change in
the nature of the dissolving solid occurs at a specific
transition temperature. For example, sodium sulfate
exists as the decahydrate Na,SO,-10H,O up to 32.5
°C and its dissolution in water is an endothermic
process. Its solubility therefore increases with a rise
in temperature until 32.5 °C is reached. Above this
temperature the solid is converted into the anhydrous
form (Na,SOy,), and the dissolution of this compound
is exothermic. The solubility therefore exhibits a
change from a positive to a negative slope as the
temperature exceeds the transition value, i.e. the
solubility falls.
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Fig. 2.7 * Solubility curves for various substances in
water.
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Molecular structure of solute

It should be appreciated from the previous comments
in this chapter on the prediction of solubility that
the nature of the solute and the solvent will be of
paramount importance in determining the solubility
of a solid in a liquid. It should also be realized that
even a small change in the molecular structure of a
compound can have a marked effect on its solubility
in a given liquid. For example, the introduction of a
hydrophilic hydroxyl group to a molecule can produce
a large increase in water solubility. This is evidenced
by the more than 100-fold greater aqueous solubility
of phenol compared with benzene.

In addition, the conversion of a weak acid to its
sodium salt leads to a much greater degree of ionic
dissociation of the compound when it dissolves in
water. The overall interaction between solute and
solvent is increased markedly and the solubility
consequently rises. An example of this effect is
provided by a comparison of the aqueous solubility
of salicylic acid and that of its sodium salt, which
are 1 in 550 and 1 in 1 respectively.

The reduction in aqueous solubility of a parent
drug by its esterification may also be cited as an
example of the effects of changes in the chemical
structure of the solute. Such a reduction in solubility
may be beneficial to provide a suitable method for:

* masking the taste of a parent drug, e.g.
chloramphenicol palmitate has been used in
paediatric suspensions rather than the more
soluble but very bitter tasting chloramphenicol
base;

* protecting the parent drug from excessive
degradation in the gastrointestinal tract, e.g.
erythromycin propionate is less soluble and
consequently less readily degraded than
erythromycin base; and

° increasing the ease of absorption of drugs from
the gastrointestinal tract, e.g. erythromycin
propionate is also more readily absorbed than
erythromycin base.

Nature of solvent: cosolvents

The importance of the nature of the solvent has
already been discussed in terms of the statement
‘like dissolves like’ and in relation to solubility
parameters. In addition, the point has been made
that mixtures of solvents may be employed. Such
mixtures are often used in pharmaceutical practice
in order to obtain aqueous-based systems that contain
solutes in excess of their individual solubility in pure
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water. This is achieved by using cosolvents such as
ethanol or propylene glycol, which are miscible with
water and which act as better solvents for the solute
in question.

For example, the aqueous solubility of metroni-
dazole is about 100 mg in 10 mL. The solubility of
this drug can be increased markedly by the incorpora-
tion of one or more water-miscible cosolvents so that
a solution containing 500 mg in 10 mL (and thus
suitable for parenteral administration in the treatment
of anaerobic infections) can be obtained.

Crystal characteristics: polymorphism
and solvation

When the conditions under which crystallization is
allowed to occur are varied, some substances produce
crystals in which the constituent molecules are aligned
in different ways with respect to one another in the
lattice structure. These different crystalline forms
of the same substance, which are known as polymorphs,
consequently possess different lattice energies, and
this difference is reflected by changes in other proper-
ties. For example, the polymorphic form with the
lowest free energy will be the most stable and possess
the highest melting point. Other less stable (or
metastable) forms will tend to transform into the
most stable one at rates that depend on the energy
differences between the metastable and stable forms.

Many drugs exhibit polymorphism, e.g. steroid
polymorphs are common. Polymorphs are explained
more fully in Chapter 8 (which also includes an
explanation of why polymorphs may have different
solubilities) and Chapter 23. Examples of the impor-
tance of polymorphism with respect to the bioavail-
ability of drugs are given in Chapter 20.

The effect of polymorphism on solubility is par-
ticularly important from a pharmaceutical point of
view, because it provides a means of increasing the
solubility of a crystalline material, and hence its rate
of dissolution, by using a metastable polymorph.

Although the more soluble polymorphs are meta-
stable and will convert to the stable form, the rate
of such conversion is often slow enough for the
metastable form to be regarded as being sufficiently
stable from a pharmaceutical viewpoint. The degree
of conversion should obviously be monitored during
storage of the drug product to ensure that its efficacy
is not altered significantly. There are products on the
market containing a more soluble, but less stable,
polymorph of the drug, where the chosen polymorph
is stable enough to survive the approved storage
conditions and declared shelf life.



Conversion to the less soluble and most stable
polymorph may contribute to the growth of crystals
in suspension formulations. Examples of the impor-
tance of polymorphism with respect to the occur-
rence of crystal growth in suspensions are given in
Chapter 26.

The absence of a crystalline structure that is usually
associated with an amorphous powder (discussed in
Chapter 8) may also lead to an increase in the solubil-
ity of a drug when compared with that of its crystalline
form.

In addition to the effect of polymorphism, the
lattice structures of crystalline materials may be
altered by the incorporation of molecules of the
solvent from which crystallization occurred (discussed
in Chapter 8). The resultant solids are called solvates
and the phenomenon is referred to correctly as solva-
tion. It is sometimes incorrectly and confusingly
referred to as pseudopolymorphism. The alteration in
crystal structure that accompanies solvation will affect
the internal energetics of the solid such that the
solubility of the solvated and unsolvated crystals will
differ.

If water is the solvating molecule, i.e. a hydrate
is formed, then the interaction between the substance
and water that occurs in the crystal phase reduces
the amount of energy liberated when the solid hydrate
dissolves in water. Consequently, hydrated crystals
tend to exhibit a lower aqueous solubility than their
unhydrated forms. This decrease in solubility can
lead to precipitation of drugs from solutions.

In contrast, the aqueous solubility of other, i.e.
nonaqueous, solvates is often greater than that of
the unsolvated forms. Examples of the effects
of solvation and the attendant changes in solubilities
of drugs on their bioavailabilities are given in

Chapter 20.

Particle size of the solid

It has been postulated that the solubility of particles
changes with the particle size. These changes arise
from the presence of an electric charge on the par-
ticles. The effect of this charge becomes more
important as the particle size decreases, particularly
when the particles have a very small radius (less than
about 1 um). Thus such solubility changes are rarely
an issue in conventional dosage forms but could be
significant with nanotechnology products.

pH
If the pH of a solution of either a weakly acidic drug
or a salt of such a drug is reduced, then the proportion

Dissolution and solubility

of un-ionized acid molecules in the solution increases.
Precipitation may occur, therefore, because the solu-
bility of the un-ionized species is usually less than
that of the ionized form. Conversely, in the case
of solutions of weakly basic drugs or their salts,
precipitation is favoured by an increase in pH. Such
precipitation is an example of one type of chemical
incompatibility that may be encountered in the
formulation of liquid medicines.

This relationship between pH and solubility of
ionized solutes is extremely important with respect
to the ionization of weakly acidic and basic drugs as
they pass through the gastrointestinal tract where
they can experience pH changes of between about
1 and 8 pH units. This will affect the degree of
ionization of the drug molecules, which in turn
influences their solubility and their ability to be
absorbed. This aspect is discussed elsewhere in this
book in some detail, and the reader is referred in
particular to Chapters 3 and 20.

The relationship between pH, pK, and solubility
of weakly acidic or weakly basic drugs is given by a
modification of the Henderson-Hasselbalch equations.
To avoid repetition here, the reader is referred to
the relevant section of Chapter 3.

Common-ion effect

The equilibrium in a saturated solution of a sparingly
soluble salt in contact with an undissolved solid may
be represented by

A*"+B < AB
(ions) (solid)
(2.10)
From the law of mass action,
[AT][B"]= K[AB]
2.11)

where the square brackets signify the concentrations
of the respective components. Thus the equilibrium
constant K for this reversible reaction is given by

Eq. 2.12:

[AT][B"]
[AB]

(2.12)

Since the concentration of a solid may be regarded
as being constant, the equation may be written as

Ks=[A"][B7]
(2.13)
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where K{ is a constant known as the solubility product
of compound AB.

If each molecule of the salt contains more than
one ion of each type, e.g. A} By, then in the definition
of the solubility product, the concentration of each
ion is expressed to the appropriate power, i.e.

Ks=[A"][B]
(2.14)

These equations for the solubility product are
applicable only to solutions of sparingly soluble salts.

The presence of additional A" in the dissolution
medium, i.e. where A" is a common ion, would push
the equilibrium shown in Eq. 2.10 towards the right
in order to restore the equilibrium. Solid AB will be
precipitated and the solubility of this compound is
therefore decreased. This is known as the common-ion
effect. The addition of common B~ ions would have
the same effect. An example is the reduced solubility
of a hydrochloride salt of a drug in the stomach.

The precipitating effect of the presence of ions
and other ingredients in the dissolution medium (as
may be encountered in the gastrointestinal tract, for
example) is often less apparent in practice than
expected from this discussion. The reasons for this
are explained in the following sections.

Effect of different electrolytes on the solubil-
ity product. The solubility of a sparingly soluble
electrolyte may be increased by the addition of a
second electrolyte that does not possess ions common
to the first electrolyte, i.e. it is a different electrolyte.

Effective concentration of ions. The activity of
a particular ion is related to its effective concentration.
In general, this is lower than the actual concentration
because some ions produced by dissociation of the
electrolyte are strongly associated with other oppo-
sitely charged ions and do not contribute so effectively
to the properties of the system as completely unal-
located ions.

Effect of nonelectrolytes on the solubility of
electrolytes. The solubility of electrolytes depends
on the dissociation of dissolved molecules into ions.
This dissociation is affected by the dielectric constant
of the solvent, which is a measure of the polar nature
of the solvent. Liquids with a high dielectric constant
(e.g. water) are able to reduce the attractive forces
that operate between oppositely charged ions pro-
duced by dissociation of an electrolyte.

If a water-soluble nonelectrolyte, such as alcohol,
is added to an aqueous solution of a sparingly soluble
electrolyte, the solubility of the latter is decreased
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because the alcohol lowers the dielectric constant of
the solvent and ionic dissociation of the electrolyte
becomes more difficult.

Effect of electrolytes on the solubility of none-
lectrolytes. Nonelectrolytes do not dissociate into
ions in aqueous solution, and in dilute solution the
dissolved species therefore consists of single molecules.
Their solubility in water depends on the formation
of weak intermolecular bonds (hydrogen bonds)
between their molecules and those of water. The
presence of a very soluble electrolyte, the ions of
which have a marked affinity for water, will reduce
the solubility of a nonelectrolyte by competing for
the aqueous solvent and breaking the intermolecular
bonds between the nonelectrolyte and water. This
effect is important in the precipitation of proteins.

Complex formation. The apparent solubility of a
solute in a particular liquid may be increased or
decreased by the addition of a third substance which
forms an intermolecular complex with the solute.
The solubility of the complex will determine the
apparent change in the solubility of the original solute.

Solubilizing agents. These agents are capable of
forming large aggregates or micelles in solution when
their concentrations exceed certain values. In aqueous
solution the centre of these aggregates resembles a
separate organic phase, and organic solutes may be
taken up by the aggregates, thus producing an apparent
increase in their solubility in water. This phenomenon
is known as solubilization. A similar phenomenon
occurs in organic solvents containing dissolved solu-
bilizing agents because the centre of the aggregates
in these systems constitutes a more polar region than
the bulk of the organic solvent. If polar solutes are
taken up into these regions, their apparent solubility
in the organic solvents is increased.

Solubility of gases in liquids

The amount of gas that will dissolve in a liquid is
determined by the nature of the two components
and by temperature and pressure.

Provided that no reaction occurs between the gas
and the liquid, then the effect of pressure is indicated
by Henry’s law, which states that at constant tem-
perature the solubility of a gas in a liquid is directly
proportional to the pressure of the gas above the
liquid. The law may be expressed by Eq. 2.15:

w=kp
(2.15)



where w is the mass of gas dissolved by unit volume
of solvent at an equilibrium pressure p, and k is a
proportionality constant. Although Henry’s law is
most applicable at high temperatures and low pres-
sures, when solubility is low, it provides a satisfactory
description of the behaviour of most systems at normal
temperatures and reasonable pressures, unless the
solubility is very high or a reaction occurs. Eq. 2.15
also applies to the solubility of each gas in a solution
of several gases in the same liquid provided that p
represents the partial pressure of a particular gas.

The solubility of most gases in liquids decreases
as the temperature rises. This provides a means of
removing dissolved gases. For example, water for
injections free from either carbon dioxide or air may
be prepared by boiling water with minimum exposure
to air and preventing access of air during cooling.
The presence of electrolytes may also decrease the
solubility of a gas in water by a ‘salting-out’ process,
which is caused by the marked attraction exerted
between the electrolyte and water.

Solubility of liquids in liquids

The components of an ideal solution are miscible in
all proportions. Such complete miscibility is also
observed in some real binary systems, e.g. ethanol
and water, under normal conditions. However, if one
of the components tends to self-associate because
the attractions between its own molecules are greater
than those between its molecules and those of the
other component, i.e. if a positive deviation from
Raoult’s law occurs, the miscibility of the components
may be reduced (Raoult’s law is discussed more fully
in Chapter 3). The extent of the reduction in miscibil-
ity depends on the strength of the self-association
and, therefore, on the degree of deviation from
Raoult’s law. Thus partial miscibility may be observed
in some systems, whereas virtual immiscibility may
be exhibited when the self-association is very strong
and the positive deviation from Raoult’s law is large.

In those cases where partial miscibility occurs under
normal conditions, the degree of miscibility is usually
dependent on the temperature. This dependency is
indicated by the phase rule, introduced by J. Willard
Gibbs. This is expressed quantitatively by Eq. 2.16:

F=C-P+2
(2.16)

where P and C are the numbers of phases and
components in the system respectively, and F is the
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number of degrees of freedom, i.e. the number of
variable conditions such as temperature, pressure and
composition, that must be stated in order to define
completely the state of the system at equilibrium.

The overall effect of temperature variation on the
degree of miscibility in these systems is usually
described by means of phase diagrams, which are
graphs of temperature versus composition at constant
pressure. For convenience of discussion of their phase
diagrams, the partially miscible systems may be
divided into the following types.

Systems showing an increase in
miscibility with rise in temperature

A positive deviation from Raoult’s law arises from a
difference in the cohesive forces that exist between
the molecules of each component in a liquid mixture.
This difference becomes more marked as the tem-
perature decreases, and the positive deviation may
then result in a decrease in miscibility sufficient to
cause the separation of the mixture into two phases.
Each phase consists of a saturated solution of one
component in the other liquid. Such mutually satu-
rated solutions are known as conjugate solutions.
The equilibria that occur in mixtures of partially
miscible liquids may be followed either by shaking
the two liquids together at constant temperature and
analysing samples from each phase after equilibrium
has been attained, or by observing the temperature
at which known proportions of the two liquids,
contained in sealed glass ampoules, become miscible
(as indicated by the disappearance of turbidity).

Systems showing a decrease in
miscibility with rise in temperature

A few mixtures, which probably involve compound
formation, exhibit a lower critical solution temperature
(CST), e.g. triethylamine plus water and paraldehyde
plus water. The formation of a compound produces
a negative deviation from Raoult’s law, and miscibility
therefore increases as the temperature falls.

Systems showing upper and lower
critical solution temperatures

The decrease in miscibility with increase in tempera-
ture in systems having a lower CST is not indefinite.
Above a certain temperature, positive deviations from
Raoult’s law become important and miscibility starts
to increase again with further rise in temperature.
This behaviour is shown by the nicotine—water system.
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Table 2.4 The effects of additives on the critical solution temperature

Type of CST Solubility of additive in each component Effect on CST Effect on miscibility
Upper Approximately equally soluble in both Lowered Increased
components
Upper Readily soluble in one component but not in Raised Decreased
the other
Lower Approximately equally soluble in both Raised Increased
components
Lower Readily soluble in one component but not in Lowered Decreased

the other

CST, critical solution temperature.

In some mixtures where an upper and a lower CST
are expected, these points are not, in fact, observed
since a phase change by one of the components occurs
before the relevant CST is reached. For example,
the ether—water system should exhibit a lower CST,
but water freezes before the temperature is reached.

Effects of added substances on critical
solution temperatures

CST is an invariant point at constant pressure, but
this temperature is very sensitive to impurities or
added substances. The effects of additives are sum-
marized in Table 2.4.

Blending

The increase in miscibility of two liquids caused by the
addition of a third substance is referred to as blending.
An example is the use of propylene glycol as a blending
agent to improve the miscibility of volatile oils and
water. Full understanding of this interrelationship
requires the use of a ternary-phase diagram. This
diagram is a triangular plot which indicates the effects
of changes in the relative proportions of all three
components at constant temperature and pressure. The
plot shows the areas (i.e. combinations of the three
ingredients) that result in a single ‘blended’ phase.

Distribution of solutes between
immiscible liquids

Partition coefficients

When a substance which is soluble in both components
of a mixture of immiscible liquids is dissolved in
such a mixture, when equilibrium is attained at
constant temperature, it is found that the solute is

34

distributed between the two liquids in such a way
that the ratio of the activities of the substance in
each liquid is a constant. This is known as the Nernst
distribution law and may be expressed by Eq. 2.17:

aa
— = constant
ag

(2.17)

where a, and ay are the activities of the solute in
solvent A and solvent B respectively. When the
solutions are dilute or when the solute behaves ideally,
the activities may be replaced by concentrations (Cy
and Cg):
Ca
Cs

=K

(2.18)

The constant K is known as the distribution coefficient,
or partition coefficient. In the case of sparingly soluble
substances, K is approximately equal to the ratio of
the solubility (S, and Sg) of the solute in each liquid.
Thus
Sa
Sy

=K

(2.19)

In most other systems, however, deviation from ideal
behaviour invalidates Eq. 2.19. For example, if the
solute exists as monomers in solvent A and as dimers
in solvent B, the distribution coefficient is given by
Eq. 2.20, in which the square root of the concentration
of the dimeric form is used:

Ca

JCy

K=

(2.20)

If the dissociation into ions occurs in the aqueous
layer, B, of a mixture of immiscible liquids, then the



degree of dissociation (&) should be taken into
account, as indicated by Eq. 2.21:

K:—CA
Cy(1-a)
(2.21)

The solvents in which the concentrations of the solute
are expressed should be indicated when partition
coefficients are quoted. For example, a partition
coefficient of 2 for a solute distributed between oil
and water may also be expressed as a partition coef-
ficient between water and oil of 0.5. This can be
represented as K8 =2 and K" = 0.5. The abbrevia-
tion K¢, is often used for the former, and this notation
has become the most commonly used.

The determination of partition coefficients is
important in preformulation, and so this is discussed
further in Chapter 23.

Solubility of solids in solids

If two solids are either melted together and then
cooled or dissolved in a suitable liquid solvent that
is then removed by evaporation, the solid that is
redeposited from the melt or the solution will either
be a one-phase solid solution or a two-phase solid
dispersion.

In a solid solution, as in other types of solution,
the molecules of one component (the solute) are
dispersed molecularly throughout the other component
(the solvent). Complete miscibility of two solid
components is only achieved if:

Substituted
drug molecule
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00000
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Substitutional solid
solution

Fig. 2.8  Substitutional and interstitial solid solutions.

Lattice of carrier molecules
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* the molecular size of the solute is similar to
that of the solvent so that a molecule of the
former can be substituted for one of the latter
in its crystal lattice structure; or

 the solute molecules are much smaller than the
solvent molecules so that the former can be
accommodated in the spaces of the solvent
lattice structure.

These two types of solvent system are referred
to as substitutional solid solutions and interstitial solid
solutions respectively, and are illustrated in Fig. 2.8.
A typical pharmaceutical example of an interstitial
solid solution would be when one of these solids is
a drug and the other is a polymeric material with
large spaces between its intertwined molecules that
can accommodate solute molecules.

Since the criteria for a solid solution are only
satisfied in relatively few systems, it is more common
to observe partial miscibility of solids. Often (fol-
lowing coprecipitation is an example) the resulting
matrix may contain undissolved particles or groups
of matrix particles. In this case, the resulting system
is known as a solid dispersion.

When the carrier solid (the polymer) is dissolved
away, the molecules or small crystals of insoluble
drug may dissolve more rapidly than a conventional
powder because the contact area between the drug
and water is increased. The rate of dissolution and,
consequently, the bioavailability of poorly soluble
drugs may be improved by the use of solid solutions
or solid dispersions. Disperse systems are discussed
more fully in Chapters 6 and 26.

Interstitial
drug molecule

Interstitial solid
solution
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Summary

This chapter has shown that the process of dis-
solution is a change in phase of a molecule or ion.
Most often this is from solid to liquid. Simple
diffusional mechanisms and equations usually
define the rate and extent of this process. The

concept of solubility in a pharmaceutical context
has also been discussed. The chapter that follows
will describe the properties of the solution thus
produced.

Please check your eBook at https://studentconsult.
inkling.com/ for self-assessment questions. See inside
cover for registration details.
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KEY POINTS

® Once solutions are formed in the manner
described in the previous chapter, they have
various properties that are important in
pharmaceutical science.

® There are various types of solution that need to
be understood. This includes understanding the
differences between theoretical, or ‘ideal’,
solutions and the ‘real’ solutions found in
practice.

e Of particular relevance to drug delivery via the
gastrointestinal tract is the degree of ionization
of solutes and the effect that changes in pH
have on ionization.

® The concept of pH and pK, and their
interrelationship, and the link between the

degree of ionization and solubility are key to an
understanding of the delivery of drugs to the
gastrointestinal tract. This is because the
surrounding pH changes during the passage of
the drug down the tract.

¢ Other solution properties of particular
importance include vapour pressure, osmotic
pressure and diffusibility.

Introduction

The aim of this chapter is to provide information on
certain properties of solutions that relate to their
applications in pharmaceutical science. This chapter
deals mainly with the physicochemical properties of
solutions that are important in pharmaceutical
systems. These aspects are covered in sufficient detail
to introduce the pharmaceutical scientist to these
properties in order to allow an understanding of their
importance in dosage form design and drug delivery.
Much is published elsewhere in far greater detail,
and any reader requiring this additional information
can trace some of this by referring to the bibliography
at the end of the chapter.

Types of solution

Solutions may be classified on the basis of the physical
state (i.e. gas, liquid or solid) of the solute(s) and
solvent. Although a variety of different types can
exist, solutions of pharmaceutical interest virtually
all possess liquid solvents. In addition, the solutes
are predominantly solid substances. Consequently,
most of the information in this chapter is relevant
to solutions of solids in liquids.
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Vapour pressures of solids, liquids
and solutions

An understanding of many of the properties of solu-
tions requires an appreciation of the concept of an
ideal solution and its use as a reference system, to
which the behaviours of real (nonideal) solutions can
be compared. This concept is itself based on a
consideration of vapour pressure. The present section
serves as an introduction to the discussions later in
this chapter on ideal and nonideal solutions.

The kinetic theory of matter indicates that the
thermal motions of molecules of a substance in its
gaseous state are more than adequate to overcome
the attractive forces that exist between the molecules.
The molecules will undergo completely random
movement confined only by the container. The situ-
ation is reversed, however, when the temperature is
lowered sufficiently so that a condensed phase is
formed. Here the thermal motions of the molecules
are now insufficient to overcome completely the
intermolecular attractive forces, and some degree
of order in the relative arrangement of molecules
occurs. This condensed state may be either liquid or
solid.

If the intermolecular forces are so strong that a
high degree of order is brought about, when the
structure is hardly influenced by thermal motions,
then the substance is usually in the solid state.

In the liquid condensed state, the relative influ-
ences of thermal motion and intermolecular attractive
forces are intermediate between those in the gaseous
and solid states. Thus the effects of interactions
between the permanent and induced dipoles, i.e. the
so-called van der Waals forces of attraction, lead to
some degree of coherence between the molecules of
liquids. Consequently, liquids, unlike gases, occupy
a definite volume with a surface, and whilst there is
evidence of structure within liquids, such structure
is much less apparent than in solids.

Although both solids and liquids are condensed
systems with cohering molecules, some of the surface
molecules in these systems will occasionally acquire
sufficient energy to overcome the attractive forces
exerted by adjacent molecules. The molecules can
therefore escape from the surface to form a vapour
phase. If temperature is maintained constant, equi-
librium will be established eventually between the
vapour phase and the condensed phase. The pressure
exerted by the vapour at this equilibrium is referred
to as the vapour pressure of the substance.
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All condensed systems have the inherent ability
to give rise to a vapour pressure. However, the vapour
pressures exerted by solids are usually much lower
than those exerted by liquids, because the intermo-
lecular forces in solids are stronger than those in
liquids. Thus the escaping tendency for surface
molecules is higher in liquids. Consequently, surface
loss of vapour from liquids by the process of evapora-
tion is more common than surface loss of vapour
from solids by sublimation.

In the case of a liquid solvent containing a dissolved
solute, molecules of both the solvent and the solute
may show a tendency to escape from the surface
and so contribute to the vapour pressure. The rela-
tive tendencies to escape will depend on the relative
numbers of the different molecules in the surface
of the solution, and on the relative strengths of the
attractive forces between adjacent solvent molecules on
the one hand and between solute and solvent molecules
on the other hand. Because the intermolecular forces
between solid solutes and liquid solvents tend to be
relatively strong, such solute molecules do not generally
escape from the surface of a solution nor contribute
to the vapour pressure. In other words, the solute is
generally nonvolatile and the vapour pressure arises
solely from the dynamic equilibrium that is set up
between the rates of evaporation and condensation
of solvent molecules contained in the solution. In
a mixture of miscible liquids, i.e. a liquid-in-liquid
solution, the molecules of both components are likely
to evaporate and both will contribute to the overall
vapour pressure exerted by the solution.

Ideal solutions: Raoult’s law

The concept of an ideal solution has been introduced
in order to provide a model system that can be used
as a standard with which real or nonideal solutions
can be compared. In the model, it is assumed that
the strengths of all intermolecular forces are identical.
Thus solvent—solvent, solute—solvent and solute—solute
interactions are the same and are equal to the strength
of the intermolecular interactions in either the pure
solvent or the pure solute. Because of this equality,
the relative tendencies of solute and solvent molecules
to escape from the surface of the solution will be
determined only by their relative numbers in the
surface.

Since a solution is homogeneous by definition, the
relative number of these surface molecules will be
the same as the relative number in the whole of the



solution. The latter can be expressed conveniently
by the mole fractions of the components because for
a binary solution (i.e. one with two components), x;
+ x, = 1, where x; and x, are the mole fractions of
the solute and solvent respectively.

The total vapour pressure (P) exerted by a binary
solution is given by Eq. 3.1:

P=p+p,
(3.1)

where p; and p, are the partial vapour pressures
exerted above the solution by the solute and the
solvent respectively. Raoult’s law states that the partial
vapour pressure (p) exerted by a volatile component
in a solution at a given temperature is equal to the
vapour pressure of the pure component at the same
temperature (p°) multiplied by its mole fraction in
the solution (x), i.e.

P=0p%
(3.2)
Thus from Egs 3.1 and 3.2,
P =pi+p2 = pixa+ pox>
(3.3)

where pp and p§ are the vapour pressures exerted
by pure solute and pure solvent respectively. If the
total vapour pressure of the solution is described by
Eq. 3.3, then Raoult’s law is obeyed by the system.

One of the consequences of the preceding com-
ments is that an ideal solution may be defined as one
that obeys Raoult’s law. In addition, ideal behaviour
should be expected to be exhibited only by real
systems composed of chemically similar components,
because it is only in such systems that the condition
of equal intermolecular forces between components
(as assumed in the ideal model) is likely to be satisfied.
Consequently, in reality Raoult’s law is obeyed over
an appreciable concentration range by relatively few
systems.

Mixtures of, for example, benzene and toluene,
n-hexane and n-heptane, ethyl bromide and ethyl
iodide, and binary mixtures of fluorinated hydrocar-
bons are systems that exhibit ideal behaviour. Note
the chemical similarity of the two components of
the mixture in each example.

Real or nonideal solutions

The majority of real solutions do not exhibit ideal
behaviour because solute—solute, solute—solvent and
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solvent—solvent forces of interaction are unequal.
These inequalities alter the effective concentration
of each component such that it cannot be represented
by a normal expression of concentration, such as the
mole fraction term x that is used in Eqs 3.2 and 3.3.
Consequently, deviations from Raoult’s law are often
exhibited by real solutions, and the previous equations
are not obeyed in such cases. These equations can
be modified, however, by substituting for each
concentration term (x) a measure of the effective
concentration; this is provided by the so-called activity
(or thermodynamic activity), a. Thus Eq. 3.2 becomes
Eq. 3.4,

p=pa
(3.4)

and the resulting equation is applicable to all systems,
whether they are ideal or nonideal. It should be noted
that if a solution exhibits ideal behaviour, then a
equals x, whereas a will not equal x if deviations
from such behaviour are apparent. The ratio of activity
divided by the mole fraction is termed the activity
coefficient (f) and it provides a measure of the devia-
tion from the ideal. Thus when a = x, f = 1.

If the attractive forces between solute and solvent
molecules are weaker than those between the solute
molecules themselves or between the solvent mol-
ecules themselves, then the components will have
little affinity for each other. The escaping tendency
of the surface molecules in such a system is increased
when compared with an ideal solution. In other words,
p1, p2 and therefore P (Eq. 3.3) are greater than
expected from Raoult’s law, and the thermodynamic
activities of the components are greater than their
mole fractions, i.e. a; > x; and a, > x,. This type of
system is said to show a positive deviation from
Raoult’s law, and the extent of the deviation increases
as the miscibility of the components decreases. For
example, a mixture of alcohol and benzene shows a
smaller deviation than the less miscible mixture of
water and diethyl ether, whilst the virtually immiscible
mixture of benzene and water exhibits a very large
positive deviation.

Conversely, if the solute and solvent molecules
have a strong mutual affinity (that sometimes may
result in the formation of a complex or compound),
then a negative deviation from Raoult’s law occurs.
Thus p;, p, and therefore P are lower than expected,
and a, < x; and a, < x,. Examples of systems that
show this type of behaviour include chloroform plus
acetone, pyridine plus acetic acid and water plus
nitric acid.
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Although most systems are nonideal and deviate
either positively or negatively from Raoult’s law, such
deviations are small when a solution is dilute. This
is because the effect that a small amount of solute
has on interactions between solvent molecules is
minimal. Thus dilute solutions tend to exhibit ideal
behaviour and the activities of their components
approximate to their mole fractions, i.e. a, approxi-
mately equals x; and a, approximately equals x,.
Conversely, large deviations may be observed when
the concentration of a solution is high.

Knowledge of the consequences of such marked
deviations is particularly important in relation to the
distillation of liquid mixtures. For example, the
complete separation of the components of a mixture
by fractional distillation may not be achievable if
large positive or negative deviations from Raoult’s
law give rise to the formation of so-called azeotropic
mixtures with minimum and maximum boiling points
respectively.

lonization of solutes

Many solutes dissociate into ions if the dielectric
constant of the solvent is high enough to cause suf-
ficient separation of the attractive forces between
the oppositely charged ions. Such solutes are termed
electrolytes and their ionization (or dissociation) has
several consequences that are often important in
pharmaceutical practice. Some of these consequences
are indicated in the following sections.

Hydrogen ion concentration and pH

The dissociation of water can be represented by
Eq. 3.5:

H,0 «s H" + OH-
(3.5)

It should be realized that this is a simplified repre-
sentation because the hydrogen and hydroxyl ions
do not exist in a free state but combine with undis-
sociated water molecules to yield more complex ions
such as H;O" and H,0,".

In pure water the concentrations of H" and OH~
ions are equal and at 25 °C both have the value of
1 x 107 mol L. The Lowry-Bronsted theory of acids
and bases defines an acid as a substance which donates
a proton (or hydrogen ion), so it follows that the
addition of an acidic solute to water will result in a
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hydrogen ion concentration that exceeds that of pure
water. Conversely, the addition of a base, which is
defined as a substance that accepts protons, will
decrease the concentration of hydrogen ions in solu-
tion. The hydrogen ion concentration range decreases
from 1 mol L™ for a strong acid to 1 x 107 mol L™
for a strong base.

To avoid the frequent use of inconvenient numbers
that arise from this very wide range, the concept of
pH has been introduced as a more convenient measure
of hydrogen ion concentration; pH is defined as the
negative logarithm of the hydrogen ion concentration

([H]) as shown by Eqg. 3.6:

pH = —log,[H']
(3.6)

so the pH of a neutral solution and the pH of pure
water are both 7. This is because, as mentioned
previously, the concentration of H* ions (and thus
OH- ions) in pure water is 1 x 107 mol L™". The pH
of acidic solutions is less than 7 and the pH of alkaline
solutions is greater than 7.

The pH has several important implications in
pharmaceutical practice. It has an effect on:

* The degree of ionization of drugs that are weak
acids or weak bases.

* The solubility of drugs that are weak acids or
weak bases.

* The ease of absorption of drugs from the
gastrointestinal tract into the blood. For
example, many drugs (about 75%) are weak
bases or their salts. These drugs dissolve more
rapidly in the low pH of the acidic stomach.
However, there will be little or no absorption of
the drug there as it will be too ionized. Drug
absorption normally will have to wait until the
drug reaches the more alkaline intestine, where
the ionization of the dissolved weak base is
reduced.

* The stability of many drugs.

* Body tissues (both extremes of pH are
injurious).

These implications have great consequence during
peroral drug delivery as the pH experienced by
the drug could range from pH 1 to pH 8 at it
passes down the gastrointestinal tract. The interre-
lationship between the degree of ionization, solubility
and pH is discussed later in this chapter. The
biopharmaceutical consequences are discussed in

Chapter 20.



Dissociation (or ionization)
constants; pK, and pK,

Many drugs are either weak acids or weak bases. In
solutions of these drugs, equilibria exist between
undissociated molecules and their ions. In a solution
of a weakly acidic drug HA, the equilibrium may be
represented by Eq. 3.7:

HA & H' + A-
(3.7)

Similarly, the protonation of a weakly basic drug B
can be represented by Eq. 3.8:

B+H* < BH*
(3.8)

In solutions of most salts of strong acids or strong
bases in water, such equilibria are shifted strongly
to one side of the equation because these compounds
are virtually completely ionized. In the case of aqueous
solutions of weaker acids and bases, the degree of
ionization is much more variable and indeed, as will
be seen, controllable.

The ionization constant (or dissociation constant)
K, of a partially ionized weakly acidic species can be
obtained by application of the law of mass action to

yield Eq. 3.9:

(3.9)

where [I*] and [I7] represent the concentrations of
the dissociated ionized species and [U] is the con-
centration of the un-ionized species.

For the case of a weak acid, this can be written
(from Eq. 3.7) as

_[H[A]
*T O [HA]
(3.10)

Taking logarithms of both sides of Eq. 3.10 yields

logyo K, = log)o[H" ]+ log o[ A™]~logio[HA]
3.11)

The signs in this equation may be reversed to give
Eq. 3.12:

~logo K, = —log o[H"]~logio[A™]+log o [HA]
(3.12)
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The symbol pK, is used to represent the negative
logarithm of the acid dissociation constant K, in an
analogous way that pH is used to represent the
negative logarithm of the hydrogen ion concentration
(as Eq. 3.6). Therefore

pK, =~logio K,
(3.13)
Eq. 3.12 may therefore be rewritten as Eq. 3.14:

pK, = pH+log;o[HA]-log;o[A7]

(3.14)
or
HA]
K, = pH+ logy, L
PA, p + 0810 [A,]
(3.15)
or even
A-
pH = pK, +log,, [[HA]]
(3.16)

Egs 3.15 and 3.16 are known as the Henderson—
Hasselbalch equations for a weak acid.

Ionization constants of both acidic and basic drugs
are usually expressed in terms of pK,. The equivalent
acid dissociation constant (K,) for the protonation
of a weak base is given (from Eq. 3.8) by Eq. 3.17.
Note the equation appears to be inverted, but it is
written in terms of K, rather than Kj, (the base dis-
sociation constant):

[H"][B]
[BH"]

K, =

(3.17)
Taking negative logarithms yields Eq. 3.18:

—logm Ka = —lOglo[H+] - loglo[B] + loglo[BH+]

(3.18)
or
[BH"]
K, =pH+1
Pi, p + Og10 [B]
(3.19)
or
B
pH = pl{a + loglo [B[I—I]J’]
(3.20)
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Egs 3.19 and 3.20 are known as the Henderson—
Hasselbalch equations for a weak base.

Link between pH, pK,, degree of
ionization and solubility of weakly acidic
or basic drugs

There is a direct link for most polar ionic compounds
between the degree of ionization and aqueous solubil-
ity. As shown earlier, in turn, the degree of ionization
is controlled by the pK, of the molecule and the pH
of its surrounding environment. This interrelationship
is shown diagrammatically in Fig. 3.1.

Taking the weak acid line first, we can see that at
high pH the drug is fully ionized and at its maximum
solubility. Under low pH conditions the opposite is
true. The shape of the curve is defined by the
Henderson-Hasselbalch equation for weak acids (Eq.
3.15), which shows the link between pH, pK, and
degree of ionization for a weakly acidic drug. It can
also be seen from Fig. 3.1 that when the pH is equal
to the pK, of the drug, the drug is 50% ionized. This
is also predicted from the Henderson-Hasselbalch
equation.

Eq. 3.16 shows that when [A7] = [HA], log ([A7]/
[HA]) will equal log 1 (i.e. zero) and thus pH = pK..
Put another way, when the pH of the surrounding
solution equals the pK,, then the concentration of
the ionized species [A7] will equal the concentration
of the un-ionized species [HA], i.e. the drug is 50%
ionized. The Henderson—Hasselbalch equations also
show that a drug is almost completely ionized or
non-ionized (as appropriate) when it is 2 pH units
away from its pK,.

Weak base Weak acid =
100 === e — 100
(ionized) ~~ (ionized) =
N 5]
3 \\ @
N \ £
c \ =}
o \ £
8 50 50 &
ol \\ IS
C “—
& N i)
\\ CIC.)
(un-ionized) (un-ionized) §
\ \
pK,—2 pK, pK,+2
pH

Fig. 3.1 e Change in degree of ionization and relative
solubility of weakly acidic and weakly basic drugs as a
function of pH.
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Examination of the equivalent line for a weak base
will indicate that it is probably not a coincidence
that most drugs for peroral delivery are weak bases.
A weak base will be ionized and at its most soluble
in the acidic stomach and non-ionized and therefore
more easily absorbed in the more alkaline small
intestine. The choice of the pK, for a drug is thus
of paramount importance in peroral drug delivery.

Use of the Henderson-Hasselbalch
equations to calculate the degree
of ionization of weakly acidic or
basic drugs

Various analytical techniques, e.g. spectrophotometric
and potentiometric methods, may be used to deter-
mine ionization constants, but the temperature at
which the determination is performed should be
specified because the values of the constants vary
with temperature.

The degree of ionization of a drug in a solution
can be calculated from rearranged Henderson—
Hasselbalch equations for weak acids (Eq. 3.15) and
weak bases (Eq. 3.19) if the pK, of the drug and the
pH of the solution are known. The resulting equations
for weak acids and weak bases are Eqs 3.21 and 3.22
respectively:

HA
logyo [ ] =pK, -pH

[A7]
(3.21)
[BH] .
logyo [B] =pK, -pH
(3.22)

Such calculations are particularly useful in determining
the degree of ionization of drugs in various parts of
the gastrointestinal tract and in the plasma. The
examples shown in Box 3.1 are therefore related to
this type of situation.

Buffer solutions and buffer capacity

Buffer solutions will maintain a constant pH even
when small amounts of acid or alkali are added to
the solution. Buffers usually contain mixtures of a
weak acid and one of its salts, although mixtures of
a weak base and one of its salts may also be used.
The action of a buffer solution can be appreciated
by considering, as an example, a simple system such



| Boxa.1

Worked examples

1. The pK, of aspirin (acetylsalicylic acid), which is a
weak acid, is about 3.5. If the pH of the gastric
contents is 2.0, then from Eq. 3.21,

[HA]
[A7]

l0g4o =pK,-pH=35-2.0=1.5

so the ratio of the concentration of un-ionized
acetylsalicylic acid to acetylsalicylate anion is
given by

[HA]:[A"]=antilog1.56=31.6:1
2. The pH of plasma is 7.4, so the ratio of un-ionized

to ionized acetylsalicylic acid in this medium is
given by
10940 M =pK,-pH=3.5-7.4=-3.9
[A7]
and

[HA]:[A"]=antilog(~3.9)=1.26 x 10 : 1

3. The pK, of the weakly acidic drug sulfapyridine is
about 8.0, and if the pH of the intestinal contents
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is 5.0, then the ratio of un-ionized to ionized drug
is given by

[HA]
logyy — =pK,—-pH=8.0-5.0=3.0
J1o [A] p: p
and
[HA]:[A"]=antilog3.0 =10°: 1

4. The pK, of the basic drug amidopyrine is 5.0. In
the stomach, the ratio of ionized to un-ionized drug
is calculated from Eq. 3.22 as follows:

[BH']
[B]

log =pK,-pH=5.0-2.0=3.0

and
[BH]:[B] = antilog3.0=10°%: 1

whilst in the intestine, the ratio is given by

[BH']
log———=pK,-pH=5.0-5.0=0
[B]
and

[BH*]:[B] = antilog0 =1:1

as a solution of acetic acid and sodium acetate in
water. The acetic acid, being a weak acid, will be
confined virtually to its undissociated form because
its ionization will be suppressed by the presence of
common acetate ions produced by complete dissocia-
tion of the sodium salt. The pH of this solution can
be described by Eq. 3.23:

A7]

H=pK, +lo 1A

p P g [HA]

(3.23)

This is Eq. 3.16 in which [A7] is the concentration
of acetate ions and [HA] is the concentration of
acetic acid in the buffer solution.

It can be seen from Eq. 3.23 that the pH will
remain constant as long as the logarithm of the ratio
of the acetate concentration to acetic acid concentra-
tion does not change. When a small amount of an
acid is added to the solution, it will convert some
of the salt into acetic acid, but when the con-
centrations of both acetate ion and acetic acid are
reasonably large, then the effect of the change will
be negligible and the pH will remain constant. Simi-
larly, the addition of a small amount of base will
convert some of the acetic acid into its salt but the
pH will be virtually unaltered if the overall changes

in the concentrations of the two species are relatively
small.

If large amounts of acid or base are added to a
buffer, then changes in the ratio of ionized to un-
ionized species become appreciable and the pH will
then alter. The ability of a buffer to withstand the
effects of acids and bases is an important property
from a practical point of view. This ability is expressed
in terms of buffer capaciry (). It can be defined as
being equal to the amount of strong acid or strong
base, expressed as moles of H" or OH™ ion, required
to change the pH of 1 L of the buffer by 1 pH unit.
From the previous remarks, it should be clear that
buffer capacity increases as the concentrations of
the buffer components increase. In addition, buffer
capacity is also affected by the ratio of the concentra-
tions of weak acid and its salt, maximum capacity
(Brax) being obtained when the ratio of acid to salt
is 1:1, i.e. the pH equals the pK, of the acid (as was
shown in Eq. 3.16).

The components of various buffer systems and
the concentrations required to produce different pHs
are listed in several reference books, such as the
pharmacopoeias. When one is selecting a suitable
buffer, the pK, of the acid should be close to the
required pH and the compatibility of its components
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with other ingredients in the system should be
considered. The toxicity of buffer components must
also be taken into account if the solution is to be
used for medicinal purposes.

Colligative properties

When a nonvolatile solute is dissolved in a solvent,
certain properties of the resulting solution are largely
independent of the nature of the solute and are
determined by the concentration of solute particles.
These properties are known as colligative properties.
In the case of a nonelectrolyte, the solute particles
will be molecules, but if the solute is an electrolyte,
then its degree of dissociation will determine whether
the particles will be ions only or a mixture of ions
and undissociated molecules.

The most important colligative property from a
pharmaceutical aspect is osmotic pressure. However,
since all colligative properties are related to each
other by virtue of their common dependency on
the concentration of the solute molecules, other
colligative properties (which include lowering of the
vapour pressure of the solvent, elevation of its boiling
point and depression of its freezing point) are of
pharmaceutical interest. Observations of these other
properties offer alternatives to osmotic pressure
measurements as methods of comparing the colligative
properties of different solutions.

Osmotic pressure

The osmotic pressure of a solution is the external
pressure that must be applied to the solution in order
to prevent it being diluted by the entry of solvent
via a process known as osmosis. This is the spontaneous
diffusion of solvent from a solution of low solute
concentration (or a pure solvent) into a more con-
centrated one through a semipermeable membrane.
Such a membrane separates the two solutions and
is permeable only to solvent molecules (i.e. not solute
ones).

Since the process occurs spontaneously at constant
temperature and pressure, the laws of thermodynam-
ics indicate that it will be accompanied by a decrease
in the free energy (G) of the system. This free energy
may be regarded as the energy available for the
performance of useful work. When an equilibrium
position is attained, then there is no remaining dif-
ference between the energies of the states that are
in equilibrium. The rate of increase in free energy
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of a solution caused by an increase in the number of
moles of one component is termed the partial molar
free energy (G ) or chemical potential (1) of that
component. For example, the chemical potential of
the solvent in a binary solution is given by Eq. 3.24:

oG —
() Gon
T,P,m

anz
(3.24)

The subscripts outside the bracket on the left-hand
side indicate that the temperature, pressure and
amount of component 1 (the solute in this case)
remain constant.

Since (by definition) only solvent molecules can
pass through a semipermeable membrane, the driving
force for osmosis arises from the inequality of the
chemical potentials of the solvent on opposing sides
of the membrane. Thus the direction of osmotic flow
is from the dilute solution (or pure solvent), where
the chemical potential of the solvent is highest because
of the higher concentration of solvent molecules,
into the concentrated solution, where the concentra-
tion and consequently the chemical potential of the
solvent are reduced by the presence of more solute.
The chemical potential of the solvent in the more
concentrated solution can be increased by forcing its
molecules closer together under the influence of an
externally applied pressure. Osmosis can be prevented
by such means, hence the term osmotic pressure.

The relationship between osmotic pressure (7)
and concentration of a nonelectrolyte is defined for
dilute solutions, which may be assumed to exhibit
ideal behaviour, by the van’t Hoff equation (Eq. 3.25):

nV =n,RT
(3.25)

where V is the volume of the solution, n, is the
number of moles of solute, T is the absolute tem-
perature and R is the gas constant. This equation,
which is similar to the ideal gas equation, was derived
empirically but it corresponds to a theoretically
derived equation if approximations based on low
solute concentrations are taken into account.

If the solute is an electrolyte, Eq. 3.25 must be
modified to allow for the effect of ionic dissociation,
because this will increase the number of particles in
the solution. This modification is achieved by insertion
of the van’t Hoff correction factor (i) to give

7'L'V = “’lzRT
(3.26)



where

. observed colligative property

1=
colligative property expected
if dissociation did not occur

Osmolality and osmolarity

The amount of osmotically active particles in a solu-
tion is sometimes expressed in terms of osmoles or
milliosmoles. These osmotically active particles may
be either molecules or ions. Osmole values depend
on the number of particles dissolved in a solution,
regardless of charge. For substances that maintain
their molecular structure when they dissolve (e.g.
glucose), osmolarity and molarity are essentially the
same. For substances that dissociate when they dis-
solve, the osmolarity is the number of free particles
times the molarity. Thus a 1 molar solution of pure
NaCl would be 2 osmolar (1 osmolar for Na* and 1
osmolar for CI).

The concentration of a solution may therefore be
expressed in terms of its osmolarity or its osmolality.
Osmolarity is the number of osmoles per litre of
solution and osmolality is the number of osmoles per
kilogram of solvent.

Isoosmotic solutions

If two solutions are separated by a perfect semiperme-
able membrane, i.e. a membrane which is permeable
only to solvent molecules, and no net movement of
solvent occurs across the membrane, then the solu-
tions are said to be isoosmotic and have equal osmotic
pressures.

Isotonic solutions

Biological membranes do not always function as
perfect semipermeable membranes and some solute
molecules in addition to water are able to pass through
them. If two isoosmotic solutions remain in osmotic
equilibrium when separated by a biological membrane,
they may be described as being isotonic with respect
to that particular membrane.

Adjustment of isotonicity is particularly important
for formulations intended for parenteral routes of
administration (this is discussed in Chapter 36).
Excessively hypotonic or hypertonic solutions can
cause biological damage.
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Diffusion in solution

The components of a solution, by definition, form
a homogeneous single phase. This homogeneity
arises from the process of diffusion, which occurs
spontaneously and is consequently accompanied by a
decrease in the free energy (G) of the system. Diffu-
sion may be defined as the spontaneous transference
of a component from a region in the system which
has a high chemical potential into a region where its
chemical potential is lower. Although such a gradient
in chemical potential provides the driving force for
diffusion, the laws that describe this phenomenon
are usually expressed, more conveniently, in terms
of concentration gradients. An example is Fick’s first
law of diffusion, which is discussed in Chapter 2.

The most common explanation of the mechanism
of diffusion in solution is based on the lattice theory
of the structure of liquids. Lattice theories postulate
that liquids have crystalline or quasicrystalline struc-
tures. The concept of a crystal type of lattice is only
intended to provide a convenient starting point and
should not be interpreted as a suggestion that liquids
possess rigid structures. The theories also postulate
that a reasonable proportion of the volume occupied
by the liquid is, at any moment, empty, i.e. there
are ‘holes’ in the liquid lattice network (discussed
in Chapter 2 in the context of dissolution), which
constitute the so-called free volume of the liquid.

Diffusion can therefore be regarded as the process
by which solute molecules move from hole to hole
within a liquid lattice. In order to achieve such
movement, a solute molecule must acquire sufficient
kinetic energy at the right time so that it can break
away from any bonds that tend to anchor it in one
hole and then jump into an adjacent hole. If the
average distance of each jump is § (cm) and the
frequency with which the jumps occur is ¢ (s7'),
then the diffusion coefficient (D) is given by

(3.27)

The diffusion coefficient is assumed to have a constant
value for a particular system at a given temperature.
This assumption is only strictly true at infinite dilution,
and the value of D may therefore exhibit some
concentration dependency. In a given solvent, the
value of D decreases as the size of the diffusing solute
molecule increases. In water, for example, D is of
the order of 2 x 107 cm? s™" for solutes with molecular
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weights of approximately 50 Da and it decreases to
about 1 x 10 cm? s™! for molecular weight of a few
thousand Da.

The value of 6 for any given solute is reasonably
constant. Differences in the diffusion coefficient
of a substance in solution in various solvents arise
mainly from changes in jump frequency (¢), which
is determined, in turn, by the free volume or looseness
of packing in the solvent.

When the size of the solute molecules is not
appreciably larger than that of the solvent molecules,
then it has been shown that the diffusion coefficient
of the former is related to its molecular weight (M)
by the relationship:

DM"? = constant
(3.28)

When the solute is much greater in size than the
solvent, diffusion arises largely from transport of
solvent molecules in the opposite direction, and the
relationship becomes

DM"? = constant
(3.29)

This latter equation forms the basis of the Stokes—
Einstein equation (Eq. 3.30) for the diffusion of
spherical particles that are larger than surrounding
liquid molecules. Since the mass (m) of a spherical
particle is proportional to the cube of its radius (7),
i.e. r o« m'3, it follows from Eq. 3.29 that Dm'” and
consequently D and 7 are constants for such a system.
The Stokes-Einstein equation is usually written in
the form
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where k is the Boltzmann constant, T is the absolute
temperature and 7 is the viscosity of the liquid.
The appearance of a viscosity term in this type of
equation is not unexpected because the reciprocal
of viscosity, which is known as the fluidity of a
liquid, is proportional to the free volume in a liquid.
Thus the jump frequency (¢) and diffusion coef-
ficient (D) will increase as the viscosity of a liquid
decreases or as the number of ‘holes’ in its structure
increases.

The experimental determination of diffusion
coefficients of solutes in liquid solvents is not easy
because the effects of other factors that may influence
the movement of solute in the system, e.g. tempera-
ture and density gradients, mechanical agitation and
vibration, must be eliminated.

Summary

This chapter has outlined the key fundamental issues
relating to the properties of solutions. The issues
discussed are of relevance both to dosage forms, which
themselves comprise solutions, and to the fate of
the drug molecule once it is in solution following
administration.
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KEY POINTS

® Solids and liquids have surfaces that define the
outer limits. The contact between any two
materials is an interface, which can be between
two solids, two liquids, a solid and a liquid, a
solid and a vapour, or a liquid and a vapour.

® |nevitably for materials to react and interact,
interfacial contact must be made.

® The study of surfaces and their interfacial
interactions is therefore important as it defines
(at least the onset of) all interactions and
reactions.

® The surfaces of liquids (liquid—vapour interfaces)
are studied by use of surface tension
measurements, and the magnitude of the
surface tension is related to the strength of
bonding pulling molecules at the surface
towards the bulk. Hydrogen bonding (as in
water) is stronger than van der Waals forces, so
water has a higher surface tension than an
alkane.

® The surfaces of solids can be studied by use of
contact angle measurements, which define the
extent to which a liquid wets the solid. If there is
no wetting, then there is no interaction and a
solid could not, for example, dissolve in the
liquid. To aid drug dissolution in the
gastrointestinal tract, good wetting is desirable.

® Adsorption is defined as a higher concentration
at the surface than in the bulk, and can be
related to solid-liquid and solid—vapour systems
through adsorption isotherms. Amongst other
uses, adsorption can be used to measure the
surface area of a powder.

® Absorption is the movement of one phase into
another. Water often absorbs into amorphous
solids, but adsorbs onto crystalline solids.

Introduction

A surface is the outer boundary of a material. In
reality, each surface is the boundary between two
phases: an interface, which can be solid/liquid (SL),
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solid/vapour (SV) or liquid/vapour (LV); or a bound-
ary between two immiscible phases of the same state,
i.e. liquid/liquid or solid/solid interfaces. There cannot
be vapour/vapour interfaces, as two vapours would
mix, rather than form an interface.

Pharmaceutically we often think of materials in
terms of their bulk properties, such as solubility,
particle size, density and melting point. However,
surface material properties often bear little relation-
ship to bulk properties; for example, materials can
be readily wetted by a liquid but not dissolve in it,
i.e. they could have water-loving surfaces but not be
soluble (an example of this is glass). As contact
between materials occurs at interfaces, knowledge
of surface properties is necessary if interactions
between two materials are to be understood (or
predicted). Every process, reaction, interaction,
whatever it may be, either starts or fails to start due
to the extent of interfacial contact.

Surface tension

If we compare the forces acting on a molecule in the
bulk of a liquid with those acting on a molecule at
the interface (Fig. 4.1), in the bulk the molecules are
surrounded on all sides by other liquid molecules and
will consequently have no net force acting on them
(all attractive forces generally being balanced). At the
surface, however, each liquid molecule is surrounded
by other liquid molecules to the sides and below
(essentially in a hemisphere below the molecule),
whilst above the molecule the interactions will be with

Fig. 4.1  The balance of forces on molecules at the
surface and in the bulk of a liquid. Molecules (depicted
here as large circles) in the bulk of a liquid have
neighbours on all sides and a net balance of forces.
Molecules at the surface have neighbours to each side,
but no balance for the attraction of molecules from
below, giving a net inward force into the body of the
liquid — this is the basis of surface tension.
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gas molecules from the vapour; these will be much
weaker than those between the liquid molecules. As
the molecule at the liquid surface has balanced forces
pulling sideways, the imbalance is a net inward attrac-
tion in a line perpendicular to the interface. Because
of the net inward force exerted on liquids, the liquid
surface will tend to contract, and to form a sphere
(the geometry with minimum surface area to volume
ratio). The contracted liquid surface is said to exist
in a state of tension — known as surface tension. The
value of surface tension for a liquid will be related to
the strength of the pull between the liquid molecules.
The interfacial interactions are a consequence of
long-range forces which are electrical in nature and
consist of three types: dipole, induced dipole and
dispersion forces.

Dipole forces are due to an imbalance of charge
across the structure of a molecule. This situation is
quite common; most drugs are ionizable, and have
such an asymmetric charge distribution, as do many
macromolecules and proteins. Such materials are said
to have permanent dipoles, and interactive forces
are due to attraction between the negative pole of
one molecule when it is in reasonably close contact
with the positive pole of another. Hydrogen-bonding
interactions are a specific sort of this type of bonding,
occurring because hydrogen consists of only one
proton and one electron, making it very strongly
electronegative. When hydrogen bonds, its electron
is ‘lost’, leaving an ‘exposed’ proton (i.e. one without
any surrounding electrons). This unique situation
causes a strong attraction between the proton and
an electronegative region from another atom. The
strength of the hydrogen bond results in drastically
different properties of interaction, exemplified by
the fact that water has such a high surface tension,
melting point and boiling point (in comparison with
non-hydrogen-bonded materials).

A bond between carbon and oxygen would be
expected to be dipolar; however, if the molecule of
carbon dioxide is considered (O=C=0), it can be
seen that the molecule is in fact totally symmetrical,
the dipole on each end of the linear molecule
being in perfect balance with that on the other
end. Even though these molecules do not carry a
permanent dipole, if they are placed in the presence
of a polarized material, a dipole will be induced on
the (normally symmetrical) molecule, such that
interaction can occur (dipole-induced dipole, or
Debye, interactions).

London van der Waals forces are termed dispersion
forces. These are interactions between molecules



which do not have a charge imbalance, and which do
not have the ability to have an induced dipole either.
Essentially these are interactions between nonpolar
materials. These dispersion forces occur between all
materials, and thus even though the interaction forces
are weak, they make a very significant contribution
to the overall interaction between two molecules.
Dispersion forces can be understood in a simplistic
fashion by considering the fact that the electrons
which spin around two neighbouring nonpolarized
atoms will inevitably not remain equally spaced. This
will result in local imbalances in charge that lead to
transient induced dipoles. These induced dipoles, and
the forces which result from them, will be constantly
changing, and obviously the magnitude of these
interactions is small compared with the permanent
and induced dipole situations described previously.
Dispersion forces are long range, of the order of
10 nm, which is significantly longer than a bond
length.

Measurement of surface tension

The surface tension of a liquid is the combined
strength of the polar and dispersion forces that are
pulling on the molecules in the surface of the liquid.
There are a number of methods by which surface
tension can be measured, including the rise of a liquid
in a capillary, but more usually the force experienced
by the surface is measured using a microbalance. To
do this, an object in the form of either a thin plate
(Wilhelmy plate) or a ring (Du Nouy ring) is intro-
duced to the surface and then pulled free, with the
force at detachment being measured. For the Wilhelmy
plate method, a plate (usually very clean glass or
platinum) is positioned edge on in the surface whilst
suspended from a microbalance arm; the force is
then measured as the plate is pulled out of the liquid.
The surface tension is obtained by dividing the
measured force at the point of detachment by the
perimeter of the plate.

Water is the liquid with the highest value for its
surface tension of all commonly used liquids in the
pharmaceutical field (although metals have much
higher surface tensions than water, e.g. mercury with
a surface tension of 380 mN m™). Water is also of
great pharmaceutical interest, being the vehicle used
for the large majority of liquid formulations, and
being the essential component of all biological fluids.
At the standard reporting temperature, the surface
tension of water is 72.6 mN m™.
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Fig. 4.2 ¢ The surface tension of mixtures of methanol
and water (circles) and sodium chloride and water
(crosses). Based on data from Weast, 1988.

The addition of small quantities of impurities will
alter the surface tension. In general, organic impurities
are found to lower the surface tension of water sig-
nificantly. Take, for example, the addition of methanol
to water. The surface tension of methanol is
22.7 mN m™!, but the surface tension of a 7.5% solution
of methanol in water is 60.9 mN m™ (Fig. 4.2). On
the basis of a linear reduction in surface tension in
proportion to the concentration of methanol added,
the surface tension of this mixture would be expected
to be about 68.9 mN m™'; thus the initial reduction
in surface tension on addition of an organic impurity
is dramatic, and cannot be explained by the weighted
mean of the surface tensions of the two liquids.
Methanol has been used as the example here, as it is
one of the more polar organic liquids, containing just
one carbon, attached to a polar hydroxyl group.
However, it is its hydrophobicity that causes the
significant reduction in surface tension. The reason
for the large effect on surface tension is that the water
molecules have greater attraction to each other than
to methanol; consequently the methanol is concen-
trated at the water—air interface, rather than in the
bulk of the water. The methanol here is said to be
surface active (surface-active agents are discussed
elsewhere in this book; in particular in Chapters 4, 5
and 27). Water obtained directly from a tap can have
a surface tension greater than 72.6 mN m™', because
of the presence of ionic impurities, such as sodium
chloride, which are concentrated preferentially in the
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bulk of water rather than at the surface. Inorganic
additives also strengthen the bonding within water,
so the surface tension is increased in their presence.

Solid wettability

The vast majority of pharmaceutically active com-
pounds exist in the solid state at standard temperatures
and pressures. Inevitably, the solid drug will come
into contact with a liquid phase, either during process-
ing, and/or in the formulation, and also ultimately
during use in the body. Consequently, the solid/liquid
interface is of great importance. Here the term
wettability is used to assess the extent to which a
solid will come into contact with a liquid. Obviously
a material which is potentially soluble but which is
not wetted by the liquid (i.e. the liquid does not
spread over the solid) will have limited contact with
the liquid and this will certainly reduce the rate at,
and potentially the extent to, which the solid will
dissolve. When formulating an active pharmaceutical
ingredient, it is important that the powder ultimately
becomes wetted by body fluids so that it will
dissolve.

As with liquid surfaces, there is a net imbalance
of forces in the surface of a solid, and so solids will
have a surface energy. The surface energy of a solid
is a reflection of the ease of making new surface, and
in simple terms can be considered to be the same as
surface tension for a liquid. With liquids, the surface
molecules are free to move, and consequently surface
levelling is seen, resulting in a consistent surface
tension/energy over the entire surface. However, with
solids the surface molecules are held much more
rigidly, and are consequently less able to move. The
shape of solids is dependent upon previous history
(perhaps crystallization or milling techniques). These
processes may yield rough surfaces with different
regions of the same solid’s surface having different
surface energies. Certainly different crystal faces and
edges can all be expected to have a different surface
nature due to the local orientation of the molecules
presenting different functional groups at the surface
of different faces of the crystal — some more and
some less polar, and therefore some regions more
water loving and other regions less so.

Contact angle

The properties of solids raise many problems with
respect to surface energy determination, not least
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Fig. 4.3 A contact angle — the angle (6) between the
tangent to the drop (drawn at the point where liquid,
solid and vapour all coexist), measured through the
liquid to the solid surface. The angle is a consequence
of the interfacial energies of ¥y (the surface tension of
the liquid) and the interfacial tension between the solid
and vapour (ysy), and the solid and liquid (ys).

the fact that it is not possible to measure directly
the forces exerted on the surface. The methods that
are used for liquid surface tension measurement, such
as immersing a Wilhelmy plate and measuring the
force as it is pulled from the liquid, cannot be used
as the plate cannot gain access to the solid. This
means that surface properties of solids must be
derived from techniques such as contact angle
measurement. The tendency for a liquid to spread
is estimated from the magnitude of the contact angle
(6), which is defined as the angle formed between
the tangent drawn to the liquid drop at the three-
phase interface and the solid surface, measured
through the liquid (Fig. 4.3). The contact angle is a
consequence of a balance of the three interfacial
forces; ¥y acting to aid spreading; %; acting to prevent
spreading and %y, which acts along the tangent to
the drop. The interfacial forces are related to the
contact angle by Young’s equation:

Yiv €osO =Ysy — ¥sL
(4.1)

A low value for the contact angle indicates good
wettability, with total spreading being described by
an angle of 0°. Conversely, a high contact angle
indicates poor wettability, with an extreme being
total nonwetting with a contact angle of 180°. The
contact angle provides a numerical assessment of the
tendency of a liquid to spread over a solid, and as
such is a measure of wettability.

If a contact angle were measured on an ideal
(perfectly smooth, homogeneous and flat) surface
with a pure liquid, then there would be only one
value for the contact angle. In reality there are many



contact angles that can be formed on a solid surface.
The simplest analogy is water on glass. The contact
angle of pure water on clean glass is zero, which
provides the basis of surface tension experiments (as
a finite contact angle would prevent such measure-
ments). However, whenever raindrops are seen to
form on a glass window, they do not spread, but
rather form drops. The reason for this is that the
window will not be clean and the liquid not pure. If
raindrops fall onto a plate of glass which is horizontal,
each drop will have the same contact angle all around
its circumference. This value is termed the equilibrium
contact angle (6:). If the glass plate is displaced from
the horizontal, the drops will run down the surface,
forming a tear shape. The leading edge of this drop
will always have a larger contact angle than the trailing
edge. The angle formed at the leading edge is termed
the advancing contact angle (6,) and the other angle
is termed the receding contact angle (6g). The dif-
ference between 6, and 6 defines the contact angle
hysteresis. There are two possible reasons for contact
angle hysteresis: surface roughness and contamination
or variability of the composition of the surface, i.e.
surface heterogeneity.

There are many different methods by which it is
possible to measure a contact angle formed by a
liquid on a solid. The vast majority of studies deal
with smooth flat surfaces, such as polymer films,
onto which it is comparatively simple to position a
drop of liquid. The approaches for determination of
the angle for such systems include direct measurement
of the angle on a video image.

The Wilhelmy plate apparatus was described earlier
as a method by which it is possible to measure surface
tension. To do so it is necessary for the liquid to have
zero contact angle on the plate. Conversely, it is
possible to assess the contact angle (6) between the
solid plate and the liquid if the surface tension of
the liquid (y1y) is known. The force detected by the
balance (F) is

F = pyLy cos@
(4.2)

where p is the perimeter of the plate, and from this
the value of the contact angle can be determined.
As mentioned already, certain polymeric systems
are readily formed into smooth flat plates for contact
angle studies; however, most pharmaceutical materials
exist as powders, for which such a physical state is
not readily achievable. A full understanding of powder
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surface energetics, and an ability to alter and control
powder surface properties, would be a major advantage
to the pharmaceutical scientist.

A drug crystal will consist of a number of different
faces which may each consist of different proportions
of the functional groups of the drug molecule; thus
a contact angle for a powder will in fact be, at best,
an average of the contact angles of the different faces,
with contributions from crystal edges and defects.
Also, impurities in the crystallizing solvent can cause
an adjustment of habit, and crystals of the same drug
can exist in different polymorphic forms; such changes
in molecular packing will potentially alter the surface
properties. A final complication is that despite the
fact that most pharmaceutical powders have a very
high degree of crystallinity (and are called crystals),
in reality sometimes they will have a small degree
of amorphous content which is likely to be present
at the surface. Thus drug powders have heterogeneous
surfaces of different shapes and sizes, which can
readily change their surface properties. It is clear
that all contact angle data for powders and the
appropriate choice of methodology must be viewed
in full knowledge of the inherent difficulties of the
solid sample.

The most cited method of obtaining a contact
angle for powders is to prepare a compact in order
to produce a smooth surface, and then to place a
drop on the surface in order to measure the contact
angle that is formed. The first major problem with
compacted samples is that the very process of compac-
tion will potentially change the surface energy of the
sample. Compacts form by processes of brittle
fracture and plastic deformation; thus new surfaces
will be formed during compaction, which can mask
subtle differences in the original surface nature. In
fact the formation of a compact is the conversion of
the material from being individual particles into a
single bonded mass (no longer individual particles),
so a measurement of a contact angle on a compact
gives information about the material generally, but
cannot be expected to give information about the
unique aspects of a type of particle of that material,
as the compaction will have altered the material. The
alternative is to not compact the powder; for example,
sticking fine powder on a piece of doubled-sided
adhesive tape. This presents a rough surface which
gives rise to hysteresis and potentially also has a
contribution from the surface property of the adhe-
sive. There is no solution to these sample preparation
difficulties, so a compromise has to be made in order
to proceed with measurements.
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Alternatives to placing a drop on the surface of a
material exist for powder contact angle measurement,
including making the powder into a plate and adapting
the Wilhelmy plate method, and also measuring the
rate at which liquid penetrates into a packed bed
of the powder. These methods and their limitations
have been reviewed elsewhere (Buckton, 1995).
The different methods by which the contact angle
is measured for powders gives rise to different results,
so comparison of data should take this into account.

An alternative to contact angle measurement is
to use inverse gas chromatography (IGC). Further
discussion of IGC is presented later in this chapter.

Adsorption at interfaces

Adsorption is the presence of a greater concentration
of a material at the surface than in the bulk. The
material which is adsorbed is called the adsorbate,
and that which does the adsorbing is the adsorbent.
Adsorption can be due to physical bonding between
the adsorbent and the adsorbate (physisorption) or
chemical bonding (chemisorption). The differences
between physisorption and chemisorption are that
physisorption is by weak bonds (such as hydrogen
bonding, with energies up to 40 kJ mol™), whilst
chemisorption is due to strong bonding (> 80 kJ mol™);
physisorption is reversible, whilst chemisorption
seldom is; physisorption may progress beyond a single-
layer coverage of molecules on the surface (monolayer
formation to multilayer formation), whilst chemisorp-
tion can only proceed to monolayer coverage.

Solid-liquid interfaces

The usual pharmaceutical situation is to have a liquid
(solvent), particles of a solid dispersed in that liquid
and another component dissolved in the liquid (solute).
This forms the basis of stabilizing suspension formula-
tions, where there may be water with suspended
active pharmaceutical ingredient and in order to help
stabilize the suspension (keep the solid particles from
joining together) there may be a surface-active agent
dissolved in the water. The surface-active agent
will adsorb on the surface of the powder particles
and help to keep them separated from each other
(steric stabilization). It is also possible to use this
surface interaction in the treatment of drug overdose,
where charcoal of high surface area can be administered
and the excess drug in the patient’s gastrointestinal
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tract can be adsorbed from solution onto the surface
of the charcoal, which is then cleared from the patient.
Kaolin is administered as a therapy to adsorb toxins
in the stomach and so reduce gastrointestinal
tract disturbances. A further example is analysis by
high-performance liquid chromatography (HPLC)
— where molecules in solution are adsorbed onto a
column to achieve separation. As a final example,
the loss of active pharmaceutical ingredient, or
preservative, from a solution product to a container
can be a damaging effect of adsorption from solution
to a solid.

The quantity of solute which adsorbs will be related
to its concentration in the liquid. The adsorption will
proceed until equilibrium is reached between the
solute that has been adsorbed at the interface and
solute in the bulk.

Many factors will affect adsorption from solution
onto a solid; these include temperature, concentration
and the nature of the solute, solvent and solid. The
effect of temperature is almost always that an increase
in temperature will result in a decrease in adsorption.
This can be viewed as a consequence of giving the
solute molecules more energy, and thus allowing them
to escape the forces of adsorption, or simply viewed
as the fact that adsorption is almost always exother-
mic, and thus an increase in temperature will cause
a decrease in adsorption.

The pH is important as many materials are ioniz-
able, and the tendency to interact will vary greatly
if they exist as polar ions, rather than a nonpolar
un-ionized material. In most pharmaceutical examples
(chromatographic separation being an obvious excep-
tion), adsorption will be from aqueous fluids, and
for these, adsorption will tend to be greatest when
the solute is in its un-ionized form, i.e. at low pH
for weak acids, at high pH for weak bases, and at
the isoelectric points for amphoteric compounds
(those which exhibit acid and basic regions), although
at other pH values the solubility in water will be
higher (due to greater ionization favouring the interac-
tion with water) and there will still be some un-ionized
molecules present, which will usually adsorb on
surfaces in preference to maintaining a disfavoured
interaction with water.

The effect of solute solubility will influence adsorp-
tion as the greater the affinity of the solute for the
liquid, the lower the tendency to adsorb to a solid.
Thus adsorption from solution is approximately
inversely related to solubility.

The nature of the solid (the adsorbent) will be
very important, both in terms of its chemical



composition and its physical form. The physical form
is the easiest to deal with, as it relates largely to
available surface area. Materials such as carbon black
(a very finely divided form of carbon) have extremely
large surface areas, and as such are excellent adsor-
bents, both from solution (e.g. as an antidote as
mentioned earlier) and from the vapour state, where
it has been used for gas masks. The chemical nature
of the adsorbent solid is important, as it can be a
nonpolar hydrophobic surface, or a polar (charged)
surface. Obviously, adsorption to a nonpolar surface
will be predominantly by dispersion force interactions,
whilst charged materials can also interact by ionic or
hydrogen-bonding processes.

Solid—vapour interfaces

When considering the solid—vapour interface, it is
necessary to understand the processes of adsorption
and absorption. Adsorption has already been defined
as the presence of greater concentrations of a material
at the surface than is present in the bulk. Pharma-
ceutically, absorption is usually considered as the
passage of a molecule across a barrier membrane,
and is the essential requirement for enteral drug
delivery routes to the systemic circulation. However,
absorption should be considered as the movement
into something; for example, a gas or vapour can
pass into the structure of an amorphous material,
such that the uptake onto/into the solid is the sum
of adsorption (to the surface) and absorption (into
the bulk). If the uptake is thought to consist of both
adsorption and absorption processes, it is often
referred to by the general term sorption.

There are many processes at the solid—vapour
interface which are of pharmaceutical interest, but
two of the most important are water vapour-solid
interactions, and surface area determination using
nitrogen (or similar inert gas)-solid interactions.

Solid-vapour adsorption
isotherms

As with adsorption at the solid-liquid interface,
the process can be due to chemisorption or physisorp-
tion. Most usually we will be concerned with
physisorption.

Adsorption isotherms for adsorption of vapours
onto solids are representations of experimental data,
usually plotted as the amount adsorbed as a function
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of the pressure of the gas, at a constant temperature.
For such a plot, the pressure of the gas can be varied
from zero to the saturated vapour pressure of the
gas at that temperature (P,), and in each case the
amount adsorbed can be determined (often by
monitoring of the change of weight of the sample).
The concept of named adsorption isotherms (e.g.
the Langmuir isotherm) is simply one of observing
whether the experimental data fit to one of the
existing mathematical models. If the data can be
fitted, then there are several advantages: firstly, it
becomes possible to define the adsorption process
numerically, and thus exact comparisons can be made
with similar data for other materials; secondly, the
models provide clues as to the nature of the adsorption
process that has occurred (e.g. indicating whether
the process is monolayer or multilayer).

Langmuir (type I) isotherm

The Langmuir isotherm (one which fits the equation
developed by Langmuir) is shown schematically
in Fig. 4.4. It has a characteristic shape of fairly
rapid adsorption at low pressures of gas/vapour,
and reaches a plateau well below P,, after which
any further increases in pressure do not cause an
increase in adsorption. This is the idealized model
for monolayer adsorption, in that initially the surface
is ‘clean’ and consists entirely of adsorption sites.
Thus a small amount of vapour allows rapid and

Weight change %
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Fig. 4.4 » A Langmuir isotherm. Weight increases as
the partial pressure of the vapour (P/P,) is increased
until a monolayer of molecules has formed on the
surface of the solid, after which there is no further
weight change as P/P, is increased further. The mass
uptake (no scale shown) will depend on the available
surface area of the sample.
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extensive adsorption. Subsequently, more and more
of the available adsorption sites become occupied,
and thus further increases in pressure result in
comparatively little increase in the amount adsorbed.
At a certain pressure, all the adsorption sites will be
occupied, i.e. monolayer coverage has been achieved,
after which adsorption stops, giving a plateau region
in which further increases in pressure have no effect
on the amount adsorbed.

The Langmuir isotherm can only occur in situations
where the entire surface is covered with equally
accessible, identical adsorption sites, and the presence
of an adsorbed molecule on one site does not hinder
(or encourage) adsorption to a neighbouring site. For
a system to follow a Langmuir isotherm, there must
be a strong nonspecific interaction between the
adsorbate and the adsorbent (such that adsorption
is desirable over the entire surface), and there must
be little adsorbate—adsorbate interaction (in terms
of attraction or repulsion).

Type Il isotherms

The Langmuir isotherm (see Fig. 4.4) which describes
adsorption of a monolayer only is often referred
to as a type I physical adsorption isotherm.
There are other common shapes for adsorption
isotherms, each of which can be taken to give an
indication of the nature of the adsorption process.
The schematic shapes of some other isotherms
are shown in Fig. 4.5. Type II isotherms are thought
to correspond to a process which initially follows
the Langmuir type of isotherm, in that there is
a build-up of a monolayer; after this monolayer
region, however, further increases in the vapour
content result in further, and extensive, adsorption.
This subsequent adsorption is multilayer coverage,
and is a consequence of strong interactions between
the molecules of the adsorbate. These post-monolayer
regions can be regarded as being analogous to
condensation, and the isotherm rises as the
pressure approaches P,

Type lll isotherms

Type Il isotherms are typical of the situation where
the interaction between adsorbate molecules is greater
than that between the adsorbate and adsorbent
molecules, i.e. the solid and the vapour have no great
affinity for each other. This results in an isotherm
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Fig. 4.5 * Type Il and type lll isotherms. The type Il
isotherm (top) shows weight gain as the partial pressure
of the vapour (P/P,) (which would be relative humidity
for water) is increased, with rapid uptake at low P/P,,
passing through monolayer to multilayer coverage. The
type lll isotherm (bottom) shows little weight gain at low
P/P,, with mass gain accelerating at higher P/P,.

shape for which it is necessary to have a significant
presence of vapour before the adsorption process
becomes significant, but once the surface starts to
be covered with adsorbate, the favourable adsorbate—
adsorbate interaction results in a dramatic increase
in adsorption for limited further increases in vapour
concentration.

Brunauer, Emmett and Teller isotherm

The isotherm derived by Brunauer, Emmett and Teller
is eponymously known as the BET isotherm. It is
widely used as a standard method of determining



surface area for solids. Just as the Langmuir isotherm
fits to the type I physical isotherm, the BET iso-
therm fits those situations which follow the type
II isotherm. The type II isotherm is perhaps the
most commonly encountered practically determined
isotherm.

Interpretation of isotherm plots

With the Langmuir isotherm it can be assumed that
the plateau region corresponds to monolayer forma-
tion; thus the quantity of gas adsorbed at the
monolayer is known, and consequently, as the area
of each molecule of gas is known, the surface area
of the solid can be determined. With a type II iso-
therm, the system passes through monolayer coverage,
at a region on the isotherm. This is rather difficult
to define with any certainty from the graphical iso-
therm, but can easily be obtained from the BET
equation:

(P/R)/I1 = (P/E)TV =[1/(cVion )]
+[(c=1/(Vuon)I(P/F,)

(4.3)

where P is vapour pressure, P, is saturated vapour
pressure (note P/P, for water is the relative humidity),
V is the volume of gas adsorbed, V.., is the volume
of gas adsorbed at monolayer coverage and c is a
constant.

If (P/P,)/[1 — (P/P,)]V is plotted as a function of
P/P,, the slope will be (¢ — 1)/(¢Vmen) and the
intercept will be 1/(cV o). From this it is possible
to calculate V,,,,, the volume of the adsorbed gas
which covers a monolayer. If the volume of gas is
known, the number of gas molecules can be calculated,
and then if the area occupied by each gas molecule
is known, the surface area of the solid is
obtained.

The measured surface area can differ depending
on the gas/vapour used to determine the isotherm.
The most commonly used gas for surface area
determination is nitrogen. The concept of fractal
geometries brings into question all definitions of length,
and consequently surface area. The standard typical
illustration of fractals is shown in Fig. 4.6, in which
it can be seen that the length of an irregular, rough
object can be altered enormously depending on the
resolution used in its measurement. For example, it
is easy to consider the length of coastline at low
magnification, but it becomes hard to know at what

Surfaces and interfaces

Fig. 4.6 * The same region of a surface seems to have
a bigger surface area as the accuracy of measurement
is increased. Expanding part of the line on the /eft gives
a rougher surface (middle), and expanding part of the
middle gives further features (right).

magnification one should reasonably stop, as with
each magnification the length will increase by a factor
proportional to that magnification. This caution is
included, as the surface area of most solids is deter-
mined in relation to a nitrogen molecule as a probe.
There will be many indentations in solids which may
not be readily accessed by nitrogen gas, so a different
probe gas (different size of molecule, e.g. krypton
gas) can access different regions of the solid surface
and the calculated surface area will change.

Isotherm models, other than Langmuir and BET
models, exist which can also be used to understand
powder—vapour interactions, but these will not be
discussed here.

Interactions between powders
and water vapour

The interaction between water and a product is a
consideration for almost every pharmaceutical
product. Water may be important during formulation/
preparation (e.g. affecting powder flow, in a wet
granulation process, in drying processes, for ease of
compaction, as a film-coating solvent, and in aqueous
liquid formulations), during storage (where it may
influence chemical stability, physical transitions such
as crystallization, or microbial spoilage), and during
use (where there is a need to contact aqueous body

fluids).
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It is clear from the previous paragraph that interac-
tion with water is essential at certain stages, but
undesirable in other situations. Consequently, an
understanding of how, why, where, when and how
much water will associate with a solid is an important
issue in the development of pharmaceutical products.
Water may interact with surfaces by adsorption and
condensation, with some solids by absorption, as well
as by inclusion into crystal structures as hydrates.

Water adsorption

Water is able to adsorb to a wide range of different
materials over a wide range of temperature and
humidity. Most gases that have been mentioned so
far, such as nitrogen, are thought to adsorb uniformly
across surfaces, whilst water is thought to selectively
bind to polar regions of a solid surface. Thus the
extent of adsorption of water to a solid surface is
related to the degree of polarity of the solid itself.

It has been reported (van Campen et al., 1983;
Kontny et al., 1987) that the adsorption of water onto
most crystalline solids is not able to cause the solids
to dissolve. This is because only a few layers of water
molecules form as a ‘multilayer’ on solids and this is
a very small volume for dissolution. Furthermore, the
structure of water adsorbed to the surface of a solid
is different to the tetrahedral structure of bulk water,
so the adsorbed material cannot be expected to have
the same properties as a solvent, as would be expected
of bulk water. Given the observation of Kontny et al.
(1987) that the layer of water which is adsorbed to
the surface is only a few molecules thick and is not
acting as bulk liquid, the question must be asked as
to why water can have such a huge influence on the
properties of materials, and on their physical and
chemical stability. It can easily be calculated that the
quantities of water which are said to be associated
with solids are greatly in excess of that which can be
accommodated in a few layers around their surface.
Water can also interact with powders by being con-
densed in capillaries (or at other regions), or can be
absorbed in amorphous regions, which is water that
has the properties of bulk water and the ability to
cause instability and spoilage.

The water content can be divided into different
regions by considering the shape of the isotherm.
The standard type II isotherm (Fig. 4.7) has two
inflection points, the first of which is termed W,
(the water content at the point which is thought
to be the onset of monolayer coverage) and the
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Fig. 4.7 e Water adsorption isotherm, showing W,, as
the point where monolayer coverage will have occurred
and W; as the point above which the water is
considered to be ‘free’ and to have the properties of
bulk water.

second of which is termed W; (the water content
regarded as free). At all humidities below that which
corresponds to W,,, the water can be regarded as
tightly bound. At all points above W}, the water is
considered to be liquid at room temperature and
freezable.

The condensation of water into capillaries is a
consequence of the small pore sizes reducing the rela-
tive pressure at which condensation is possible. It can
be estimated that the relative humidity at which water
would condense would be 99% for pores of 100 nm,
but only 50% for pores of 1.5 nm. It follows that
materials which have surfaces which consist of many
thousands of large-volume micropores will adsorb
huge quantities of water by capillary condensation.
Materials such as silica gel have this type of structure,
but it is comparatively rare to find pharmaceuticals
which have microporous surfaces.

Water absorption

It is incorrect to assume that most pharmaceuticals
are fully crystalline, or that most water association
with pharmaceuticals is by adsorption. It has already
been stated that pharmaceuticals can have amorphous
regions, and that even those which are regarded as
crystalline can have amorphous surfaces. Amorphous
surfaces result from physical treatment moving surface
molecules, and there being no mechanism by which
they can recrystallize rapidly. The amorphous regions



can result in chemical instability and altered interac-
tions between surfaces.

For amorphous materials, experimental evidence
points to water uptake being due to absorption of
water, as the quantity of water sorbed is related to
the weight of materials present, and not the surface
area (as would be the case for adsorption). It is also
common for sorption and desorption isotherms for
amorphous materials to show considerable hysteresis,
despite the absence of microporous structure (the
other main cause of such effects).

The interpretation of isotherms for systems which
are suspected to have undergone absorption must be
undertaken with care. The value W,,, for example,
will still exist as a type II isotherm will be a common
occurrence; however, it can no longer be expected
to represent monolayer coverage. For amorphous
materials, the value of W, reflects the polarity of
the solid: the higher the value, the more polar the
solid. The second inflection point (W%) for amorphous
materials is believed to be the point at which the
water has so plasticized the solid that the glass transi-
tion temperature (T,) of the amorphous mass has
fallen, such that it now equals the temperature of
the experiment.

The glass transition temperature (T,) of an amor-
phous material is the point at which it shows a change
in properties. Below the T, materials are brittle and
are said to be in the glass (or glassy) state. For
example, window glass has a T, of about 1000°C,
and as such is brittle at ambient conditions. Above
the T, a material becomes more rubbery. It is often
desirable to have materials of a rubbery nature at
room temperature, e.g. for the production of bottles
which are less prone to shatter than glass. It is possible
to mix another material with the main component;
the minor component will fit between the molecules
of the first component, and will allow greater
molecular movement, thus lowering T,. The additive
is called a plasticizer. It is possible to estimate the
effect of a plasticizer by use of the following simple
equation:

VT, =W\ /Ty + W3 /T,
4.4

where W is the weight fraction of material 1 (with
T=Ty), W> is the weight fraction of material 2 (with
T=Ty) and T, is the T, of the mixture. Thus a
plasticizer is a material which has a lower T, than
the material, and which can gain access to regions
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within the molecules of the material. Water has a T,
of about —138°C, and as such can efficiently plasticize
many amorphous materials.

The process of amplification has been explained
by Ahlneck & Zografi (1990), who regard absorption
into amorphous regions as being the preferred form
of interaction between powders and water vapour.
It is argued that the amorphous regions are energetic
‘hot spots’, such that water would rather absorb than
adsorb to the general surface. If we accept this
hypothesis, which does seem entirely reasonable, then
there must be great concern about materials which
have a very small amorphous content and a small
amount of associated water. It is quite usual for
materials to contain 0.5% moisture, which sounds
insignificant; however, if the material is 0.5% amor-
phous then it is likely that 0.5% moisture is in 0.5%
of the solid, and is thus present in a 50:50 ratio of
water to solid. This would provide a region of
enormous potential for physical transition, chemical
reaction or microbial spoilage. The example does not
have to be as extreme as this; it has been calculated
(Ahlneck & Zografi, 1990) that only 0.1% moisture
content is needed in a sucrose sample which is 1%
amorphous in order to plasticize the T, of the
amorphous sucrose to below room temperature.

It is clear then that the critical, drastic conse-
quences of water—solid interaction are much more
likely to result as a consequence of amplification of
water into the minor regions of amorphous surface
material than by surface adsorption. It follows
that materials can be expected to change their
properties as a consequence of any process which
can reorder surface molecules, such as milling or
spray-drying.

It is worth restating that the great increases in
molecular mobility that accompany the transition
from glass to rubber state will be sufficient to trigger
physical changes and to initiate, or speed up, chemical
degradation processes. This can occur in any amor-
phous material, which includes surface regions of
‘crystalline’ drugs and excipients.

The presence of high proportions of water in
amorphous regions of solids is often enough to
promote surface recrystallization. The surface need
not have dissolved in the true dissolution sense of
the word, but may simply have been plasticized to
give sufficient reduction in viscosity to allow molecular
realignment. It is now a matter of some commercial
interest that surfaces will behave in totally different
manners depending on whether they are partially
amorphous or crystalline, and this will relate to ease
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Table 4.1 The relative humidity that is produced in a sealed air space above certain saturated solutions at different

temperatures
Salt Relative humidity (%)
10°C 15°C 20°C 25°C 30°C 35°C 40°C

Potassium sulfate 98 97 97 97 96 96 96
Potassium chloride 88 87 86 85 84 83 82
Sodium chloride 76 76 76 75 75 75 75
Magnesium nitrate 57 56 55 53 52 50 49
Potassium carbonate 47 44 44 43 43 43 42
Magnesium chloride 34 34 33 33 33 32 32
Potassium acetate 24 23 23 22 22 21 20
Lithium chloride 13 13 12 12 12 12 11

Data from Wade (1980).

of use, stability on storage and ease of manufacture
(see the examples in Chapter 8).

Deliquescence

Certain saturated solutions of salts are known to
produce an atmosphere of a certain relative humidity
above their surface. If any of these salts are stored
in solid form at any humidity above the values that
would be produced above their saturated solutions,
then they will dissolve in the vapour. If they are
stored below that critical humidity, then they will
adsorb water vapour, but will not dissolve. Such
materials which dissolve in water vapour are known
as deliquescent.

A major characteristic of deliquescent materials
is that they are very soluble, and have a large colligative
effect on the solution formed, such that the vapour
pressure of water is drastically reduced by the presence
of the dissolved solute. The stage of events in deli-
quescence is that some water is adsorbed/absorbed.
At a critical humidity, a small amount of the highly
soluble solid dissolves and this lowers the vapour
pressure of water, leading to extensive condensation,
and an autocatalytic process develops (i.e. as more
solid dissolves, the vapour pressure lowers, which
causes more condensation to occur, which causes
more solid to dissolve). The process will continue
until all the material has dissolved, or until the relative
humidity falls below that which is exhibited above
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the saturated solution of the salt. The reason that
different salts produce such a range of relative humidi-
ties above their saturated solution is due to the
colligative action of their respective molecules reducing
the activity of water. The relative humidity produced
in the vapour space above saturated solutions of certain
salts is reported in Table 4.1.

Inverse phase gas
chromatography (IGC)

As mentioned earlier, there are practical issues with
measuring the contact angle for powdered systems.
An alternative is to study the interaction between
the powder and a vapour. Gas chromatography is
a well-established analytical method. A column is
packed with a powder and a test sample is injected
into a constant flow of gas that is passing through
the column, which is held at constant temperature.
A detector is positioned at the end of the column.
The test sample will be carried through the column
by the carrier gas; however, as it interacts with the
powder in the column, components of the test
sample will be slowed to different extents on the
basis of the extent of interaction between them and
the powder in the column. This achieves separation
and good analysis. Inverse gas chromatography is
where a known substance is injected and the test
material is the powder packed into the column. For
example, the known gas could be hexane vapour and



the powder packed into the column is the material
for which we wish to know the nature of its surface.
It would be usual to inject vapours of a series of
alkanes, say hexane, heptane, octane, nonane, and
also to inject a number of polar vapours. From the
retention times of the injected vapour it is possible
to understand the dispersive surface energy (from
the retention of the alkanes) and the polar surface
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KEY POINTS

® Disperse systems comprise one component,
the disperse phase, dispersed as particles
or droplets throughout another component,
the continuous phase. They may be
colloidal dispersions (1 nm to 1 um),
such as surfactant micelles, or coarse
dispersions, such as emulsions, suspensions
or aerosols.
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Disperse systems

David Attwood

Colloids can be broadly classified as:

® Jyophobic (solvent hating) (hydrophobic in

aqueous systems); or

lyophilic (hydrophilic in aqueous systems).

The physical stability of disperse systems is
determined by forces of interaction between
the particles, including electrical double layer
interaction, van der Waals attraction, solvation
forces and steric repulsion arising from
adsorbed polymeric material. The stability

of lyophobic systems may be explained
quantitatively by the Derjaguin-Landau-
Verwey-Overbeek (DLVO) theory.

Emulsions are usually dispersions of oil in water
or water in oil, stabilized by an interfacial film of
surfactant or hydrophilic polymer around the
dispersed droplets. They are intrinsically
unstable systems, and if droplet growth is
unchecked, the emulsion will separate into two
phases (i.e. crack).

Suspensions may be stabilized if the flocculation
of the dispersed particles is controlled by the
addition of electrolytes or ionic surfactants.
Aqueous surfactant solutions form micelles
when the concentration of surfactant exceeds a
critical value, termed the critical micelle
concentration, determined by the chemical
structure of the surfactant and the external
conditions. Micellar solutions are stable
dispersions within the true colloidal size range.
Unlike other colloidal dispersions, there is a
dynamic equilibrium between the micelles and
the free surfactant molecules in solution; the
micelles continuously break down and reform in
solution. The interior core of typical micelles has
properties similar to that of a liquid
hydrocarbon, and is a site of solubilization of
poorly soluble drugs.



Introduction

A disperse system consists essentially of one com-
ponent, the disperse phase, dispersed as particles or
droplets throughout another component, the continu-
ous phase. By definition, those dispersions in which
the size of the dispersed particles is within the range
10 m (1 nm) to about 10° m (1 pum) are termed
colloidal. However, the upper size limit is often
extended to include emulsions and suspensions which
are very polydisperse systems in which the droplet
size frequently exceeds 1 pwm, but which show many
of the properties of colloidal systems. Some examples
of colloidal systems of pharmaceutical interest are
shown in Table 5.1. Many natural systems such as
suspensions of microorganisms, blood and isolated
cells in culture are also colloidal dispersions.

This chapter will examine the properties of both
coarse dispersions, such as emulsions, suspensions
and aerosols, and fine dispersions, such as micellar
systems, which fall within the defined size range of
true colloidal dispersions.

Colloids can be broadly classified as those that
are lyophobic (solvent hating) and those that are
lyophilic (solvent liking). The terms hydrophobic and
hydrophilic are used when the solvent is water.
Surfactant molecules tend to associate in water into
aggregates called micelles and these constitute
hydrophilic colloidal dispersions. Proteins and gums
also form lyophilic colloidal systems because of a
similar affinity between the dispersed particles and
the continuous phase. On the other hand, dispersions
of oil droplets in water or water droplets in oil are
examples of lyophobic dispersions.

It is because of the subdivision of matter in col-
loidal systems that they have special properties. A

Table 5.1 Types of disperse systems

Disperse phase Dispersion medium Name

Disperse systems

common feature of these systems is a large surface-
to-volume ratio of the dispersed particles. As a
consequence, there is a tendency for the particles to
associate so as to reduce their surface area. Emulsion
droplets, for example, eventually coalesce to form a
macrophase, so attaining a minimum surface area
and hence an equilibrium state. This chapter will
examine how the stability of colloidal dispersions
can be understood by a consideration of the forces
acting between the dispersed particles. Approaches
to the formulation of emulsions, suspensions and
aerosols will be described, and the instability of these
coarse dispersions will be discussed using a theory
of colloid stability. The association of surface-active
agents into micelles and the applications of these
colloidal dispersions in the solubilization of poorly
water-soluble drugs will also be considered.

Colloids

Preparation of colloidal systems

Lyophilic colloids

The affinity of lyophilic colloids for the dispersion
medium leads to the spontaneous formation of col-
loidal dispersions. For example, acacia, tragacanth,
methylcellulose and certain other cellulose derivatives
readily disperse in water. This simple method of
dispersion is a general one for the formation of
lyophilic colloids.

Lyophobic colloids

The preparative methods for lyophobic colloids
may be divided into those methods that involve the

Examples

Liquid Gas Liquid aerosol Fogs, mists, aerosols

Solid Gas Solid aerosol Smoke, powder aerosols

Gas Liquid Foam Foam-on-surfactant solutions

Liquid Liquid Emulsion Milk, pharmaceutical emulsions

Solid Liquid Sol, suspension Silver iodide sol, aluminium hydroxide suspension
Gas Solid Solid foam Expanded polystyrene

Liquid Solid Solid emulsion Liquids dispersed in soft paraffin, opals, pearls

Solid Solid Solid suspension Pigmented plastics, colloidal gold in glass, ruby glass
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breakdown of larger particles into particles of colloidal
dimensions (dispersion methods) and those in which
the colloidal particles are formed by aggregation of
smaller particles such as molecules (condensation
methods).

Dispersion methods

The breakdown of coarse material may be carried
out by the use of a colloid mill or ultrasonics.

Colloid mills. These mills cause the dispersion of
coarse material by shearing in a narrow gap between
a static cone (the stator) and a rapidly rotating cone
(the rotor).

Ultrasonic treatment. The passage of ultrasonic
waves through a dispersion medium produces alternat-
ing regions of cavitation and compression in the medium.
The cavities collapse with great force and cause the
breakdown of coarse particles dispersed in the liquid.

With both these methods, the particles will tend
to reunite unless a stabilizing agent such as a surface-
active agent is added.

Condensation methods

These involve the rapid production of supersaturated
solutions of the colloidal material under conditions
in which it is deposited in the dispersion medium as
colloidal particles and not as a precipitate. The
supersaturation is often obtained by means of a chemi-
cal reaction that results in the formation of the colloidal
material. For example, colloidal silver iodide may be
obtained by reacting together dilute solutions of silver
nitrate and potassium iodide; colloidal sulphur is
produced from sodium thiosulfate and hydrochloric
acid solutions; and ferric chloride boiled with excess
water produces colloidal hydrated ferric oxide.

A change of solvent may also cause the production
of colloidal particles by condensation methods. If a
saturated solution of sulphur in acetone is poured
slowly into hot water, the acetone vaporizes, leaving
a colloidal dispersion of sulphur. A similar dispersion
may be obtained when a solution of a resin, such as
benzoin in alcohol, is poured into water.

Purification of colloidal systems

Dialysis

Colloidal particles are not retained by conventional
filter papers but are too large to diffuse through the
pores of membranes such as those made from regener-
ated cellulose products, e.g. collodion (cellulose nitrate
evaporated from a solution in alcohol and ether) and
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cellophane. The smaller molecules in solution are
able to pass through these membranes. Use is made
of this difference in diffusibility to separate micro-
molecular impurities from colloidal dispersions. The
process is known as dialysis. The process of dialysis
may be hastened by stirring so as to maintain a high
concentration gradient of diffusible molecules across
the membrane and by renewing the outer liquid from
time to time.

Ultrafiltration

By applying pressure (or suction), the solvent, solutes
and small particles may be forced across a membrane,
whilst the larger colloidal particles are retained. The
process is referred to as ultrafiltration. It is possible
to prepare membrane filters with known pore size,
and use of these allows the particle size of a colloid
to be determined. However, particle size and pore
size cannot be properly correlated because the
membrane permeability is affected by factors such
as electrical repulsion, when both the membrane and
the particle carry the same charge, and particle
adsorption, which can lead to blocking of the pores.

Electrodialysis

An electric potential may be used to increase the
rate of movement of ionic impurities through a dialys-
ing membrane and so provide a more rapid means
of purification. The concentration of charged colloidal
particles at one side and at the base of the membrane
is termed electrodecantation.

Properties of colloids

Size and shape of colloidal particles
Size distribution

Within the size range of colloidal dimensions specified
earlier, there is often a wide distribution of sizes of
the dispersed colloidal particles. The molecular weight
or particle size is therefore an average value, the
magnitude of which is dependent on the experimental
technique used in its measurement. When determined
by the measurement of colligative properties such
as osmotic pressure, a number-average value, M,,, is
obtained, which, in a mixture containing n;, n,, ns,

... moles of particle of mass M, M,, M3, ..., respec-
tively, is defined by
M. = n1M1 + nzMz + 713M3 +. _ ZniMi
" m+n,+n3+..... 2 n;
(5.1)



In the light-scattering method for the measurement
of particle size, larger particles produce greater scat-
tering and the weight rather than the number of
particles is important, giving a weight-average value,

M,, defined by

_ mlM] + szz + m3M3 +.....
my+my;+ms+......

M,

(5.2)

In Eq. 5.2, my, m, and m; are the masses of each
species, and m; is obtained by multiplying the mass
of each species by the number of particles of that
species; that is, m; = n;M;. A consequence is that M,,
> M, and only when the system is monodisperse
will the two averages be identical. The ratio M,/M,,
expresses the degree of polydispersity of the system.

Shape

Many colloidal systems, including emulsions, liquid
aerosols and most dilute micellar solutions, contain
spherical particles. Small deviations from sphericity
are often treated using ellipsoidal models. Ellipsoids
of revolution are characterized by their axial ratio,
which is the ratio of the half-axis a to the radius of
revolution b (Fig. 5.1). Where this ratio is greater
than unity, the ellipsoid is said to be a prolate ellipsoid
(rugby ball shaped), and when less than unity an
oblate ellipsoid (discus shaped).

High molecular weight polymers and naturally
occurring macromolecules often form random coils
in aqueous solution. Clay suspensions are examples
of systems containing plate-like particles.

Kinetic properties

In this section several properties of colloidal systems,
which relate to the motion of particles with respect
to the dispersion medium, will be considered. Thermal
motion manifests itself in the form of Brownian
motion, diffusion and osmosis. Gravity (or a cen-
trifugal field) leads to sedimentation. Viscous flow

Oblate

Prolate

Fig. 5.1 ¢ Model representation of ellipsoids of revolution.
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is the result of an externally applied force. Measure-
ment of these properties enables molecular weights
or particle size to be determined.

Brownian motion

Colloidal particles are subject to random collisions
with the molecules of the dispersion medium with
the result that each particle pursues an irregular and
complicated zigzag path. If the particles (up to about
2 um diameter) are observed under a microscope or
the light scattered by colloidal particles is viewed using
an ultramicroscope, an erratic motion is seen. This
movement is referred to as Brownian motion after
Robert Brown, who first reported his observation of this
phenomenon with pollen grains suspended in water.

Diffusion

As a result of Brownian motion, colloidal particles
spontaneously diffuse from a region of higher con-
centration to one of lower concentration. The rate
of diffusion is expressed by Fick’s first law. One form
of this relationship is shown in Eq. 5.3:

dC
J=-D<=
dx

(5.3)

where J is the flux (flow of particles per unit time)
across a plane of unit area under the influence of a
concentration gradient dC/dx (the minus sign denotes
that diffusion takes place in the direction of decreasing
concentration). D is the diffusion coefficient and has
the dimensions of area per unit time. The diffusion
coefficient of a dispersed material is related to the
frictional coefficient, f, of the particles by Einstein’s
law of diffusion:

Df = kT
(5.4)

where kg is the Boltzmann constant and T
temperature.
Therefore, as the frictional coefficient is given by

the Stokes equation
f=6nna
(5.5)

where 7 is the viscosity of the medium and a the
radius of the particle (assuming sphericity), then
N
6nna 6mnalN,

(5.6)
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where N, is the Avogadro constant, R is the universal
gas constant and kg = R/N. The diffusion coefficient
may be obtained by an experiment measuring the
change in concentration, via refractive index gra-
dients, when the solvent is carefully layered over
the solution to form a sharp boundary and diffusion
is allowed to proceed. A more commonly used
method is that of dynamic light scattering (photon
correlation spectroscopy), which is discussed in
the Optical properties section below. The diffusion
coefficient can be used to obtain the molecular
weight of an approximately spherical particle, such
as egg albumin and haemoglobin, by use of Eq. 5.5 in
the form

__RT [4nN,
6nnN, V 3Mv

(5.7)

where M is the molecular weight and 7 is the partial
specific volume of the colloidal material.

Sedimentation

Consider a spherical particle of radius a and density
o falling in a liquid of density p and viscosity 7. The
velocity v of sedimentation is given by Stokes law:

v=2a’¢(c-p)/IM
(5.8)

where g is acceleration due to gravity.

If the particles are only subjected to the force of
gravity then, because of Brownian motion, the lower
size limit of particles obeying Eq. 5.8 is about 0.5 pm.
A force stronger than gravity is therefore needed for
colloidal particles to sediment, and use is made of a
high-speed centrifuge, usually termed an ultracen-
trifuge, which can produce a force of about 10° g.
In a centrifuge, g is replaced by @’x, where w is the
angular velocity and x the distance of the particle
from the centre of rotation.

The ultracentrifuge is used in two distinct
ways in investigating colloidal material. In the
sedimentation velocity method, a high centrifugal
field is applied, up to about (4 x 10°)g, and the
movement of the particles, monitored by changes
in concentration, is measured at specified time
intervals. In the sedimentation equilibrium method,
the colloidal material is subjected to a much lower
centrifugal field until sedimentation and diffusion
tendencies balance one another, and an equilibrium
distribution of particles throughout the sample is
attained.
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Sedimentation velocity. The velocity dx/dt of a
particle in a unit centrifugal force can be expressed
in terms of the Svedberg coefficient s:

s=(dx/dt)/w’x
(5.9)

Under the influence of the centrifugal force, particles
pass from position x, at time t, to position x; at time
t,. The differences in concentration with time can
be measured using changes in refractive index and
the application of the schlieren optical arrangement,
whereby photographs can be taken showing these
concentrations as peaks. The expression giving
molecular weight M from this method is

M= RTs RTInx;/x,
- D(-p) D(1-7p)(t, — )0’
(5.10)

where 7 is the partial specific volume of the
particle.
Sedimentation equilibrium. Equilibrium is estab-
lished when sedimentation and diffusional forces
balance.

Combination of sedimentation and diffusion
equations is made in the analysis, giving

_ 2RT 11'1 Cz/cl
@*(1-7p) (x5 —x7)

(5.11)

where C; and C; are the sedimentation equilibrium
concentrations at distances x; and x, from the axis
of rotation. A disadvantage of the sedimentation
equilibrium method is the length of time required
to attain equilibrium, often as long as several days.
A modification of the method in which measurements
are made in the early stages of the approach to
equilibrium significantly reduces the overall measure-
ment time.

Osmotic pressure

The determination of molecular weights of dissolved
substances from colligative properties such as the
depression of the freezing point or the elevation of
the boiling point is a standard procedure. However,
of the available methods, only osmotic pressure has
a practical value in the study of colloidal particles
because of the magnitude of the changes in the
properties. For example, the depression of freezing
point of a 1% w/v solution of a macromolecule of



molecular weight 70000 is only 0.0026 K, far too
small to be measured with sufficient accuracy by
conventional methods and also very sensitive to the
presence of low molecular weight impurities. In
contrast, the osmotic pressure of this solution at 20
°C would be 350 N m™, or about 35 mm of water.
Not only does the osmotic pressure provide an effect
that is measurable, also the effect of any low molecular
weight material, which can pass through a membrane,
is virtually eliminated.

However, the usefulness of osmotic pressure
measurement is limited to a molecular mass range
of about 10*~10° Da; below 10* Da the membrane
may be permeable to the molecules under considera-
tion and above 10° Da the osmotic pressure will be
too small to permit accurate measurement.

If a solution and a solvent are separated by a
semipermeable membrane, the tendency to equalize
chemical potentials (and hence concentrations) on
either side of the membrane results in a net diffusion
of solvent across the membrane. The pressure neces-
sary to balance this osmotic flow is termed the osmotic
pressure.

For a colloidal solution the osmotic pressure, T,
can be described by

11/C=RT/M +BC
(5.12)

where C is the concentration of the solution, M the
molecular weight of the solute and B a constant
depending on the degree of interaction between the
solvent and solute molecules.

Thus a plot of II/C versus C is linear, with the
value of the intercept at C — 0 giving RT/M, enabling
the molecular weight of the colloid to be calculated.
The molecular weight obtained from osmotic pressure
measurements is a number-average value.

A potential source of error in the determina-
tion of molecular weight from osmotic pressure
measurements arises from the Donnan membrane
effect. The diffusion of small ions through a mem-
brane will be affected by the presence of a charged
macromolecule that is unable to penetrate the
membrane because of its size. At equilibrium, the
distribution of the diffusible ions is unequal, being
greater on the side of the membrane containing the
nondiffusible ions. Consequently, unless precautions
are taken to correct for this effect or eliminate it,
the results of osmotic pressure measurements on
charged colloidal particles such as proteins will
be invalid.
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Viscosity

Viscosity is an expression of the resistance to flow
of a system under an applied stress. An equation of
flow applicable to colloidal dispersions of spherical
particles was developed by Einstein:

n="n,(1+2.5¢9)
(5.13)

where 17, is the viscosity of the dispersion medium
and 7 the viscosity of the dispersion when the volume
fraction of colloidal particles present is ¢.

A number of viscosity coefficients may be defined
with respect to Eq. 5.13. These include relative
viscosity,

Nt =N/Ne =1+2.5¢
(5.14)

and specific viscosity,

nsp =nrel_1=2'5¢ or nsp/(P:Z'S
(5.15)

Since volume fraction is directly related to concentra-
tion, Eq. 5.15 may be written as

N,/C=k
(5.16)

where C is the concentration expressed as grams of
colloidal particles per 100 mL of total dispersion,
and k is a constant. If 77 is determined for a number
of concentrations of macromolecular material in
solution and 7,,/C is plotted versus C, then the
intercept obtained on extrapolation of the linear
plot to infinite dilution is known as the intrinsic
viscosity [n].

This constant may be used to calculate the
molecular weight of the macromolecular material by
use of the Mark-Houwink equation:

[n]=KM*
(5.17)

where K and o are constants characteristic of the
particular polymer-solvent system. These constants
are obtained initially by determining [1] for a polymer
fraction whose molecular weight has been determined
by another method, such as sedimentation, osmotic
pressure or light scattering. The molecular weight
of the unknown polymer fraction may then be
calculated. This method is suitable for use with
polymers, such as dextrans used as blood plasma
substitutes.
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Optical properties
Light scattering

When a beam of light is passed through a colloidal
sol (dispersion of very fine particles), some of the
light may be absorbed (when light of certain wave-
lengths is selectively absorbed, a colour is produced),
some is scattered and the remainder is transmitted
undisturbed through the sample. Because of the light
scattered, the sol appears turbid; this is known as
the Tyndall effect. The turbidity of a sol is given by
the expression

I'=1Iexp(—tl)
(5.18)

where [, is the intensity of the incident beam, I that
of the transmitted light beam, [ the length of the
sample and 7 the turbidity.

As most colloids show very low turbidities, instead
of measuring the transmitted light (which may differ
only marginally from the incident beam), it is more
convenient and accurate to measure the scattered
light, at an angle (usually 90 degrees) relative to the
incident beam. The turbidity can then be calculated
from the intensity of the scattered light, provided
the dimensions of the particle are small compared
to the wavelength of the incident light, by the
expression

7=—R
3 90

(5.19)

Ry is known as the Rayleigh ratio after Lord Rayleigh,
who laid the foundations of the light-scattering theory.
The light-scattering theory was modified for use in
the determination of the molecular weight of colloidal
particles by Debye, who derived the following
relationship between turbidity and molecular weight:

HC/t=1/M +2BC
(5.20)

C is the concentration of the solute and B an interac-
tion constant allowing for nonideality. H is an optical
constant for a particular system depending on the
refractive index change with concentration and the
wavelength of light used. A plot of HC/7 against
concentration results in a straight line of slope 2B.
The intercept on the HC/7 axis is 1/M, allowing the
molecular weight to be calculated. The molecular
weight derived by the light-scattering technique is a
weight-average value.

66

Light-scattering measurements are particularly
suitable for finding the size of the micelles of surface-
active agents and for the study of proteins and natural
and synthetic polymers. For spherical particles, the
upper limit of the Debye equation is a particle
diameter of approximately one-twentieth of the
wavelength A of the incident light; that is, about
20 nm to 25 nm. The light-scattering theory becomes
more complex when one or more dimensions exceed
/20 because the particles can no longer be considered
as point sources of scattered light. By measuring the
light scattering from such particles as a function of
both the scattering angle 8 and the concentration C,
and extrapolating the data to zero angle and zero
concentration using a so-called Zimm plot, it is
possible to obtain information on not only the
molecular weight but also the particle shape. When
the size of the particles of the colloidal dispersions
approaches the wavelength of the incident light, as
in the case of most emulsions (except microemulsions)
and suspensions, the light scattering becomes more
complex and should be treated using Mie scattering
theory (see Chapter 9).

Because of developments of the light-scattering
method, the technique described here is often referred
to as static light scattering (SLS) to distinguish it
from the dynamic light scattering method (DLS)
described in the next section.

Light-scattering measurements are of great value
for estimating particle size, shape and interactions,
particularly of dissolved macromolecular materials,
as the turbidity depends on the size (molecular
weight) of the colloidal material involved. Measure-
ments are simple in principle but experimentally
difficult because of the need to keep the sample free
from dust, the particles of which would scatter light
strongly and introduce large errors. The essential
components of the basic light-scattering instrument
are a light source, usually a low-intensity laser, which
provides a parallel beam of light of known wavelength,
and a photomultiplier tube to measure the intensity
of the light scattered by the particles of the colloidal
dispersion. The incident light beam passes through
a glass cell containing the dispersion, and the scattered
light is detected by the photomultiplier tube mounted
on a turntable which can be rotated to allow measure-
ments at predetermined angles to the incident beam.

Because the intensity of the scattered light is
inversely proportional to the fourth power of the
wavelength of the light used, blue light (A =450 nm)
is scattered much more than red light (1= 650 nm).
With incident white light, a scattering material will



therefore tend to be blue when viewed at right angles
to the incident beam, which is why the sky appears
to be blue, the scattering arising from dust particles
in the atmosphere.

Dynamic light scattering (photon
correlation spectroscopy)

Colloidal particles undergo Brownian motion because
of multiple collisions with neighbouring particles in
solution. The intensity of the scattered light from
these diffusing particles will fluctuate in time because
there will be constructive and destructive interference
of the scattered light from the particles as the distance
between them is constantly changing with time.
Analysis of these fluctuations can provide information
about their diffusion coefficient and hence, from the
Stokes—Einstein equation, their size and the distribution
of sizes within the sample. This is the principle of the
technique called dynamic light scattering (DLS) (also
known as photon correlation spectroscopy [PCS]).
The timescale of the fluctuations in scattered light
intensity is extremely rapid (10°s to 107%s) and
requires high-speed detection and recording systems
to extract information from them. The arrangement
of the DLS measuring system is essentially the same
as that of the static light scattering technique outlined
in the previous section, i.e. a light source providing
a beam of light of a selected wavelength, which, after
passing through a narrow slit, is directed through the
solution of colloidal material and the scattered light
intensity is measured by a photomultiplier tube
mounted on a turntable set at a predetermined angle
(usually 90 degrees) to the beam. Whereas the static
light scattering instrument measures only an average
value of the fluctuating scattered light, refinement
of the equipment in the DLS method allows the
fluctuations in intensity to be analysed. A high-
intensity laser is used as the light source, providing
a narrow beam of intense coherent light which is
directed through a very small aperture into the sample
cell. The light scattered by the particles contained
within this very small, well-defined, volume of the
sample passes through a second small aperture and
is measured using a high-speed detection system, the
output of which is analysed using the appropriate
software and displayed on a computer monitor.
Essentially, the instrument compares scattering
intensity at very short time intervals (time delays)
and generates a correlation function which, if the
sample is monodisperse, is in the form of an expo-
nential decay curve. The numerical analysis of the
correlation function to extract the particle size is
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complex and beyond the scope of this text. DLS is
used to determine the properties of colloidal particles
ranging in size from 0.002 um to 2 um, the lower
size limit being dependent on the available laser power.

Ultramicroscopy

Colloidal particles are too small to be seen with an
optical microscope. Light scattering is employed in
the ultramicroscope first developed by Zsigmondy, in
which a cell containing the colloid is viewed against a
dark background at right angles to an intense beam of
incident light. The particles, which exhibit Brownian
motion, appear as spots of light against the dark back-
ground. The ultramicroscope is used in the technique
of microelectrophoresis for measuring particle charge.

Electron microscopy

The electron microscope, capable of giving actual
pictures of the particles, is used to observe the size,
shape and structure of colloidal particles. The success
of the electron microscope is due to its high resolving
power, defined in terms of d, the smallest distance
by which two objects are separated yet remain
distinguishable. The shorter the wavelength of the
radiation used, the smaller is d and the greater the
resolving power. An optical microscope, using visible
light as its radiation source, gives d of about 0.2 um.
The radiation source of the electron microscope is
a beam of high-energy electrons having wavelengths
in the region of 0.01 nm; d is thus about 0.5 nm.
The electron beams are focused using electromagnets,
and the whole system is under a high vacuum of
about 107 Pa tol0° Pa to give the electrons a free
path. With wavelengths of the order indicated, the
image cannot be viewed directly, so the image is
displayed on a monitor or computer screen.

A major disadvantage of the electron microscope
for viewing colloidal particles is that normally only
dried samples can be examined. Consequently, it
usually gives no information on solvation or configura-
tion in solution and, moreover, the particles may
be affected by sample preparation. A development
which overcomes these problems is environmental
scanning electron microscopy (ESEM), which allows
the observation of material in the wet state.

Electrical properties

Electrical properties of interfaces

Most surfaces acquire a surface electric charge when
brought into contact with an aqueous medium, the
principal charging mechanisms being as follows.
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Ion dissolution. lonic substances can acquire a
surface charge by virtue of unequal dissolution of
the oppositely charged ions of which they are com-
posed. For example, the particles of silver iodide in
a solution with excess I” will carry a negative charge,
but the charge will be positive if excess Ag” is present.
Since the concentrations of Ag* and I” determine the
electric potential at the particle surface, they are
termed potential-determining ions. In a similar way,
H* and OH™ are potential-determining ions for metal
oxides and hydroxides of, for example, magnesium
and aluminium hydroxides.

Ionization. Here the charge is controlled by the
ionization of surface groupings; examples include the
model system of polystyrene latex, which frequently
has carboxylic acid groups at the surface which ionize
to give negatively charged particles. In a similar way,
acidic drugs such as ibuprofen and nalidixic acid also
acquire a negative charge.

Amino acids and proteins acquire their charge
mainly through the ionization of carboxyl and
amino groups to give ~-COO™ and NH;" ions. The
ionization of these groups, and so the net molecular
charge, depends on the pH of the system. At a pH
below the pK, of the COO™~ group the protein will
be positively charged because of the protonation of
this group, -COO™ — COOH, and the ionization of
the amino group, -NH, — -NHj3", which has a much
higher pK,. At higher pH, where the amino group
is no longer ionized, the net charge on the molecule
is negative because of the ionization of the carboxyl
group. At a certain definite pH, specific for each
individual protein, the total number of positive charges
will equal the total number of negative charges and
the net charge will be zero. This pH is termed the
isoelectric point of the protein, and the protein exists
as its zwitterion. This may be represented as follows.

R —NH, — COO~ Alkaline solution

T
R —NH,*—COO"~ Isoelectric point
(zwitterion)
T

R — NH,*—COOH Acidic solution

A protein is least soluble (the colloidal sol is least
stable) at its isoelectric point and is readily desolvated
by very water-soluble salts such as ammonium sulfate.

Thus insulin may be precipitated from aqueous alcohol
at pH 5.2.

Ion adsorption. A net surface charge can be
acquired by the unequal adsorption of oppositely
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charged ions. Surfaces in water are more often nega-
tively charged than positively charged, because cations
are generally more hydrated than anions. Conse-
quently, the former have the greater tendency to
reside in the bulk aqueous medium, whereas the
smaller, less hydrated and more polarizing anions have
the greater tendency to reside at the particle surface.
Surface-active agents are strongly adsorbed and have
a pronounced influence on the surface charge, impart-
ing either a positive or a negative charge depending
on their ionic character.

The electrical double layer

Consider a solid charged surface in contact with an
aqueous solution containing positive and negative ions.
The surface charge influences the distribution of ions
in the aqueous medium: ions of charge opposite to
that of the surface, termed counterions, are attracted
towards the surface; ions of like charge, termed
co-ions, are repelled from the surface. However, the
distribution of the ions will also be affected by thermal
agitation, which will tend to redisperse the ions in
solution. The result is the formation of an electrical
double layer made up of the charged surface and a
neutralizing excess of counterions over co-ions (the
system must be electrically neutral) distributed in a
diffuse manner in the aqueous medium.

The theory of the electrical double layer deals
with this distribution of ions and hence with the
magnitude of the electric potentials which occur in
the locality of the charged surface. For a fuller
explanation of what is a rather complicated mathemati-
cal approach, the reader is referred to a textbook on
colloid science (e.g. Shaw, 1992). A somewhat simpli-
fied picture of what pertains from the theories of
Gouy, Chapman and Stern follows.

The double layer is divided into two parts (Fig.
5.2a): the inner part, which may include adsorbed
ions, and the diffuse part, where ions are distributed
as influenced by electrical forces and random thermal
motion. The two parts of the double layer are sepa-
rated by a plane, the Stern plane, at about a hydrated
ion radius from the surface; thus counterions may
be held at the surface by electrostatic attraction, and
the centre of these hydrated ions forms the Stern
plane.

The potential changes linearly from v, (the surface
potential) to ys, (the Stern potential) in the Stern
layer and decays exponentially from s to zero in
the diffuse double layer (see Fig. 5.2b). A plane of
shear is also indicated in Fig. 5.2. In addition to ions
in the Stern layer, a certain amount of solvent will
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Fig. 5.2 » The electrical double layer. (a) Schematic representation. (b) Changes in potential with distance from the

particle surface.

be bound to the ions and the charged surface. This
solvating layer is held to the surface, and the edge
of the layer, termed the surface or plane of shear,
represents the boundary of relative movement
between the solid (and attached material) and the
liquid. The potential at the plane of shear is termed
the zeta potential, {, or electrokinetic potential, and
its magnitude may be measured using microelectro-
phoresis or any other of the electrokinetic phenomena.
The thickness of the solvating layer is ill-defined,
and the zeta potential therefore represents a potential
at an unknown distance from the particle surface;
its value, however, is usually taken as being slightly
less than that of the Stern potential.

In the previous discussion, it was stated that the
Stern plane existed at a hydrated ion radius from
the particle surface; the hydrated ions are electrostati-
cally attracted to the particle surface. It is possible
for ions/molecules to be more strongly adsorbed at
the surface, termed specific adsorption, than by simple
electrostatic attraction. In fact, the specifically
adsorbed ion/molecule may be uncharged as is the
case with nonionic surface-active agents. Surface-
active ions specifically adsorb by the hydrophobic
effect and can have a significant effect on the Stern
potential, causing y, and s to have opposite signs,
as in Fig. 5.3a, or causing s to have the same sign
as Y, but be greater in magnitude, as in Fig. 5.3b.

Fig. 5.2b shows an exponential decay of the
potential to zero with distance from the Stern plane.
The distance over which this occurs is 1/, referred

to as the Debye-Hiickel length parameter or the
thickness of the electrical double layer. The parameter
x is dependent on the electrolyte concentration of
the aqueous medium. Increasing the electrolyte
concentration increases the value of k and conse-
quently decreases the value of 1/x; that is, it com-
presses the double layer. As y; stays constant, this
means that the zeta potential will be lowered.

As indicated earlier, the effect of specifically
adsorbed ions may be to lower the Stern potential
and hence the zeta potential without compressing
the double layer. Thus the zeta potential may be
reduced by additives to the aqueous system in either
(or both) of two different ways.

Electrokinetic phenomena

This is the general description applied to the
phenomena that arise when attempts are made to
shear off the mobile part of the electrical double
layer from a charged surface. There are four such
phenomena: namely, electrophoresis, sedimentation
potential, streaming potential and electroosmosis. All
of these electrokinetic phenomena may be used to
measure the zeta potential but electrophoresis is the
easiest to use and has the greatest pharmaceutical
application.

Electrophoresis. The movement of a charged particle
(plus attached ions) relative to a stationary liquid
under the influence of an applied electric field is
termed electrophoresis. When the movement of
the particles is observed with a microscope, or the

69



Scientific principles of dosage form design

Stern plane
Vs
Stern plane ¢
Yo
Vo —
Shear plane
B Shear plane T
€ €
L 2
g Distance &
0
O .
Distance
4
Vs

(@

(®)

Fig. 5.3 ¢ Changes in potential with distance from the solid surface. (a) Reversal of the charge sign of the Stern
potential, ys, due to adsorption of surface-active or polyvalent counterion. (b) Increase in magnitude of the Stern

potential, ys, due to adsorption of surface-active co-ions.

movement of light spots scattered by particles
too small to be observed with the microscope is
observed using an ultramicroscope, this constitutes
microelectrophoresis.

A microscope equipped with an eyepiece graticule
is used, and the speed of movement of the particle
under the influence of a known electric field is
measured. This is the electrophoretic velocity, v, and
the electrophoretic mobility, u, is given by

u=v/E
(5.21)

where v is measured in m s™', and E, the applied
field strength, is measured in V m™, so u has the
dimensions of m? s™' V!, Typically, a stable lyophobic
colloidal particle may have an electrophoretic mobility
of 4 x10® m? s' V. The equation used to convert
the electrophoretic mobility, u, into the zeta potential
depends on the value of ka (xis the Debye-Hiickel
reciprocal length parameter described previously and
a is the particle radius). For values of ka > 100 (as
is the case for particles of radius 1 um dispersed in
107 mol dm™ sodium chloride solution), the Smolu-
chowski equation can be used:

u=eg/n
(5.22)
where € is the permittivity and 1 the viscosity of
the liquid used. For particles in water at 25 °C, { =

(12.85 % 10)u V and, for the mobility given above, a
zeta potential of 0.0514 V, or 51.4 mV, is obtained.
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For values of xu < 100, a more complex relation-
ship which is a function of ku and the zeta potential
is used.

The technique of microelectrophoresis finds appli-
cation in the measurement of zeta potentials of model
systems (e.g. polystyrene latex dispersions) to test
colloid stability theory, in the measurement of coarse
dispersions (e.g. suspensions and emulsions) to assess
their stability, and in identification of charged groups
and other surface characteristics of water-insoluble
drugs and cells such as blood and bacteria.

Other electrokinetic phenomena. The other
electrokinetic phenomena are as follows: sedimentation
potential, the reverse of electrophoresis, is the electric
field created when particles sediment; streaming
potential, the electric field created when liquid is
made to flow along a stationary charged surface, e.g.
a glass tube or a packed powder bed; and electroos-
mosis, the opposite of streaming potential, the
movement of liquid relative to a stationary charged
surface, e.g. a glass tube, by an applied electric field.

Physical stability of
colloidal systems

In colloidal dispersions, frequent encounters between
the particles occur due to Brownian movement.
Whether these collisions result in permanent contact
of the particles (coagulation), which leads eventually
to the destruction of the colloidal system as the large
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Table 5.2 Comparison of properties of lyophobic and lyophilic sols

Property
Effect of electrolytes

Lyophobic

Very sensitive to added electrolyte, leading to

aggregation in an irreversible manner. Depends on:

(@) Type and valency of counterion of electrolyte,
e.g. with a negatively charged sol. La* > Ba*
> Na*

(b) Concentration of electrolyte. At a particular
concentration, the sol passes from the disperse
to the aggregated state. For the electrolyte
types in (a), the concentrations are about
10~ mol dm=3, 10~ mol dm=, and
10" mol dm respectively.

These generalizations, (a) and (b), form what is

known as the Schulze—Hardy rule

Lyophilic

Dispersions are generally stable in the
presence of electrolytes. May be salted out by
high concentrations of very soluble electrolytes.
The effect is due to desolvation of the lyophilic
molecules and depends on the tendency of the
electrolyte ions to become hydrated. Proteins
are more sensitive to electrolytes at their
isoelectric points. Lyophilic colloids when
salted out may appear as amorphous droplets
known as a coacervate

Stability

Controlled by charge on particles

Controlled by charge and solvation of particles

Formation of dispersion

Dispersions usually of metals, inorganic crystals,
etc., with a high interfacial surface-free energy due
to a large increase in surface area on formation.
For a positive AG of formation, a dispersion will
never form spontaneously and is thermodynamically
unstable. Sol particles remain dispersed because of
electrical repulsion

Generally proteins, macromolecules, etc.,
which disperse spontaneously in a solvent.
Interfacial free energy is low. There is a large
increase in entropy when rigidly held chains of
a polymer in the dry state unfold in solution.
The free energy of formation is negative, a
stable thermodynamic system

Viscosity

Sols of low viscosity, particles unsolvated and

Usually high. At sufficiently high concentration

usually symmetric

aggregates formed sediment out, or temporary contact
(flocculation), or whether the particles rebound and
remain freely dispersed (a stable colloidal system)
depends on the forces of interaction between the
particles.

These forces can be divided into three groups:
electrical forces of repulsion, forces of attraction and
forces arising from solvation. An understanding of
the first two explains the stability of lyophobic
systems, and all three forces must be considered in
a discussion of the stability of lyophilic dispersions.
Before considering the interaction of these forces, it
is necessary to define the terms aggregation, coagula-
tion and flocculation as used in colloid science.

Aggregation is a general term signifying the col-
lection of particles into groups. Coagulation signifies
that the particles are closely aggregated and difficult
to redisperse — a primary minimum phenomenon of
the Derjaguin-Landau-Verwey-Overbeek (DLVO)
theory of colloid stability (see the next section). In
flocculation, the aggregates have an open structure
in which the particles remain a small distance from
one another. This may be a secondary minimum
phenomenon (see the DIVO theory) or a consequence

of disperse phase, a gel may be formed.
Particles solvated and usually asymmetric

of bridging by a polymer or polyelectrolyte, as
explained later in this chapter.

As a preliminary to discussion on the stability of
colloidal dispersions, a comparison of the general
properties of lyophobic and lyophilic sols is given in
Table 5.2.

Stability of lyophobic systems
(DLVO theory)

In considering the interaction between two colloidal
particles, Derjaguin and Landau and, independently,
Verwey and Overbeek in the 1940s produced a
quantitative approach to the stability of hydrophobic
sols. In what has come to be known as the DLVO
theory of colloid stability, they assumed that the only
interactions involved are electrical repulsion, Vy, and
van der Waals attraction, V}, and that these parameters
are additive. Therefore the total potential energy of
interaction V1 (expressed schematically in the curve
shown in Fig. 5.4) is given by

VT = VA + VR
(5.23)
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Fig. 5.4 * Total potential energy of interaction, V4, versus distance of separation, H, for two particles. Vi = Vg + Va.

Repulsive forces between particles. Repulsion
between particles arises due to the osmotic effect
produced by the increase in the number of charged
species on overlap of the diffuse parts of the electrical
double layer. No simple equations can be given for
repulsive interactions; however, it can be shown that
the repulsive energy that exists between two spheres
of equal but small surface potential is given by

Vi = 2rneay exp(—xH)
(5.24)

where ¢ is the permittivity of the polar liquid, a is
the radius of the spherical particle of surface potential
Y., kis the Debye-Hiickel reciprocal length parameter
and H is the distance between particles. An estimation
of the surface potential can be obtained from zeta
potential measurements. As can be seen, the repulsion
energy is an exponential function of the distance
between the particles and has a range of the order
of the thickness of the double layer.

Attractive forces between particles. The energy
of attraction, V,, arises from van der Waals universal
forces of attraction, the so-called dispersion forces,
the major contribution to which are the electromag-
netic attractions described by London. For an assembly
of molecules, dispersion forces are additive, summa-
tion leading to long-range attraction between colloidal
particles. As a result of the work of de Boer and
Hamaker, it can be shown that the attractive interac-
tion between spheres of the same radius, a, can be
approximated to

V, =—Aaf12H
(5.25)
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where A is the Hamaker constant for the particular
material derived from London dispersion forces. Eq.
5.25 shows that the energy of attraction varies as
the inverse of the distance between particles, H.

Total potential energy of interaction. Considera-
tion of the curve of total potential energy of interac-
tion, V7, versus the distance between particles, H
(see Fig. 5.4), shows that attraction predominates
at small distances, hence the very deep primary
minimum. The attraction at large interparticle
distances, which produces the secondary minimum,
arises because the fall-off in repulsive energy with
distance is more rapid than that of attractive energy.
At intermediate distances, double layer repulsion
may predominate, giving a primary maximum in the
curve. If this maximum is large compared with the
thermal energy kT of the particles, the colloidal
system should be stable, i.e. the particles should stay
dispersed. Otherwise, the interacting particles will
reach the energy depth of the primary minimum
and irreversible aggregation, i.e. coagulation, occurs.
If the secondary minimum is smaller than kT, the
particles will not aggregate but will always repel one
another, but if it is significantly larger than kT, a
loose assemblage of particles will form which can
be easily redispersed by shaking, i.e. flocculation
occurs.

The depth of the secondary minimum depends
on the particle size, and particles may need to be of
radius 1 um or greater before the attractive force is
sufficiently great for flocculation to occur.

The height of the primary maximum energy barrier
to coagulation depends on the magnitude of Vy, which
is dependent on ¥, and hence the zeta potential. In
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addition, it depends on electrolyte concentration via
k, the Debye-Hiickel reciprocal length parameter.
Addition of electrolyte compresses the double layer
and reduces the zeta potential; this has the effect of
lowering the primary maximum and deepening the
secondary minimum (Fig. 5.5). This latter means
that there will be an increased tendency for particles
to flocculate in the secondary minimum, and this is
the principle of the controlled flocculation approach
to pharmaceutical suspension formulation described
later. The primary maximum may also be lowered
(and the secondary minimum deepened) by adding
substances, such as ionic surface-active agents, which
are specifically adsorbed within the Stern layer. Here
s is reduced and hence the zeta potential; the double
layer is usually not compressed.

Stability of lyophilic systems

Solutions of macromolecules, lyophilic colloidal sols,
are stabilized by a combination of electrical double
layer interaction and solvation, and both of these
stabilizing factors must be sufficiently weakened
before attraction predominates and the colloidal
particles coagulate. For example, gelatin has a suf-
ficiently strong affinity for water to be soluble even
at its isoelectric pH, where there is no double layer
interaction.

Hydrophilic colloids are unaffected by the small
amounts of added electrolyte which cause hydrophobic
sols to coagulate. However, when the concentration
of electrolyte is high, particularly with an electrolyte
whose ions become strongly hydrated, the colloidal
material loses its water of solvation to these ions and
coagulates, i.e. a ‘salting-out’ effect occurs.

Variation in the degree of solvation of different
hydrophilic colloids affects the concentration of
soluble electrolyte required to produce their

coagulation and precipitation. The components of a
mixture of hydrophilic colloids can therefore be
separated by a process of fractional precipitation,
which involves the salting out of the various compo-
nents at different concentrations of electrolyte. This
technique is used in the purification of antitoxins.

Lyophilic colloids can be considered to become
lyophobic by the addition of solvents such as acetone
and alcohol. The particles become desolvated and
are then very sensitive to precipitation by added
electrolyte.

Coacervation and microencapsulation. Coacerva-
tion is the separation of a colloid-rich layer from a
lyophilic sol as the result of the addition of another
substance. This layer, which is present in the form
of an amorphous liquid, constitutes the coacervate.
Simple coacervation may be brought about by a
salting-out effect on addition of electrolyte or addition
of a nonsolvent. Complex coacervation occurs when
two oppositely charged lyophilic colloids are mixed,
e.g. gelatin and acacia. Gelatin at a pH below its
isoelectric point is positively charged, and acacia above
about pH 3 is negatively charged; a combination of
solutions at about pH 4 results in coacervation. Any
large ions of opposite charge, e.g. cationic surface-
active agents (positively charged) and dyes used for
colouring aqueous mixtures (negatively charged), may
react in a similar way.

If the coacervate is formed in a stirred suspension
of an insoluble solid, the macromolecular material
will surround the solid particles. The coated particles
can be separated and dried, and this technique forms
the basis of one method of microencapsulation. A
number of drugs, including aspirin, have been coated
in this manner. The coating protects the drug from
chemical attack, and microcapsules may be given
orally to prolong the action of the medicament.
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Fig. 5.6 ¢ Flocs formed by (a) polymer bridging and (b) polyelectrolyte bridging in the presence of divalent ions of

opposite charge.

Effect of addition of macromolecular material
to lyophobic colloidal sols. When added in
small amounts, many polyelectrolyte and polymer
molecules (lyophilic colloids) can adsorb simultane-
ously onto two particles and are long enough to bridge
the energy barrier between the particles. This can
even occur with neutral polymers when the lyophobic
particles have a high zeta potential (and would thus
be considered a stable sol). A structured floc results
(Fig. 5.6a).

With polyelectrolytes, where the particles and
polyelectrolyte have charge of the same sign, floc-
culation can often occur when divalent and trivalent
ions are added to the system (see Fig. 5.6b). These
complete the ‘bridge’, and only very low concentra-
tions of these ions are needed. Use is made of this
property of small quantities of polyelectrolytes and
polymers in removing colloidal material, resulting
from sewage, in water purification.

On the other hand, if larger amounts of polymer
are added, sufficient to cover the surface of the
particles, then a lyophobic sol may be stabilized to
coagulation by added electrolyte — the so-called steric
stabilization or protective colloid effect.

Steric stabilization (protective colloid action)

It has long been known that nonionic polymeric
materials such as gums, nonionic surface-active agents
and methylcellulose adsorbed at the particle surface
can stabilize a lyophobic sol to coagulation even in
the absence of a significant zeta potential. The approach
of two particles with adsorbed polymer layers results
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in a steric interaction when the layers overlap, leading
to repulsion. In general, the particles do not approach
each other closer than about twice the thickness of
the adsorbed layer, and hence passage into the primary
minimum is inhibited. An additional term has thus
to be included in the potential energy of interaction
for what is called steric stabilization, Vs:

VT = VA + VR + ‘/s
(5.26)

The effect of Vs on the potential energy against
distance between particles is seen in Fig. 5.7, showing
that repulsion is generally seen at all shorter distances
provided that the adsorbed polymeric material does
not move from the particle surface.

Steric repulsion can be explained by reference
to the free energy changes that occur when two
polymer-covered particles interact. Free energy AG,
enthalpy AH and entropy AS changes are related
according to

AG = AH - TAS
(5.27)

The second law of thermodynamics implies that a
positive value of AG is necessary for dispersion stabil-
ity, a negative value indicating that the particles have
aggregated.

A positive value of AG can arise in a number of
ways; for example, when AH and AS are both negative
and TAS > AH. Here the effect of the entropy change
opposes aggregation and outweighs the enthalpy term;
this is termed entropic stabilization. Interpenetration
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Fig. 5.7 * Total potential energy of interaction versus distance for two particles, showing the effect of the steric
stabilization term Vs (a) in the absence of electrostatic repulsion, the solid line representing Vi = Vi + Vs, and (b) in
the presence of electrostatic repulsion, the solid line representing Vy = Vg + Vi + V.

and compression of the polymer chains decrease the
entropy as these chains become more ordered. Such
a process is not spontaneous: ‘work’ must be expended
to interpenetrate and compress any polymer chains
existing between the colloidal particles, and this work
is a reflection of the repulsive potential energy. The
enthalpy of mixing of these polymer chains will also
be negative. Stabilization by these effects occurs in
nonaqueous dispersions.

Again, a positive AG occurs if both AH and AS
are positive and TAS < AH. Here enthalpy aids
stabilization, entropy aids aggregation. Consequently,
this effect is termed enthalpic stabilization and is
common with aqueous dispersions, particularly where
the stabilizing polymer has polyoxyethylene chains.
Such chains are hydrated in aqueous solution due to
H-bonding between water molecules and the ‘ether
oxygens’ of the ethylene oxide groups. The water
molecules have thus become more structured and
lost degrees of freedom. When interpenetration and
compression of ethylene oxide chains occur, there is
an increased probability of contact between ethylene
oxide groups, resulting in some of the bound water
molecules being released (Fig. 5.8). The released
water molecules have greater degrees of freedom
than those in the bound state. For this to occur, they
must be supplied with energy, obtained from heat

S O

()

Fig. 5.8 * Enthalpic stabilization. (a) Particles with
stabilizing polyoxyethylene chains and hydrogen-bonded
water molecules. (b) Stabilizing chains overlap, water
molecules released, resulting in positive AH.

absorption, i.e. there is a positive enthalpy change.
Although there is a decrease in entropy in the interac-
tion zone, as with entropic stabilization, this is
overridden by the increase in the configurational
entropy of the released water molecules.
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Fig. 5.9 ¢ Gel structure. (a) Flocculated lyophobic sol,

e.g. aluminium hydroxide. (b) ‘Card house’ floc of clays,
e.g. bentonite.
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Gels

The majority of gels are formed by aggregation of
colloidal sol particles; the solid or semisolid system
so formed being interpenetrated by a liquid. The
particles link together to form an interlaced network,
thus imparting rigidity to the structure; the continuous
phase is held within the meshes. Often only a small
percentage of disperse phase is required to impart
rigidity; for example, 1% agar in water produces a firm
gel. A gel that is rich in liquid may be called a jelly;
if the liquid is removed and only the gel framework
remains, this is termed a xerogel. Sheet gelatin, acacia
tears and tragacanth flakes are all xerogels.

Types of gel

Gelation of lyophobic sols

Gels may be flocculated lyophobic sols where the
gel can be regarded as a continuous floccule (Fig.
5.9a). Examples are aluminium hydroxide and
magnesium hydroxide gels.

Clays such as bentonite, aluminium magnesium
silicate (Veegum) and to some extent kaolin form
gels by flocculation in a special manner. They are
hydrated aluminium (aluminium/magnesium) silicates
whose crystal structure is such that they exist as flat
plates. The flat part or ‘Tace’ of the particle carries
a negative charge due to O~ atoms and the edge of
the plate carries a positive charge due to AI*/Mg**
atoms. As a result of electrostatic attraction between
the face and the edge of different particles, a gel
structure is built up, forming what is usually known
as a ‘card house floc’ (see Fig. 5.9b).

The forces holding the particles together in this
type of gel are relatively weak — van der Waals
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Fig. 5.10 ¢ Poly(2-hydroxyethyl methacrylate) cross-
linked with ethylene glycol dimethacrylate.

forces in the secondary minimum flocculation of
aluminium hydroxide, electrostatic attraction in
the case of the clays. Because of this, these gels
show the phenomenon of thixotropy, a nonchemical
isothermal gel-sol-gel transformation. If a thixotropic
gel is sheared (e.g. by simple shaking), these weak
bonds are broken and a lyophobic sol is formed. On
standing, the particles collide, flocculation occurs
and the gel is reformed. Flocculation in gels is the
reason for their anomalous rheological properties (see
Chapter 6). This phenomenon of thixotropy is used
in the formulation of pharmaceutical suspensions, e.g.
bentonite in calamine lotion, and in the paint industry.

Gelation of lyophilic sols

Gels formed by lyophilic sols can be divided into
two groups depending on the nature of the bonds
between the chains of the network. Gels of type I
are irreversible systems with a three-dimensional
network formed by covalent bonds between the
macromolecules. Typical examples of this type of gel
are the swollen networks that have been formed by
the polymerization of monomers of water-soluble
polymers in the presence of a cross-linking agent.
For example, poly(2-hydroxyethyl methacrylate)
[poly(HEMA)], cross-linked with ethylene glycol
dimethacrylate [EGDMA], forms a three-dimensional
structure (Fig. 5.10) that swells in water but cannot
dissolve because the cross-links are stable. Such
polymers have been used in the fabrication of expand-
ing implants that imbibe body fluids and swell to a
predetermined volume. Implanted in the dehydrated
state, these polymers swell to fill a body cavity or
give form to surrounding tissues. They also find use
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Fig. 5.11 e Polyoxyethylene-polyoxypropylene-
polyoxyethylene block copolymers. (a) Micelle formation.
(b) Formation of a cubic gel phase by packing of
micelles.

in the fabrication of implants for the prolonged release
of drugs, such as antibiotics, into the immediate
environment of the implant.

Type II gels are held together by much weaker
intermolecular bonds such as hydrogen bonds. These
gels are heat reversible, a transition from the sol to
gel occurring on either heating or cooling. Poly(vinyl
alcohol) solutions, for example, gel on cooling to
below a certain temperature referred to as the gel
point. Because of their gelling properties, poly(vinyl
alcohol)s are used as jellies for application of drugs to
the skin. On application, the gel dries rapidly, leaving
a plastic film with the drug in intimate contact with
the skin. Concentrated aqueous solutions of high
molecular weight polyoxyethylene-polyoxypropylene-
polyoxyethylene block copolymers, commercially
available as Pluronic™ or Synperonic™ surfactants,
form gels on being heated. These compounds
are amphiphilic and many form micelles with a
hydrophobic core comprising the polyoxypropylene
blocks, surrounded by a shell of the hydrophilic
polyoxyethylene chains. Unusually, water is a poorer
solvent for these compounds at higher temperatures,
and consequently warming a solution with a con-
centration above the critical micelle concentration
(CMCQ) leads to the formation of more micelles. If
the solution is sufficiently concentrated, gelation may
occur as the micelles pack so closely as to prevent
their movement (Fig. 5.11). Gelation is a reversible
process, the gels returning to the sol state on cooling.

Surface-active agents

Certain compounds, because of their chemical
structure, have a tendency to accumulate at the
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boundary between two phases (see Chapter 4 for
further information on surfaces and interfaces). Such
compounds are termed amphiphiles, surface-active
agents or surfactants. The adsorption at the various
interfaces between solids, liquids and gases results
in changes in the nature of the interface which are
of considerable importance in pharmacy. Thus, the
lowering of the interfacial tension between oil and
water phases facilitates emulsion formation, the adsorp-
tion of surfactants on insoluble particles enables these
particles to be dispersed in the form of a suspension,
their adsorption on solid surfaces enables these surfaces
to be more readily wetted, and the incorporation of
insoluble compounds within micelles of the surfactant
can lead to the production of clear solutions.

Surface-active compounds are characterized by
having two distinct regions in their chemical structure,
a hydrophilic (water-liking) region and a hydrophobic
(water-hating) region. The existence of two such
regions in a molecule is referred to as amphipathy
and the molecules are consequently often referred
to as amphipathic molecules. The hydrophobic por-
tions are usually saturated or unsaturated hydrocarbon
chains or, less commonly, heterocyclic or aromatic
ring systems. The hydrophilic regions can be anionic,
cationic or nonionic. Surfactants are generally classified
according to the nature of the hydrophilic group.
Typical examples are given in Table 5.3.

Many water-soluble drugs have also been reported
to be surface active, this surface activity being a
consequence of the amphipathic nature of the drugs.
The hydrophobic portions of the drug molecules are
usually more complex than those of typical surface-
active agents, being composed of aromatic or hetero-
cyclic ring systems. Examples include tranquillizers
such as chlorpromazine which are based on the large
tricyclic phenothiazine ring system; antidepressant
drugs such as imipramine which also possess tricyclic
ring systems; and antihistamines such as diphenhy-
dramine which are based on a diphenylmethane group.
Further examples of surface-active drugs are given
in Attwood & Florence (1983).

Surface activity

The dual structure of amphipathic molecules is the
unique feature that is responsible for the surface
activity of these compounds. It is a consequence of
their adsorption at the solution—air interface, the
means by which the hydrophobic region of the
molecule ‘escapes’ from the hostile aqueous

77



Scientific principles of dosage form design

Table 5.3 Classification of surface-active agents

Anionic
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Alkyl betaine Phosphatidylcholine (lecithin)
Nonionic

AAAAANEA,

Alcohol ethoxylate

environment by protruding into the vapour phase
above. Similarly, adsorption at the interface between
water and an immiscible nonaqueous liquid occurs
in such a way that the hydrophobic group is in solution
in the nonaqueous phase, leaving the hydrophilic
group in contact with the aqueous solution.

As discussed in Chapter 4, the molecules at the
surface of a liquid are not completely surrounded by
other like molecules as they are in the bulk of the
liquid. As a result, there is a net inward force of
attraction exerted on a molecule at the surface from
the molecules in the bulk solution, which results in
a tendency for the surface to contract. The contraction
of the surface is spontaneous; that is, it is accompanied
by a decrease in free energy. The contracted surface
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thus represents a minimum free energy state, and
any attempt to expand the surface must involve an
increase in the free energy. The surface tension is a
measure of the contracting power of the surface.
Surface-active molecules in aqueous solution orient
themselves at the surface in such a way as to remove
the hydrophobic group from the aqueous phase and
hence achieve a minimum free energy state. As a
result, some of the water molecules at the surface
are replaced by nonpolar groups. The attractive forces
between these groups and the water molecules, or
between the groups themselves, are less than those
existing between water molecules. The contracting
power of the surface is thus reduced and so therefore
is the surface tension.



A similar imbalance of attractive forces exists at
the interface between two immiscible liquids. The
value of the interfacial tension is generally between
those of the surface tensions of the two liquids
involved except where there is interaction between
them. Intrusion of surface-active molecules at the
interface between two immiscible liquids leads to a
reduction of interfacial tension, in some cases to such
a low level that spontaneous emulsification of the
two liquids occurs.

Micelle formation

The surface tension of a surfactant solution decreases
progressively with increase of concentration as more
surfactant molecules enter the surface or interfacial
layer. However, at a certain concentration this layer
becomes saturated, and an alternative means of
shielding the hydrophobic group of the surfactant
from the aqueous environment occurs through the
formation of aggregates (usually spherical) of colloidal
dimensions, called micelles. The hydrophobic chains
form the core of the micelle and are shielded from
the aqueous environment by the surrounding shell
composed of the hydrophilic groups that serve to
maintain solubility in water.

The concentration at which micelles first form in
solution is termed the critical micelle concentration
(CMCQC). This onset of micelle formation can be
detected by a variety of experimental techniques. When
physical properties such as surface tension, conductiv-
ity, osmotic pressure, solubility and light-scattering
intensity are plotted as a function of concentration
(Fig. 5.12), a change of slope occurs at the CMC,
and such techniques can be used to measure its value.
The CMC decreases with increase of the length of
the hydrophobic chain. With nonionic surfactants,
which are typically composed of a hydrocarbon chain
and an oxyethylene chain (see Table 5.3), an increase
of the hydrophilic oxyethylene chain length causes
an increase of the CMC. Addition of electrolytes to
ionic surfactants decreases the CMC and increases
the micellar size. The effect is simply explained in
terms of a reduction in the magnitude of the forces
of repulsion between the charged head groups in
the micelle, allowing the micelles to grow and also
reducing the work required for their formation.

The primary reason for micelle formation is the
attainment of a state of minimum free energy. The
free energy change, AG, of a system is dependent
on changes in both the entropy, S, and the enthalpy,
H, which are related by the expression AG = AH
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Fig. 5.12 ¢ Solution properties of an ionic surfactant as
a function of concentration, c: Osmotic pressure against
¢ (A); solubility of a water-insoluble solubilizate against ¢
(B); intensity of light scattered by the solution against ¢
(C); surface tension against log ¢ (D); molar conductivity
against vc (E).

—TAS (as previously discussed — see Eq. 5.27). For
a micellar system at normal temperatures, the entropy
term is by far the most important in determining
the free energy changes (TAS constitutes approxi-
mately 90% to 95% of the AG value). The explanation
most generally accepted for the entropy change is
concerned with the structure of water. Water pos-
sesses a relatively high degree of structure due to
hydrogen bonding between adjacent molecules. If an
ionic or strongly polar solute is added to water, it
will disrupt this structure, but the solute molecules
can form hydrogen bonds with the water molecules
that more than compensate for the disruption or
distortion of the bonds existing in pure water. lonic
and polar materials thus tend to be easily soluble in
water. No such compensation occurs with nonpolar
groups, and their solution in water is accordingly
resisted, the water molecules forming extra structured
clusters around the nonpolar region. This increase in
structure of the water molecules around the hydro-
phobic groups leads to a large negative entropy change.
To counteract this, and achieve a state of minimum
free energy, the hydrophobic groups tend to withdraw
from the aqueous phase, either by orienting them-
selves at the interface with the hydrocarbon chain
away from the aqueous phase or by self-association
into micelles.

This tendency for hydrophobic materials to be
removed from water, due to the strong attraction of
water molecules for each other and not for the
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hydrophobic solute, has been termed hydrophobic
bonding. However, because there is no actual bonding
between the hydrophobic groups, the phenomenon
is best described as the hydrophobic effect. When the
nonpolar groups approach each other until they are
in contact, there will be a decrease in the total number
of water molecules in contact with the nonpolar
groups. The formation of the hydrophobic bond in
this way is thus equivalent to the partial removal of
hydrocarbon from an aqueous environment and a
consequent loss of the ice-like structuring which
always surrounds the hydrophobic molecules. The
increase in entropy and decrease in free energy which
accompany the loss of structuring make the formation
of the hydrophobic bond an energetically favourable
process. An alternative explanation of the free energy
decrease emphasizes the increase in internal freedom
of the hydrocarbon chains which occurs when these
chains are transferred from the aqueous environment,
where their motion is restrained by the hydrogen-
bonded water molecules, to the interior of the micelle.
It has been suggested that the increased mobility of
the hydrocarbon chains, and of course their mutual
attraction, constitutes the principal hydrophobic factor
in micellization.

It should be emphasized that micelles are in
dynamic equilibrium with monomer molecules in
solution, continuously breaking down and reforming.
It is this factor that distinguishes micelles from other
colloidal particles and the reason why they are called
association colloids. The concentration of surfactant
monomers in equilibrium with the micelles stays
approximately constant at the CMC value when the
solution concentration is increased above the CMC,
i.e. the added surfactant all goes to form micelles.

A typical micelle is a spherical or near-spherical
structure composed of some 50-100 surfactant
molecules. Its shape is determined by the geometry
of the surfactant molecule, which can be represented
by a dimensionless parameter called the critical packing
parameter (CPP), defined by the ratio v/la, where
v is the volume of one chain, a is the cross-sectional
area of the head group and [ is the extended length
of the alkyl chain of the surfactant. Spherical micelles
are formed when CPP is less than or equal to one-third,
which is the case for surfactants with a single hydro-
phobic chain and a simple ionic or nonionic head
group. Most surfactants of pharmaceutical interest
are of this type. Surfactants having a second alkyl
chain have larger CPP values (approximating to 1)
because of the increase in v, and form nonspherical
structures such as bilayers from which vesicles may
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be produced. Although in pharmaceutical formulation
we are mainly concerned with surfactants in aqueous
solution, it should be noted that micelles may also
form in nonaqueous media. In these so-called reverse
micelles, the hydrophilic groups form the micelle
core and are shielded from the nonaqueous environ-
ment by the hydrophobic chains. The CPP associated
with reverse micelles is usually greater than 1.

The radius of spherical micelles in aqueous solu-
tions will be slightly less than that of the extended
hydrocarbon chain (approximately 2.5 nm), with the
interior core of the micelle having the properties of
a liquid hydrocarbon. For ionic micelles, about 70%
to 80% of the counterions will be attracted close to
the micelle, thus reducing the overall charge. The
compact layer around the core of an ionic micelle
which contains the head groups and the bound
counterions is called the Stern layer (Fig. 5.13a). The
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Fig. 5.13 ¢ (a) Partial cross section of an anionic micelle
and (b) a nonionic micelle.



outer surface of the Stern layer is the shear surface
of the micelle. The core and the Stern layer together
constitute what is termed the ‘kinetic micelle’. Sur-
rounding the Stern layer is a diffuse layer called the
Gouy—Chapman electrical double layer that contains
the remaining counterions required to neutralize the
charge on the kinetic micelle. The thickness of the
double layer is dependent on the ionic strength of
the solution and is greatly compressed in the presence
of electrolyte. Nonionic micelles have a hydrophobic
core surrounded by a shell of oxyethylene chains
which is often termed the palisade layer (see Fig.
5.13b). As well as the water molecules that are
hydrogen bonded to the oxyethylene chains, this layer
is also capable of mechanically entrapping a consider-
able number of water molecules. Micelles of nonionic
surfactants tend, as a consequence, to be highly
hydrated. The outer surface of the palisade layer
forms the shear surface; that is, the hydrating mol-
ecules form part of the kinetic micelle.

Solubilization

As outlined previously, the interior core of a micelle
can be considered as having the properties of a liquid
hydrocarbon and is thus capable of dissolving materials
that are soluble in such liquids. This process, whereby
water-insoluble or partly soluble substances are
brought into aqueous solution by incorporation into
micelles, is termed solubilization. The site of solu-
bilization within the micelle is closely related to the
chemical nature of the solubilizate. It is generally
accepted that nonpolar solubilizates (e.g. aliphatic
hydrocarbons) are dissolved in the hydrocarbon core
(Fig. 5.14a). Water-insoluble compounds containing
polar groups are oriented with the polar group at the
surface of the ionic micelle amongst the micellar
charged head groups, and the hydrophobic group
buried inside the hydrocarbon core of the micelle
(see Fig. 5.14b). Slightly polar solubilizates without
a distinct amphiphilic structure are partitioned
between the micelle surface and core (see Fig. 5.14c).
Solubilization in nonionic polyoxyethylated surfactants
can also occur in the polyoxyethylene shell (palisade
layer) which surrounds the core (see Fig. 5.14d);
thus p-hydroxybenzoic acid is solubilized entirely
within this region hydrogen bonded to the ethylene
oxide groups, whilst esters such as the parabens are
located at the shell-core junction.

The maximum amount of solubilizate that can
be incorporated into a given system at a fixed
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Fig. 5.14 e Sites of solubilization in ionic and nonionic
micelles. (a) Nonpolar solubilizate; (b) amphipathic
solubilizate; (c) slightly polar solubilizate; (d) polar
solubilizate in polyoxyethylene shell of a nonionic micelle.

concentration is termed the maximum additive
concentration (MAC). The simplest method of
determining the MAC is to prepare a series of vials
containing surfactant solution of known concentration.
Increasing concentrations of solubilizate are added
and the vials are then sealed and agitated until
equilibrium conditions are established. The maximum
concentration of solubilizate forming a clear solution
can be determined by visual inspection or from turbid-
ity measurements on the solutions. Solubility data
are expressed as a solubility versus concentration
curve or as phase diagrams. The latter are preferable
since a three-component phase diagram completely
describes the effect of varying all three components
of the system: namely, the solubilizate, the solubilizer
and the solvent.

Pharmaceutical applications
of solubilization

A wide range of insoluble drugs have been formulated
using the principle of solubilization, some of which
will be considered here.

Phenolic compounds such as cresol, chlorocresol,
chloroxylenol and thymol are frequently solubilized
with a soap to form clear solutions which are widely
used for disinfection. Pharmacopoeial solutions of
chloroxylenol, for example, contain 5% v/v chlorox-
ylenol with terpineol in an alcoholic soap solution.
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Nonionic surfactants can be used to solubilize
iodine; such iodine-surfactant systems (referred to as
iodophors) are more stable than iodine—iodide system:s.
They are preferable in instrument sterilization since
corrosion problems are reduced. Loss of iodine by
sublimation from iodophor solutions is significantly less
than from simple iodine solutions. There is also evidence
of an ability of the iodophor solution to penetrate hair
follicles of the skin, so enhancing the activity.

The low solubility of steroids in water presents a
problem in their formulation for ophthalmic use.
Because such formulations are required to be optically
clear, it is not possible to use oily solutions or suspen-
sions, and there are many examples of the use of
nonionic surfactants as a means of producing clear
solutions which are stable to sterilization. In most
formulations, solubilization has been effected using
polysorbates or polyoxyethylene sorbitan esters of
fatty acids.

The polysorbate nonionics have also been employed
in the preparation of aqueous injections of the water-
insoluble vitamins A, D, E and K.

Whilst solubilization is an excellent means of
producing an aqueous solution of a water-insoluble
drug, it should be realized that it may well have
effects on the drug’s activity and absorption charac-
teristics. As a generalization, it may be said that low
concentrations of surface-active agents increase
absorption, possibly due to enhanced contact of the
drug with the absorbing membrane, whilst concentra-
tions above the CMC either produce no additional
effect or cause decreased absorption. In the latter
case the drug may be held within the micelles such
that the concentration available for absorption is
reduced. For a wider appreciation of this topic, the
review by Attwood & Florence (1983) can be
consulted.

Solubilization and drug stability

Solubilization has been shown to have a modifying
effect on the rate of hydrolysis of drugs. Nonpolar
compounds solubilized deep in the hydrocarbon
core of a micelle are likely to be better protected
against attack by hydrolysing species than more polar
compounds located closer to the micellar surface.
For example, the alkaline hydrolysis of benzocaine
and homatropine in the presence of several nonionic
surfactants is retarded, the less polar benzocaine
showing a greater increase in stability compared to
homatropine because of its deeper penetration into
the micelle. An important factor in considering the
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breakdown of a drug located close to the micellar
surface is the ionic nature of the surface-active agent.
For base-catalysed hydrolysis, anionic micelles should
give an enhanced protection due to repulsion of the
attacking OH™ group. For cationic micelles there should
be the converse effect. Whilst this pattern has been
found, enhanced protection by cationic micelles also
occurs, suggesting that in these cases the positively
charged polar head groups hold the OH™ groups and
thus block their penetration into the micelle.

Protection from oxidative degradation has also
been found with solubilized systems.

As indicated earlier, drugs may be surface active.
Such drugs form micelles and this self-association
has been found in some cases to increase the drug’s
stability. Thus micellar solutions of penicillin G have
been reported to be 2.5 times more stable than
monomeric solutions under conditions of constant
pH and ionic strength.

Detergency

Detergency is a complex process whereby surfactants
are used for the removal of foreign matter from solid
surfaces, be it removal of dirt from clothes or cleansing
of body surfaces. The process includes many of the
actions characteristic of specific surfactants. Thus,
the surfactant must have good wetting characteristics
so that the detergent can come into intimate contact
with the surface to be cleaned. The detergent must
have the ability to remove the dirt into the bulk of
the liquid; the dirt—-water and solid-water interfacial
tensions are lowered and thus the work of adhesion
between the dirt and solid is reduced, so that the
dirt particle may be easily detached. Once removed,
the surfactant can be adsorbed at the particle surface,
creating charge and hydration barriers which prevent
deposition. If the dirt is oily, it may be emulsified
or solubilized.

Coarse disperse systems

Suspensions

A pharmaceutical suspension is a coarse dispersion
in which insoluble particles, generally greater than
1 um in diameter, are dispersed in a liquid medium,
usually aqueous.

An aqueous suspension is a useful formulation
system for administering an insoluble or poorly soluble



drug. The large surface area of the dispersed drug
ensures a high availability for dissolution and hence
absorption. Aqueous suspensions may also be used
for parenteral and ophthalmic use and provide a
suitable form for the application of dermatological
materials to the skin. Suspensions are used similarly
in veterinary practice, and a closely allied field is that
of pest control. Pesticides are frequently presented
as suspensions for use as fungicides, insecticides,
ascaricides and herbicides.

An acceptable suspension possesses certain desir-
able qualities, amongst which are the following: the
suspended material should not settle too rapidly; the
particles which do settle to the bottom of the con-
tainer must not form a hard mass but should be
readily dispersed into a uniform mixture when the
container is shaken; and the suspension must not be
too viscous to pour freely from the orifice of the
bottle or to flow through a syringe needle.

Physical stability of a pharmaceutical suspension
may be defined as the condition in which the particles
do not aggregate and in which they remain uniformly
distributed throughout the dispersion. Since this ideal
situation is seldom realized, it is appropriate to add
that if the particles do settle, they should be easily
resuspended by a moderate amount of agitation.

The major difference between a pharmaceutical
suspension and a colloidal dispersion is one of the
size of the dispersed particles, with the relatively
large particles of a suspension liable to sedimentation
due to gravitational forces. Apart from this, suspen-
sions show most of the properties of colloidal systems.
The reader is referred to Chapter 26 for an account
of the formulation of suspensions.

Controlled flocculation

A suspension in which all the particles remain discrete
would, in terms of the DLVO theory, be considered
to be stable. However, with pharmaceutical suspen-
sions, in which the solid particles are very much
coarser, such a system would sediment because of
the size of the particles. The electrical repulsive forces
between the particles allow the particles to slip past
one another to form a close-packed arrangement at
the bottom of the container, with the small particles
filling the voids between the larger ones. The super-
natant liquid may remain cloudy after sedimentation
due to the presence of colloidal particles that will
remain dispersed. Those particles lowermost in the
sediment are gradually pressed together by the weight
of the ones above. The repulsive barrier is thus
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overcome, allowing the particles to pack closely
together. Physical bonding leading to ‘cake’ or ‘clay’
formation may then occur due to the formation of
bridges between the particles resulting from crystal
growth and hydration effects, forces greater than
agitation usually being required to disperse the sedi-
ment. Coagulation in the primary minimum, resulting
from a reduction in the zeta potential to a point
where attractive forces predominate, thus produces
coarse compact masses with a ‘curdled’ appearance,
which may not be readily dispersed.

On the other hand, particles flocculated in the
secondary minimum form a loosely bonded structure,
called a flocculate or floc. A suspension consisting of
particles in this state is said to be flocculated. Although
sedimentation of flocculated suspensions is fairly
rapid, a loosely packed, high-volume sediment is
obtained in which the flocs retain their structure and
the particles are easily resuspended. The supernatant
liquid is clear because the colloidal particles are
trapped within the flocs and sediment with them.
Secondary minimum flocculation is therefore a desir-
able state for a pharmaceutical suspension.

Particles having a radius greater than 1 pm should,
unless highly charged, show a sufficiently deep second-
ary minimum for flocculation to occur because the
attractive force between particles, V,, depends on
particle size. Other contributing factors to secondary
minimum flocculation are shape (asymmetric particles,
especially those that are elongated, being more sat-
isfactory than spherical ones) and concentration. The
rate of flocculation depends on the number of particles
present, so that the greater the number of particles,
the more collisions there will be and flocculation is
more likely to occur. However, it may be necessary,
as with highly charged particles, to control the depth
of the secondary minimum to induce a satisfactory
flocculation state. This can be achieved by addition
of electrolytes or ionic surface-active agents which
reduce the zeta potential and hence V%, resulting in
the displacement of the whole of the DLVO plot to
give a satisfactory secondary minimum, as indicated
in Fig. 5.5. The production of a satisfactory secondary
minimum leading to floc formation in this manner
is termed controlled flocculation.

A convenient parameter for assessing a suspension
is the sedimentation volume ratio, F, which is defined
as the ratio of the final settled volume, V, to the
original volume, V:

F=V,/V,
(5.28)
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The ratio F gives a measure of the aggregated—
deflocculated state of a suspension and may usefully
be plotted, together with the measured zeta potential,
against the concentration of the additive, enabling
an assessment of the state of the dispersion to be
made in terms of the DLVO theory. The appearance
of the supernatant liquid should be noted and the
redispersibility of the suspensions evaluated.

It should be pointed out that in using the controlled
flocculation approach to suspension formulation, it
is important to work at a constant, or narrow, pH
range because the magnitude of the charge on the
drug particle can vary greatly with pH.

Other additives such as flavouring agents may also
affect particle charge.

Steric stabilization of suspensions

As described earlier in this chapter, colloidal particles
may be stabilized against coagulation in the absence
of a charge on the particles by the use of nonionic
polymeric material — the concept of steric stabilization
or protective colloid action. This concept may be
applied to pharmaceutical suspensions where naturally
occurring gums such as tragacanth and synthetic
materials such as nonionic surfactants and cellulose
polymers may be used to produce satisfactory suspen-
sions. These materials may increase the viscosity of
the aqueous vehicle and thus slow the rate of sedi-
mentation of the particles, but they will also form
adsorbed layers around the particles such that the
approach of their surfaces and aggregation to the
coagulated state is hindered.

Repulsive forces arise as the adsorbed layers
interpenetrate and, as explained previously, these
have an enthalpic component due to release of
water of solvation from the polymer chains and an
entropic component due to movement restriction.
As a result, the particles will not usually approach
one another closer than twice the thickness of the
adsorbed layer.

However, as indicated in the discussion on con-
trolled flocculation, from a pharmaceutical point of
view an easily dispersed aggregated system is desirable.
To produce this state, a balance between attractive
and repulsive forces is required. This is not achieved
by all polymeric materials, and the equivalent of
deflocculated and caked systems may be produced.
The balance of forces appears to depend on both the
thickness and the concentration of the polymer in
the adsorbed layer. These parameters determine the
Hamaker constant and hence the attractive force,
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which must be large enough to cause aggregation of
the particles comparable to flocculation. The steric
repulsive force, which depends on the concentration
and degree of solvation of the polymer chains, must
be of sufficient magnitude to prevent close approach
of the uncoated particles, but low enough so that
the attractive force is dominant, leading to aggregation
at about twice the adsorbed layer thickness. It has
been found, for example, that adsorbed layers of
certain polyoxyethylene-polyoxypropylene block
copolymers will product satisfactory flocculated
systems, whilst many nonylphenyl ethoxylates will
not. With both types of surfactant, the molecular
moieties producing steric repulsion are hydrated
ethylene oxide chains, but the concentration of these
in the adsorbed layers varies, giving the results
indicated previously.

Wetting problems

One of the problems encountered in dispersing solid
materials in water is that the powder may not be
readily wetted (explained in Chapter 4). This may
be due to entrapped air or to the fact that the solid
surface is hydrophobic. The wettability of a powder
may be described in terms of the contact angle, 6,
which the powder makes with the surface of the
liquid. This is described by

Yiv €088 = Ysv —¥sL

or
Ysv = YsL *+YLv cosf

or
9= Ysv —¥sL
Yiv

Cos

(5.29)

where %y, %. and %y are the respective interfacial
tensions.

For a liquid to completely wet a powder, there
should be a decrease in the surface free energy as a
result of the immersion process. Once the particle
is submerged in the liquid, the process of spreading
wetting becomes important. In most cases where
water is involved, the reduction of contact angle may
only be achieved by reducing the magnitude of yy
and . by the use of a wetting agent. The wetting
agents are surfactants that not only reduce %y but
also adsorb onto the surface of the powder, thus
reducing ¥%.. Both of these effects reduce the contact
angle and improve the dispersibility of the powder.



Problems may arise because of the build-up of an
adhering layer of suspension particles on the walls
of the container just above the liquid line that occurs
as the walls are repeatedly wetted by the suspension.
This layer subsequently dries to form a hard, thick
crust. Surfactants reduce this adsorption by coating
both the container and particle surfaces such that
they repel, reducing adsorption.

Rheological properties of suspensions

Flocculated suspensions tend to exhibit plastic or
pseudoplastic flow, depending on the concentration,
while concentrated deflocculated dispersions tend
to be dilatant (see Chapter 6). This means that the
apparent viscosity of flocculated suspensions is rela-
tively high when the applied shearing stress is low,
but it decreases as the applied stress increases and
the attractive forces producing the flocculation are
overcome. Conversely, the apparent viscosity of a
concentrated deflocculated suspension is low at low
shearing stress, but increases as the applied stress
increases. This effect is due to the electrical repulsion
that occurs when the charged particles are forced
close together (see the DLVO plot of the potential
energy of interaction between particles; Fig. 5.4),
causing the particles to rebound, creating voids into
which the liquid flows, leaving other parts of the
dispersion dry. In addition to the rheological problems
associated with particle charge, the sedimentation
behaviour is also, of course, influenced by the rheologi-
cal properties of the liquid continuous phase.

Emulsions

An emulsion is a system comprising two immiscible
liquid phases, one of which is dispersed throughout
the other in the form of fine droplets. A third
component, the emulsifying agent, is necessary to
stabilize the emulsion.

The phase that is present as fine droplets is called
the disperse phase and the phase in which the droplets
are suspended is the continuous phase. Most emulsions
will have droplets with diameters of 0.1 um to
100 um and are inherently unstable systems; smaller
globules exhibit colloidal behaviour and have the
stability of a hydrophobic colloidal dispersion.

Pharmaceutical emulsions usually consist of water
and an oil. o main types of emulsion can exist,
oil-in-water (o/w) and water-in-oil (w/0), depending
on whether the continuous phase is aqueous or oily.

Disperse systems

More complicated emulsion systems may exist; for
example, an oil droplet enclosing a water droplet may
be suspended in water to form a water-in-oil-in-water
emulsion (w/o/w). Such systems, and their o/w/o
counterparts, are termed multiple emulsions and are
of interest as delayed-release drug delivery vehicles.

The pharmaceutical applications of emulsions as
dosage forms are discussed in Chapter 27. Tradition-
ally, emulsions have been used to render oily substances
such as castor oil in a more palatable form. It is
possible to formulate together oil-soluble and water-
soluble medicaments in emulsions, and drugs may
be more easily absorbed owing to the finely divided
condition of emulsified substances.

A large number of bases used for topical preparations
are emulsions, water-miscible ones being o/w type
and greasy bases being w/o type. The administration
of oils and fats by intravenous infusion, as part of a
parenteral nutrition programme, has been made
possible by the use of suitable nontoxic emulsifying
agents such as lecithin. Here, the control of the particle
size of emulsion droplets is of paramount importance
in the prevention of the formation of emboli.

Microemulsions

Microemulsions are homogeneous, transparent systems
which have a very much smaller droplet size (5 nm
to 140 nm) than coarse emulsions, and unlike coarse
emulsions are thermodynamically stable. Moreover,
they form spontaneously when the components are
mixed in the appropriate ratios. They are essentially
swollen micellar systems, but obviously the distinction
between a micelle containing solubilized oil and an
oil droplet surrounded by an interfacial layer largely
composed of surfactant is difficult to assess. They
can be formed as dispersions of oil droplets in water
or water droplets in oil, or as irregular bicontinuous
structures consisting of areas of water separated by
a connected amphiphile-rich interfacial layer. The
type of microemulsion formed is determined by the
nature of the surfactant, in particular its geometry,
and the relative quantities of oil and water. If the
critical packing parameter v/al (where v is the volume
of the surfactant molecule, a is the cross-sectional
area of its head group and [ is the length), has values
between 0 and 1, and small amounts of il are present,
then oil-in-water microemulsions are likely to be
formed. When the critical packing parameter is greater
than 1 and the amount of water is small, water-in-oil
microemulsions are favoured. Values of critical packing
parameter close to unity in systems containing almost
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equal amounts of oil and water can cause bicontinuous
structures to form.

An essential requirement for their formation and
stability is the attainment of a very low interfacial
tension, 7. As a consequence of the small droplet
size, the interfacial area, A, between oil and water
is very large, giving rise to a high interfacial energy,
1A. It is generally not possible to achieve a sufficiently
low interfacial tension (approximately 0.03 mN m
is required for 10 nm droplets) to overcome this
high interfacial energy with a single surfactant and
it is necessary to include a second amphiphile in the
formulation. The second amphiphile, referred to as
the cosurfactant, is usually a medium-chain-length
alcohol, which, although not generally regarded as a
surfactant, nevertheless is able to reduce the interfacial
tension by intercalating between the surfactant
molecules in the interfacial film around the microemul-
sion droplets.

Although microemulsions have many advantages
over coarse emulsions, particularly their transparency
and stability, they require much larger amounts of
surfactant for their formulation, which restricts the
choice of acceptable components.

Theory of emulsion stabilization

Interfacial films

When two immiscible liquids, e.g. liquid paraffin and
water, are shaken together, a temporary emulsion
will be formed. The subdivision of one of the phases
into small globules results in a large increase in the
surface area and hence the interfacial free energy of
the system. The system is thus thermodynamically
unstable, which results, firstly, in the disperse phase
being in the form of spherical droplets (the shape of
the minimum surface area for a given volume) and,
secondly, in coalescence of these droplets, causing phase
separation, the state of minimum surface free energy.

The adsorption of a surface-active agent at the
globule interface will lower the o/w interfacial tension,
the process of emulsification will be made easier and
the stability may be enhanced. However, if a surface-
active agent such as sodium dodecyl sulfate is used,
the emulsion, on standing for a short while, will still
separate out into its constituent phases. On the other
hand, substances such as acacia, which are only slightly
surface active, produce stable emulsions. Acacia forms
a strong viscous interfacial film around the globules,
and it is thought that the characteristics of the
interfacial film are most important in considering the
stability of emulsions.
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Pioneering work on emulsion stability by Schulman
and Cockbain showed that a mixture of an oil-soluble
alcohol such as cholesterol and a surface-active agent
such as sodium cetyl (hexadecyl) sulfate was able to
form a stable complex condensed film at the oil-water
interface. This film was of high viscosity, sufficiently
flexible to permit distortion of the droplets, resisted
rupture and gave an interfacial tension lower than
that produced by either component alone. The
emulsion produced was stable, the charge arising from
the sodium cetyl sulfate contributing to the stability
as described for lyophobic colloidal dispersions. For
complex formation at the interface, the correct ‘shape’
of molecule is necessary. Thus Schulman and Cockbain
found that sodium cetyl sulfate stabilized an emulsion
of liquid paraffin when elaidyl alcohol (the trans
isomer) was the oil-soluble component but not when
the cis isomer, oleyl alcohol was used.

In practice, the oil-soluble and water-soluble
components are dissolved in the appropriate phases,
and on mixing of the two phases, the complex is
formed at the interface. Alternatively, an emulsifying
wax may be used consisting of a blend of the two
components. The wax is dispersed in the oil phase
and the aqueous phase added at the same temperature.
Examples of such mixtures are given in Table 5.4.

This principle is also applied with the nonionic
emulsifying agents. For example, mixtures of sorbitan
monooleate and polyoxyethylene sorbitan esters
(e.g. polysorbate 80) have good emulsifying proper-
ties. Nonionic surfactants are widely used in the
production of stable emulsions and have the advantage
over ionic surfactants of being less toxic and less
sensitive to electrolytes and pH variation. These
emulsifying agents are not charged and there is no
electrical repulsive force contributing to stability.

Table 5.4 Emulsifying waxes

Product Oil-soluble ~ Water-soluble
component  component

Emulsifying Cetostearyl Sodium lauryl sulfate

wax (anionic)  alcohol (sodium dodecyl sulfate)

Cetrimide Cetostearyl Cetrimide

emulsifying alcohol (hexadecyltrimethylammonium

wax bromide)

(cationic)

Cetomacrogol  Cetostearyl Cetomacrogol

emulsifying alcohol (polyoxyethylene

wax monohexadecy! ether)

(nonionic)



It is likely, however, that these substances, and the
cetomacrogol emulsifying wax included in Table 5.4,
sterically stabilize the emulsions as discussed under
suspensions.

Hydrophilic colloids as emulsion stabilizers

A number of hydrophilic colloids are used as emulsify-
ing agents in pharmaceutical science. These include
proteins (gelatin, casein) and polysaccharides (acacia,
cellulose derivatives and alginates). These materials,
which generally exhibit little surface activity, adsorb
at the oil-water interface and form multilayers. Such
multilayers have viscoelastic properties, resist rupture
and presumably form mechanical barriers to coales-
cence. However, some of these substances have
chemical groups which ionize; for example, acacia
consists of salts of arabic acid, and proteins contain
both amino and carboxylic acid groupings, thus
providing electrostatic repulsion as an additional
barrier to coalescence. Most cellulose derivatives are
not charged. However, there is evidence from studies
on solid suspensions that these substances sterically
stabilize, and it would appear probable that there
will be a similar effect with emulsions.

Solid particles in emulsion stabilization

Emulsions may be stabilized by finely divided solid
particles if they are preferentially wetted by one
phase and possess sufficient adhesion for one another
such that they form a film around the dispersed
droplets.

Solid particles will remain at the interface as long
as a stable contact angle, 0, is formed by the liquid-
liquid interface and the solid surface. The particles
must also be of sufficiently low mass for gravitational
forces not to affect the equilibrium. If the solid is
preferentially wetted by one of the phases, then more
particles can be accommodated at the interface if
the interface is convex towards that phase. In other
words, the liquid whose contact angle (measured
through the liquid) is less than 90 degrees will form
the continuous phase (Fig. 5.15). Aluminium and
magnesium hydroxides and clays such as bentonite
are preferentially wetted by water and thus stabilize
o/w emulsions, e.g. liquid paraffin and magnesium
hydroxide emulsion. Carbon black and talc are more
readily wetted by oils and stabilize w/o emulsions.

Emulsion type

When an oil, water and an emulsifying agent are
shaken together, what decides whether an o/w
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Fig. 5.15 ¢ Emulsion stabilization by solid particles.

(a) Preferential wetting of the solid by water, leading to
an oil-in-water emulsion. (b) Preferential wetting of the
solid by oil, leading to a water-in-oil emulsion.

emulsion or a w/o emulsion will be produced? A
number of simultaneous processes have to be con-
sidered; for example, droplet formation, aggregation
and coalescence of droplets, and interfacial film
formation. When oil and water are shaken together,
both phases initially form droplets. The phase that
persists in droplet form for the longer time should
become the disperse phase and it should be sur-
rounded by the continuous phase formed from the
more rapidly coalescing droplets. The phase volumes
and interfacial tensions will determine the relative
number of droplets produced and hence the probabil-
ity of collision, i.e. the greater the number of droplets,
the higher the chance of collision, so the phase present
in greater amount should finally become the continu-
ous phase. However, emulsions containing much more
than 50% of disperse phase are common.

A more important consideration is the interfacial
film produced by the adsorption of emulsifier at the
o/w interface. Such films significantly alter the rates
of coalescence by acting as physical and chemical
barriers to coalescence. As indicated in the previous
section, the barrier at the surface of an oil droplet
may arise because of electrically charged groups
producing repulsion between approaching droplets,
or because of the steric repulsion, enthalpic in origin,
from hydrated polymer chains. The greater the
number of charged molecules present, or the greater
the number of hydrated polymer chains at the
interface, the greater will be the tendency to reduce
oil droplet coalescence. On the other hand, the
interfacial barrier for approaching water droplets arises
primarily because of the nonpolar or hydrocarbon
portion of the interfacial film. The longer the hydro-
carbon chain length and the greater the number of
molecules present per unit area of film, the greater
is the tendency for water droplets to be prevented
from coalescing. Thus, it may be said generally that
it is the dominance of the polar or nonpolar charac-
teristics of the emulsifying agent which plays a major
part in the type of emulsion produced.
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It would appear, then, that the type of emul-
sion formed, depending as it does on the polar/
nonpolar characteristics of the emulsifying agent, is
a function of the relative solubility of the emulsi-
fying agent, the phase in which it is more soluble
being the continuous phase. This is a statement
of what is termed the Bancroft rule, an empirical
observation.

The foregoing helps to explain why charged surface-
active agents such as sodium and potassium oleates,
which are highly ionized and possess strong polar
groups, favour o/w emulsions, whereas calcium and
magnesium soaps, which are little dissociated, tend
to produce w/o emulsions. Similarly, nonionic sorbitan
esters favour w/o emulsions, whilst o/w emulsions
are produced by the more hydrophilic polyoxyethylene
sorbitan esters.

By reason of the stabilizing mechanism involved,
polar groups are far better barriers to coalescence
than their nonpolar counterparts. It is thus possible
to see why o/w emulsions can be made with greater
than 50% disperse phase and w/o emulsions are
limited in this respect and invert (change type) if
the amount of water present is significant.

Hydrophile-lipophile balance

The fact that a more hydrophilic interfacial barrier
favours o/w emulsions whilst a more nonpolar barrier
favours w/o emulsions is used in the hydrophile-
lipophile balance (HLB) system for assessing
surfactants and emulsifying agents, which was
introduced by Griffin. Here an HLB number is
assigned to an emulsifying agent that is characteristic
of its relative polarity. Although originally conceived
for nonionic emulsifying agents with polyoxyethylene
hydrophilic groups, it has since been applied with
differing success to other surfactant groups, both
ionic and nonionic.

By means of this number system, an HLB range
of optimum efficiency for each class of surfactant is
established, as seen in Fig. 5.16. This approach is
empirical but it does allow comparison between
different chemical types of emulsifying agent.

There are several formulae for calculating HLB
values of nonionic surfactants. We can estimate values
for polysorbates (Tween surfactants) and sorbitan
esters (Span surfactants) from

HLB = (E+ P)/5
(5.30)

where E is the percentage by weight of oxyethylene
chains and P is the percentage by weight of polyhydric
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Solubilizing agents (15-18)
Hydrophilic 15

(water soluble) Detergents (13—15)

12 o/w emulsifying agents (8—16)
Water 9 1Wetting and spreading
dispersible Iagents (7-9)
________________ 6

w/o emulsifying agents (3—6)

Hydrophobic 3

(oil soluble) }Antifoaming agents (2—-3)

Fig. 5.16 ¢ Hydrophile-lipophile balance scale showing
classification of surfactant function. o/w, Water-in-oil;
w/0o, oil-in-water.

alcohol groups (glycerol or sorbitol) in the molecule.
If the surfactant contains only polyoxyethylene as
the hydrophilic group, then we can use a simpler
form of the equation:

HLB = E/5
(5.31)

Alternatively, we can calculate HLB values directly
from the chemical formula using empirically deter-
mined group numbers. The formula is then

HLB = X(hydrophilic group numbers)
+ Z(lipophilic group numbers)+7

(5.32)

Group numbers of some commonly occurring groups
are given in Table 5.5. Finally, the HLB value of
polyhydric alcohol fatty acid esters such as glyceryl
monostearate may be obtained from the saponification
value, S, of the ester and the acid number, A, of the
fatty acid using:

HLB = 20(1- S/ A)
(5.33)

In addition, it has been suggested that certain emul-
sifying agents of a given HLB value appear to work
best with a particular oil phase, and this has given
rise to the concept of a required HLB value for any
oil or combination of oils. However, this does not
necessarily mean that every surfactant having the



Table 5.5 Group contributions to hydrophile-lipophile
balance values

Group Contribution
SO,Na +38.7
COOK +21.1
COONa +19.1
S0;Na +11.0

N (tertiary amine) +9.4
Ester (sorbitan ring) +6.8
Ester (free) +2.4
COOH +2.1
OH (free) +1.9
—0— (ether) +1.3
OH (sorbitan) +0.5
CH, CH,, etc. 0
0CH,CH, +0.33
0CH(CH,)CH, —-0.15
Alkyl —0.475
CF,, CF; —0.870

required HLB value will produce a good emulsion;
specific surfactants may interact with the oil, with
another component of the emulsion or even with
each other.

For reasons mentioned earlier, mixtures of surface-
active agents give more stable emulsions than when
used singly. The HLB value of a mixture of surfactants,
consisting of fraction x of A and (1 — x) of B, is
assumed to be an algebraic mean of the two HLB
numbers:

HLB, .. = xHLB, +(1-x)HLB;
(5.34)

It has been found that, at the optimum HLB for a
particular emulsion, the mean particle size of the
emulsion is at a minimum and that this factor con-
tributes to the stability of the emulsion system. The
use of HLB values in the formulation of emulsions
is discussed in Chapter 27.

Phase viscosity

The emulsification process and the type of emulsion
formed are influenced to some extent by the viscos-
ity of the two phases. Viscosity can be expected to
affect interfacial film formation because the migration
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of molecules of emulsifying agent to the oil/water
interface is diffusion controlled. Droplet movement
prior to coalescence is also affected by the viscosity
of the medium in which the droplets are dispersed.

Stability of emulsions

A stable emulsion may be defined as a system in
which the globules retain their initial character and
remain uniformly distributed throughout the continu-
ous phase. The function of the emulsifying agent is
to form an interfacial film around the dispersed
droplets; the physical nature of this barrier controls
whether or not the droplets will coalesce as they
approach one another. If the film is electrically charged,
then repulsive forces will contribute to stability.

Separation of an emulsion into its constituent
phases is termed cracking or breaking. It follows that
any agent that will destroy the interfacial film will
crack the emulsion. Some of the factors that cause
an emulsion to crack are as follows:

* The addition of a chemical that is incompatible
with the emulsifying agent, thus destroying its
emulsifying ability. Examples include
surface-active agents of opposite ionic charge,
e.g. the addition of cetrimide (cationic) to an
emulsion stabilized with sodium oleate
(anionic); addition of large ions of opposite
charge, e.g. neomycin sulfate (cationic) to
aqueous cream (anionic); addition of
electrolytes such as calcium and magnesium
salts to an emulsion stabilized with anionic
surface-active agents.

* Bacterial growth — protein materials and
nonionic surface-active agents are excellent
media for bacterial growth.

* Temperature change — protein emulsifying
agents may be denatured and the solubility
characteristics of nonionic emulsifying agents
change with a rise in temperature; heating
above 70 °C destroys most emulsions. Freezing
will also crack an emulsion; this may be because
the ice formed disrupts the interfacial film
around the droplets.

Other ways in which an emulsion may show instability
are as follows.

Flocculation

Even though a satisfactory interfacial film is present
around the oil droplets, secondary minimum floc-
culation, as described earlier in this chapter in the
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discussion on the DLVO theory of colloid stability,
is likely to occur with most pharmaceutical emulsions.
The globules do not coalesce and may be redispersed
by shaking. However, due to the closeness of approach
of droplets in the floccule, if any weaknesses in the
interfacial films occur then coalescence may follow.
Flocculation should not be confused with creaming
(see later). The former is due to the interaction of
attractive and repulsive forces and the latter is due
to density differences in the two phases. Both may
occur.

Phase inversion

As indicated in the section on emulsion type, the
phase volume ratio is a contributory factor to the
type of emulsion formed. Although it was stated
there that stable emulsions containing more than
50% disperse phase are common, attempts to incor-
porate excessive amounts of disperse phase may cause
cracking of the emulsion or phase inversion (conver-
sion of an o/w emulsion to a w/o emulsion or vice
versa). It can be shown that uniform spheres arranged
in the closest packing will occupy 74% of the total
volume irrespective of their size. Thus Ostwald
suggested that an emulsion which resembles such an
arrangement of spheres would have a maximum
disperse phase concentration of the same order.
Although it is possible to obtain more concentrated
emulsions than this, because of the nonuniformity
of the size of the globules and the possibility of
deformation of the shape of the globules, there is a
tendency for emulsions containing more than about
70% disperse phase to crack or invert.

Further, any additive that alters the HLB of an
emulsifying agent may alter the emulsion type; thus
addition of a magnesium salt to an emulsion stabilized
with sodium oleate will cause the emulsion to crack
or invert.

The addition of an electrolyte to anionic and cationic
surfactants may suppress their ionization due to the
common-ion effect, and thus a w/o emulsion may
result even though normally an o/w emulsion would
be produced. For example, pharmacopoeial white
liniment is formed from turpentine oil, ammonium
oleate, ammonium chloride and water. With ammo-
nium oleate as the emulsifying agent, an o/w emulsion
would be expected but the suppression of ionization
of the ammonium oleate by the ammonium chloride
(the common-ion effect) and a relatively large volume
of turpentine oil produce a w/o emulsion.

Emulsions stabilized with nonionic emulsifying
agents such as the polysorbates may invert on being
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heated. This is due to the breaking of the
hydrogen bonds responsible for the hydrophilic
characteristics of the polysorbate; its HLB value is
thus altered and the emulsion inverts.

Creaming

Many emulsions cream on standing. The disperse
phase, according to its density relative to that of the
continuous phase, rises to the top or sinks to the
bottom of the emulsion, forming a layer of more
concentrated emulsion. The most common example
is milk, an o/w emulsion, with cream rising to the
top of the emulsion.

As mentioned earlier, flocculation may occur as
well as creaming, but not necessarily. Droplets of the
creamed layer do not coalesce, as may be found by
gentle shaking which redistributes the droplets
throughout the continuous phase. Although not so
serious an instability factor as cracking, creaming is
undesirable from a pharmaceutical point of view
because a creamed emulsion is inelegant in appearance,
provides the possibility of inaccurate dosage and
increases the likelihood of coalescence since the
globules are close together in the cream.

Those factors which influence the rate of creaming
are similar to those involved in the sedimentation
rate of suspension particles and are indicated by Stokes
law (Eq. 5.8) as follows:

, 2’8o —p)
9n
(as 5.8)

where v is the velocity of creaming, a is the globule
radius, o and p are the densities of the disperse phase
and the dispersion medium respectively, and 7 is the
viscosity of the dispersion medium. A consideration
of this equation shows that the rate of creaming will
be decreased by:

* a reduction in the globule size;

* a decrease in the density difference between
the two phases; and

° an increase in the viscosity of the continuous
phase.

A decrease of creaming rate may therefore be
achieved by homogenizing the emulsion to reduce
the globule size and by increasing the viscosity of
the continuous phase, 1, by the use of a thickening
agent such as tragacanth or methylcellulose. It is
seldom possible to satisfactorily adjust the densities
of the two phases.



Assessment of emulsion stability

Approximate assessments of the relative stabilities
of a series of emulsions may be obtained from estima-
tions of the degree of separation of the disperse phase
as a distinct layer, or from the degree of creaming.
Whilst separation of the emulsion into two layers,
i.e. cracking, indicates gross instability, a stable emul-
sion may cream, creaming being simply due to density
differences and easily reversed by shaking. Some
coalescence may, however, take place due to the close
proximity of the globules in the cream; similar
problems occur with flocculation.

However, instability in an emulsion results from
any process which causes a progressive increase in
particle size and a broadening of the particle size
distribution, so that eventually the dispersed globules
become so large that they separate out as free liquid.
Accordingly, a more precise method for assessing
emulsion stability is to follow the globule size distribu-
tion with time. An emulsion approaching the unstable
state is characterized by the appearance of large
globules as a result of the coalescence of others.

Foams

A foam is a coarse dispersion of a gas in a liquid
which is present as thin films or lamellae of colloidal
dimensions between the gas bubbles.

Foams find application in pharmacy as aqueous
and nonaqueous spray preparations for topical, rectal
and vaginal medication and for burn dressings. Equally
important, however, is the destruction of foams and
the use of antifoaming agents. These are of importance
in manufacturing processes, preventing foam in, for
example, liquid preparations. In addition, foam
inhibitors, such as the silicones, are used in the
treatment of flatulence, for the elimination of gas,
air or foam from the gastrointestinal tract prior to
radiography, and for the relief of abdominal distension
and dyspepsia.

Because of their high interfacial area (and surface
free energy), all foams are unstable in the thermo-
dynamic sense. Their stability depends on two major
factors: the tendency for the liquid films to drain
and become thinner, and their tendency to rupture
due to random disturbances such as vibration, heat
and diffusion of gas from small bubbles to large
bubbles. Gas diffuses from the small to the large
bubbles because the pressure in the former is greater.
This is a phenomenon of curved interfaces, the pressure
difference, Ap, being a function of the interfacial
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tension, ¥, and the radius, r, of the droplet according
to Ap = 2v/r.

Pure liquids do not foam. Transient or unstable
foams are obtained with solutes such as short-chain
acids and alcohols which are mildly surface active.
However, persistent foams are formed by solutions
of surfactants. The film in such foams consists of
two monolayers of adsorbed surface-active molecules
separated by an aqueous core. The surfactants stabilize
the film by means of electrical double layer repulsion
or steric stabilization as described for colloidal
dispersions.

Foams are often troublesome, and knowledge of
the action of substances that cause their destruction
is useful. There are two types of antifoaming agent:

1. Foam breakers such as ether and n-octanol.
These substances are highly surface active and
are thought to act by lowering the
surface tension over small regions of the
liquid film. These regions are rapidly pulled
out by surrounding regions of higher tension;
small areas of film are therefore thinned out
and left without the properties to resist
rupture.

2. Foam inhibitors, such as polyamides and
silicones. It is thought that these are adsorbed
at the air-water interface in preference to the
foaming agent, but they do not have the
requisite ability to form a stable foam. They
have a low interfacial tension in the pure state
and may be effective by virtue of rapid
adsorption.

Aerosols

Aerosols are colloidal dispersions of liquids or solids
in gases. In general, mists and fogs possess liquid
disperse phases, whilst smoke is a dispersion of solid
particles in gases. However, no sharp distinction can
be made between the two kinds because liquid is
often associated with the solid particles. A mist
comprises fine droplets of liquid that may or may
not contain dissolved or suspended material. If the
concentration of droplets becomes high, it may be
called a fog.

While all the disperse systems mentioned previ-
ously are less stable than colloids that have a liquid
as the dispersion medium, they have many properties
in common with the latter and can be investigated
in the same way. Particle size is usually within the
colloidal range but if the particles are larger than
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1 um, the life of an aerosol is short because the
particles settle out too quickly.

Preparation of aerosols

In common with other colloidal dispersions, aerosols
may be prepared by either dispersion or condensation
methods. The latter involve the initial production of
supersaturated vapour of the material that is to be
dispersed. This may be achieve by supercooling the
vapour. The supersaturation eventually leads to the
formation of nuclei, which grow into particles of
colloidal dimensions. The preparation of aerosols by
dispersion methods is of greater interest in pharmacy
and may be achieved by the use of pressurized contain-
ers with, for example, liquefied gases used as propel-
lants. If a solution or suspension of active ingredients
is contained in the liquid propellant or in a mixture
of this liquid and an additional solvent, then when
the valve on the container is opened, the vapour
pressure of the propellant forces the mixture out of
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the container. The large expansion of the propellant
at room temperature and atmospheric pressure
produces a dispersion of the active ingredients in air.
Although the particles in such dispersions are often
larger than those in colloidal systems, these dispersions
are still generally referred to as aerosols.
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KEY POINTS

® The critical qualities of an excipient or a dosage
form can be monitored by measurement of the
appropriate viscosity coefficient based on
Newton’s law.

® The viscosity of a fluid will be modified by
dissolved macromolecules, the nature of which
in dilute solution can, in turn, be determined by
simple viscometry: at higher concentrations the
rheological properties will no longer be
Newtonian.

® Measurement of the rheological properties of a
material must be carried out with an instrument
which is capable of producing meaningful
results.

® The flow conditions within even a simple fluid
can affect processes such as heat and mass
transfer and the rate of dissolution of a dosage
form.

® Knowledge of the types of non-Newtonian
behaviour is often essential in the design of
manufacturing processes or drug delivery
systems.

® Assessment of rheological parameters of a
medicine can be used to set product
characteristics.

® Non-Newtonian materials are more properly
considered as being viscoelastic in that they
exhibit both liquid and solid characteristics
simultaneously, the controlling parameter
being time.

Viscosity, rheology and the
flow of fluids

The viscosity of a fluid may be described simply as
its resistance to flow or movement. Thus water, which
is easier to stir than syrup, is said to have the lower
viscosity. The reciprocal of viscosity is fluidity. Rheol-
ogy (a term invented by Bingham and formally adopted
in 1929) may be defined as the study of the flow
and deformation properties of matter.

Historically the importance of rheology in phar-
macy was merely as a means of characterizing
and classifying fluids and semisolids. For example,
all pharmacopoeias have included a viscosity standard
to control substances such as liquid paraffin. However,
the increased reliance on in vitro testing of
dosage forms as a means of evaluating their suitability
for the grant of a marketing authorization and the
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Fig. 6.1 e The effect of shearing a ‘block’ of fluid. (a) unsheared (b) during shearing.

increased use of polymers in formulations and the
construction of devices has given added importance
to measurement of flow properties. Furthermore,
advances in the methods of evaluation of the viscoe-
lastic properties of semisolid materials have not only
increased the amount and quality of the information
that can be gathered but have also reduced the time
required for its acquisition.

As a consequence, a proper understanding of the
rheological properties of pharmaceutical materials is
essential for the preparation, development, evaluation
and performance of pharmaceutical dosage forms.
This chapter describes rheological behaviour and
techniques of measurement and will form a basis for
the applied studies described in later chapters.

Newtonian fluids

Viscosity coefficients for
Newtonian fluids

Dynamic viscosity

The definition of viscosity was put on a quantitative
basis by Newton. He was the first to realize that the
rate of flow () is directly related to the applied
stress (0): the constant of proportionality is the
coefficient of dynamic viscosity (1), more usually
referred to simply as the viscosity. Simple fluids which
obey this relationship are referred to as Newtonian
fluids and those which do not are known as non-
Newrtonian fluids.

The phenomenon of viscosity is best understood
by a consideration of a hypothetical cube of fluid
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made up of infinitely thin layers (laminae) which are
able to slide over one another like playing cards in a
pack or deck (Fig. 6.1a). When a tangential force is
applied to the uppermost layer, it is assumed that
each subsequent layer will move at progressively
decreasing velocity and that the bottom layer will
be stationary (see Fig. 6.1b). A velocity gradient will
therefore exist and this can be calculated by dividing
the velocity of the upper layer in m s™ by the height
of the cube in metres. The resultant gradient, which
is effectively the rate of flow but is usually referred
to as the rate of shear or shear rate, y, and its unit
is reciprocal seconds (s™'). The applied stress, known
as the shear stress, o, is derived by dividing the applied
force by the area of the upper layer, and its unit is
N m™.
As Newton’s law can be expressed as

o=1ny
(6.1)

then

o

n=—

Y
(6.2)

and 71 will take the unit of N's m™. Thus, by reference
to Eq. 6.1, it can be seen that a Newtonian fluid of
viscosity 1 N's m™ will produce a velocity gradient
of 1 m s for a cube of 1 m dimensions if the applied
force is 1 N. Because the derived unit of force per
unit area in the SI system is the pascal (Pa), viscosity
should be referred to in Pa s or, more practicably, mPa
s (the dynamic viscosity of water is approximately 1
mPa s at 20 °C). The centipoise (cP) and poise (1 P



Table 6.1 Viscosities of some fluids of
pharmaceutical interest

Fluid Dynamic viscosity at 20 °C
(mPa s)
Chloroform 0.58
Water 1.002
Ethanol 1.20
Fractionated coconut oil 30.0
Glyceryl trinitrate 36.0
Propylene glycol 58.1
Soya bean oil 69.3
Rape oil 163
Glycerol 1490

=1 dyn cm™s = 0.1 Pa s) were units of viscosity in
the now redundant cgs (centimetre—gram—second)
system. These are no longer official and therefore are
not recommended but still persist in the literature.

The values of the viscosity of water and some
examples of other fluids of pharmaceutical interest
are given in Table 6.1. Viscosity is inversely related
to temperature (which should always be quoted
alongside every measurement); in this case the values
given are those measured at 20 °C.

Kinematic viscosity

The dynamic viscosity is not the only coefficient that
can be used to characterize a fluid. The kinematic
viscosity (V) is also used and may be defined as
the dynamic viscosity divided by the density of the
fluid (p)

p=1
p

(6.3)

and the SI unit will be m* s™ or, more usefully, mm?
s7'. The cgs unit was the stoke (1 St=10"" m?s™),
which together with the centistoke (cS), may still
be found in the literature.

Relative and specific viscosities

The viscosity ratio or relative viscosity (n,) of a
solution is the ratio of the viscosity of the solution
to the viscosity of its solvent (1,)

no=-"
m,

(6.4)
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and the specific viscosity (1,) is given by

TISp =N - 1
(6.5)
In these calculations the solvent can be of any nature,
although in pharmaceutical products it is most usually
water.
For a colloidal dispersion, the equation derived
by Einstein may be used

n=n,(1+2.5¢)
(6.6)

where ¢ is the volume fraction of the colloidal phase
(the volume of the dispersed phase divided by the
total volume of the dispersion). The Einstein equation
may be rewritten as

M 14250
7

o

6.7
Since from Eq. 6.4 it can be seen that as the left-hand

side of Eq. 6.7 is equal to the relative viscosity, it
can be rewritten as

LI R Sl (R Y9
us us
(6.8)
where the left-hand side equals the specific viscosity.

Eq. 6.8 can be rearranged to produce

e _5 5

(6.9)

and as the volume fraction will be directly related
to concentration, C, Eq. 6.9 can be rewritten as

Tse _
C
(6.10)

where k is a constant.

When the dispersed phase is a high molecular
mass polymer, then a colloidal solution will result
and, provided moderate concentrations are used, Eq.
6.10 can be expressed as a power series

%§=h+@C+@c2
(6.11)

Intrinsic viscosity

If n,/C, usually referred to as either the viscosity
number or the reduced viscosity, is determined at a
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Reduced viscosity (ng,/C)

Concentration (g dL_1)

Fig. 6.2 » Reduced viscosity (15,/C), against
concentration (g dL™") which by extrapolation gives the
limiting viscosity number or intrinsic viscosity ([n]).

range of polymer concentrations (g dL™") and plotted
as a function of concentration (Fig. 6.2), a linear
relationship should be obtained. The intercept pro-
duced on extrapolation of the line to the ordinate
will yield the constant k, (Eqn 6.11), which is referred
to as the limiting viscosity number or the intrinsic
viscosity, [n].

The limiting viscosity number may be used to
determine the approximate molecular mass (M) of
polymers by use of the Mark—-Houwink equation

[n]=KM*
(6.12)

where K and o are constants that must be obtained
at a given temperature for the specific polymer—solvent
system by means of another technique such as
osmometry or light scattering. However, once these
constants have been determined, viscosity measure-
ments provide a quick and precise method for the
viscosity-average molecular mass determination of
pharmaceutical polymers such as dextrans, which
are used as plasma extenders. Furthermore, the values
of the two constants provide an indication of the
shape of the molecule in solution: spherical molecules
yield values of o = 0, whereas extended rods have
values greater than 1.0. A randomly coiled molecule
will yield an intermediate value (~0.5).
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The specific viscosity may be used in the following
equation to determine the volume of a molecule in
solution

NV
Tsp = ZSCV

(6.13)

where C is concentration, N is Avogadro’s number,
V is the hydrodynamic volume of each molecule and
M is the molecular mass. However, it does suffer
from the obvious disadvantage that the assumption
is made that all polymeric molecules form spheres
in solution.

Huggins constant

The constant k, in Eq. 6.11 is referred to as the
Huggins constant and is equal to the slope of the
plot shown in Fig. 6.2. Its value gives an indication
of the interaction between the polymer molecule
and the solvent, such that a positive slope is produced
for a polymer that interacts weakly with the solvent,
and the slope becomes less positive as the interaction
increases. A change in the value of the Huggins
constant can be used to evaluate the interaction of
drug molecules in solution with polymers.

Boundary layers

From Fig. 6.1 it can be seen that the rate of flow of
a fluid over an even surface will be dependent on
the distance from that surface. The velocity, which
will be almost zero at the surface, increases with
increasing distance from the surface until the bulk
of the fluid is reached and the velocity becomes
constant. The region over which such differences in
velocity are observed is referred to as the boundary
layer, which arises because the intermolecular forces
between the liquid molecules and those of the surface
result in a reduction of movement of the layer
adjacent to the wall to zero. Its depth is dependent
on the viscosity of the fluid and the rate of flow in
the bulk fluid. High viscosity and a low flow rate will
result in a thick boundary layer, which will become
thinner as either the viscosity falls or the flow rate
or temperature is increased. The boundary layer
represents an important barrier to heat and mass
transfer.

In the case of a capillary tube, the two boundary
layers meet at the centre of the tube, such that the
velocity distribution is parabolic (Fig. 6.3). With an
increase in either the diameter of the tube or the
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Fig. 6.3 * Velocity distributions across a pipe of circular
Cross section.

fluid velocity, the proximity of the two boundary
layers is reduced and the velocity profile becomes
flattened at the centre (see Fig. 6.3).

Laminar, transitional and
turbulent flow

The conditions under which a fluid flows through a
pipe, for example, can markedly affect the character
of the flow. The type of flow that occurs can be best
understood by reference to experiments conducted
in 1883 by Reynolds, who used an apparatus (Fig.
6.4) which consisted of a horizontal, straight glass
tube through which the fluid flowed under the influ-
ence of a force provided by a constant head of water.
At the centre of the inlet of the tube, a fine stream
of dye was introduced. At low flow rates the dye
formed a coherent thread which remained undisturbed
at the centre of the tube and increased very little in

=

Constant—_|
head of
water

Dye solution
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thickness along the length. This type of flow is
described as streamline or laminar flow, and the liquid
is considered to flow as a series of concentric cylinders
in a manner analogous to an extending telescope.

If the speed of the fluid is increased, a critical
velocity is reached at which the thread begins to
waver and then to break up, although no mixing
occurs. This is known as transitional flow. When the
velocity is increased to higher values, the dye instan-
taneously mixes with the fluid in the tube, as all
order is lost and irregular motions are imposed on
the overall movement of the fluid: such flow is
described as turbulent flow. In this type of flow, the
movement of molecules is totally haphazard, although
the average movement will be in the direction of
flow.

Reynolds experiments indicated that the flow
conditions were affected by four factors: namely, the
diameter of the pipe and the viscosity, density and
velocity of the fluid. Furthermore, it was shown that
these factors could be combined to give the following
equation

pud
n

Re=

(6.14)

where p is the density, u is the velocity, 1 is the
dynamic viscosity of the fluid and d is the diameter
of the circular cross section of the pipe. Re is known
as the Reynolds number and if compatible units are
used, it will be dimensionless.

Values of Reynolds number in a circular cross-
section pipe have been determined that can be
associated with a particular type of flow. If it is below
2000, then laminar flow will occur, but if it is greater
than 4000, then flow will be turbulent. In between
these two values the nature of the flow will depend

Jet introducing dye

into centre of tube Flow

control

Fig. 6.4 * Reynolds apparatus.
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on the surface over which the fluid is flowing. For
example, if the surface is smooth, then laminar flow
may not be disturbed and may exist at values of a
Reynolds number greater than 2000. However, if the
surface is rough or the channel tortuous, then flow
may well be turbulent at values less than 4000, and
even as low as 2000. Consequently, although it is
tempting to state that a Reynolds number between
2000 and 4000 is indicative of transitional flow, such
a statement would be correct only for a specific set
of conditions. The fact that it is difficult to demon-
strate transitional flow practically has led to the belief
that it should be replaced by the critical Reynolds
number (Re.), which is 2100 and signifies the change
from laminar to turbulent flow.

Nevertheless, the Reynolds number is still an
important parameter and can be used to predict the
type of flow that will occur in a particular situation.
The reason why it is important to know the type of
flow which is occurring is that whereas with laminar
flow there is no component at right angles to the
direction of flow and fluid cannot move across the
tube, this component is strong for turbulent flow
and interchange across the tube is rapid. Thus in the
latter case, mass, for example, will be rapidly trans-
ported. In laminar flow the fluid layers will act as a
barrier to such transfer, and therefore mass transfer
can occur only by molecular diffusion, which is a
much slower process.

Determination of the flow
properties of simple fluids

A wide range of instruments exists that can be used
to determine the flow properties of Newtonian fluids.
However, only some of these are capable of providing
data that can be used to calculate viscosities in
fundamental units. The design of many instruments
precludes the calculation of absolute viscosities as
they are capable of providing data only in terms of
empirical units.

In this chapter, the instruments described will be
limited to those specified in various pharmacopoeias
and will not include all of those available.

Capillary viscometers

A capillary viscometer can be used to determine
viscosity provided that the fluid is Newtonian and
the flow is laminar. The rate of flow of the fluid
through the capillary is measured under the influence
of gravity or an externally applied pressure.
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Ostwald U-tube viscometer. Such instruments are
described in pharmacopoeias and are the subject of
a specification of the International Organization for
Standardization (ISO). A range of capillary bores are
available, and an appropriate one should be selected
so that a flow time for the fluid of approximately
200 seconds is obtained; the wider-bore viscometers
are thus for use with fluids of higher viscosity. For
fluids where there is a viscosity specification in a
pharmacopoeial monograph, the size of the instrument
that must be used in the determination of their viscos-
ity is stated.

In the viscometer shown diagrammatically in Fig.
6.5, liquid is introduced through arm V up to mark
G by means of a pipette long enough to prevent
wetting of the sides of the tube. The viscometer is
then clamped vertically in a constant-temperature
water bath and allowed to reach the required tem-
perature. The level of the liquid is adjusted and
it is then blown or sucked into tube W until the
meniscus is just above mark E. The time for the
meniscus to fall between marks E and F is then
recorded, and determinations should be repeated
until three readings all within 0.5 seconds are
obtained. Care should be taken not to introduce air
bubbles and to ensure that the capillary does not
become partially occluded with small particles.

vV W

Capillary

=/

Fig. 6.5 ® A U-tube viscometer.



The maximum shear rate, %, is given by
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where p is the density of the fluid, g the acceleration
due to gravity, r. the radius of the capillary and 7
the absolute viscosity. Consequently, for a fluid of
viscosity 1 mPa s, the maximum shear rate is approxi-
mately 2 x 10 s7" if the capillary has a diameter of
0.64 mm, but it will be of the order of 10% s™! for a
fluid of the same density with a viscosity of 1490
mPa s if the capillary has a diameter of 2.74 mm.

Suspended-level viscometer. This instrument is
a modification of the U-tube viscometer which avoids
the need to fill the instrument with a precise volume
of fluid. It also addresses the fact that the pressure
head in the U-tube viscometer is continually changing
as the two menisci approach one another. This instru-
ment is also described in pharmacopoeias and is shown
in Fig. 6.6.

A volume of liquid which will at least fill bulb C
is introduced via tube V. The only upper limit on
the volume used is that it should not be so large as
to block the ventilating tube Z. The viscometer is
clamped vertically in a constant-temperature water
bath and allowed to attain the required temperature.

vow oz
E

C
N\

-/

&

Fig. 6.6 ® A suspended-level viscometer.
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Tube Z is closed and fluid is drawn into bulb C by
the application of suction through tube W until the
meniscus is just above the mark E. Tube W is then
closed and tube Z opened so that liquid can drain
away from the bottom of the capillary. Tube W is
then opened and the time the fluid takes to fall
between marks E and F is recorded. If at any time
during the determination the end of the ventilating
tube Z becomes blocked by the liquid, the measure-
ment must be repeated. The same criteria for
reproducibility of timings described for the U-tube
viscometer must be applied.

Because the volume of fluid introduced into the
instrument can vary between the limits described,
this means that measurements can be made at a range
of temperatures without the need to adjust the
volume.

Calculation of viscosity from
capillary viscometers

Poiseuille’s law states that for a liquid flowing through
a capillary tube
= nr*tP
8LV

(6.16)

where 7 is the radius of the capillary, t is the time
of flow, P is the pressure difference across the ends
of the tube, L is the length of the capillary and V' is
the volume of liquid. As the radius and length of the
capillary, as well as the volume flowing, are constants
for a given viscometer then

n=KiP
(6.17)

4

8LV

The pressure difference, P, depends on the density,
p, of the liquid, the acceleration due to gravity, g,
and the difference in the heights of the two menisci
in the two arms of the viscometer. Because the value
of g and the level of the liquids are constant, these
can be included in a constant, and Eq. 6.17 can be
written for the viscosities of an unknown and a
standard liquid

where K is equal to

m=Knp

(6.18)
n, =K't,p,

(6.19)
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Thus, when the flow times for two liquids are
compared in the same viscometer, division of Eq.
6.18 by Eq. 6.19 gives

m _ K'np
n, K'tp,
(6.20)

and reference to Eq. 6.4 shows that Eq. 6.20 will
yield the viscosity ratio.

However, as Eq. 6.3 indicates that the kinematic
viscosity is equal to the dynamic viscosity divided

by the density, then Eq. 6.20 may be rewritten as
h_h

(Z 3 %)

(6.21)

For a given viscometer a standard fluid such as water
can be used for the purposes of calibration. Eq. 6.21
may then be rewritten as

v=ct
(6.22)

where ¢ is the viscometer constant.

This equation justifies the continued use of the
kinematic viscosity as it means that liquids of known
viscosity but of differing density from the test fluid
can be used as the standard. A series of oils of given
viscosity are available commercially and are recom-
mended for the calibration of viscometers if water
cannot be used.

Falling-sphere viscometer

This viscometer is based on Stokes law (see Chapter
5). When a body falls through a viscous medium it
experiences a resistance or viscous drag which opposes
the downward motion. Consequently, if a body falls
through a liquid under the influence of gravity, an
initial acceleration period is followed by motion at
a uniform terminal velocity when the gravitational
force is balanced by the viscous drag. Eq. 6.23 will
then apply to this terminal velocity when a sphere
of density p, and diameter d falls through a liquid
of viscosity 17 and density p;. The terminal velocity
is u, and g is the acceleration due to gravity

3nndu = %d3g(ps -p)

(6.23)

The viscous drag is given by the left-hand side of the
equation, whereas the right-hand side represents
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the force responsible for the downward motion of
the sphere under the influence of gravity. Eq. 6.23
may be used to calculate viscosity by rearrangement
to give

_d%(ps—p)

n 18u

(6.24)

Eq. 6.3 gives the relationship between 1 and the
kinematic viscosity, such that Eq. 6.24 may be rewrit-
ten as

oo deps—p)
18up1

(6.25)

In the derivation of these equations it is assumed
that the sphere falls through a fluid of infinite dimen-
sions. However, for practical purposes the fluid must
be contained in a vessel of finite dimensions and it
is therefore necessary to divide the viscosity by a
correction factor to account for the end and wall
effects. The correction normally used is due to Faxen
and may be given as

3 5
F=1- 2.104i+ 2.09d—— 0.95d—
D D’ D3

(6.26)

where D is the diameter of the measuring tube and
d is the diameter of the sphere. The last term in Eq.
6.26 accounts for the end effect and may be ignored
as long as only the middle third of the depth of the
tube is used for measuring the velocity of the sphere.
In practice, the middle half of the tube can be used
if D is at least 10 times d, and the second and third
terms, which account for the wall effects, can be
replaced by 2.1d/D.

The apparatus used to determine u is shown in
Fig. 6.7. The liquid is placed in the fall tube, which
is clamped vertically in a constant-temperature bath.
Sufficient time must be allowed for temperature
equilibration to occur and for any air bubbles to rise
to the surface. A steel sphere which has been cleaned
and brought to the temperature of the experiment
is introduced into the fall tube through a narrow
guide tube, the end of which must be below the
surface of the fluid under test. The passage of the
sphere is monitored by a method that avoids parallax,
and the time it takes to fall between the etched
marks A and B is recorded. It is usual to take the
average of three readings, all of which must be within
0.5%, as the fall time, ¢, to calculate the viscosity. If
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Fig. 6.7 * A falling-sphere viscometer.

the same sphere and fall tube are used, then Eq.
6.25 reduces to
v=Kt (& - )
P
(6.27)

where K is a constant that may be determined by
the use of a liquid of known kinematic viscosity.

A number of pharmacopoeias specify the use of
a viscometer of this type; it is sometimes referred
to as a falling-ball viscometer. Like capillary viscom-
eters, it should only be used with Newtonian fluids.

An inspired and very valuable application of Stokes
law is the erythrocyte sedimentation rate test which
is used as a non-specific means of assisting in the
diagnosis and monitoring of a number of inflammatory
disorders as it takes the form of a biological falling
sphere viscometer. The test (known as the Westergren
test, which has been used since the beginning of the
20th century) involves the use of fresh anticoagulated
blood which is loaded into a 300 mm long glass or
plastic tube with an internal diameter of 2.55 mm.
The rate at which the erythrocytes (red blood cells)
settle is measured, so they take the place of the steel
sphere in the falling-sphere viscometer. The result
is recorded as the volume that the cell sediment
occupies after 60 minutes. The larger the volume,
the more cells will have fallen to the bottom of the
tube, which gives a direct indication of the degree
of inflammation. However, the inclusion of the word
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‘rate’ in the name of the test is misleading and is
retained only because of traditional usage since obvi-
ously a rate cannot be calculated from a single
measurement after 60 minutes. The reason why the
red blood cells sediment more quickly is due to the
elevation of the level of macromolecules in plasma,
especially fibrinogen, which cause the red blood cells
to aggregate in a stack (rather like a pile of coins) to
form rouleaux which sediment more quickly as a
result of their higher density. This happens even
though an increased concentration of macromolecules
in plasma will raise its viscosity (the measurement
of which is another rheological test used in diagnosis
of inflammatory states); this effect is more than
countermanded by the increase in particle density.
This simple rheological test, even after more than
100 years, continues to be a sensitive and quick way
of diagnosing and monitoring the progress of inflam-
matory conditions such as rheumatoid arthritis, lupus
and polymyalgia rheumatica.

Non-Newtonian fluids

The characteristics described in the previous sections
apply only to fluids that obey Newton’s law (Eqn
6.1) and which are consequently referred to as
Newtonian. However, most pharmaceutical fluids do
not obey this law as their viscosity varies with the
shear rate. The reason for these deviations is that
they are not simple fluids such as water and syrup,
but may be disperse or colloidal systems, including
emulsions, suspensions and gels. These materials are
known as non-Newtonian, and with the increasing
use of sophisticated polymer-based delivery systems,
more examples of such behaviour are being found in
pharmaceutical science.

Types of non-Newtonian behaviour

More than one type of deviation from Newton’s law
can be recognized, and the type of deviation that
occurs can be used to classify the particular
material.

If a Newtonian fluid is subjected to an increasing
shear rate, 7, and the corresponding shear stress, o,
is recorded, then a plot of ¢ as a function of y will
produce the linear relationship shown in Fig. 6.8a.
Such a plot is usually referred to as a flow curve or
rheogram. The slope of this plot will give the viscosity
of the fluid and its reciprocal will give the fluidity.
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Fig. 6.8 * Flow curves or rheograms representing the behaviour of various materials: (a) Newtonian, (b) plastic,

(c) pseudoplastic and (d) dilatant.

Eq. 6.1 predicts that this line will pass through the
origin.

Plastic (or Bingham) flow

Fig. 6.8b indicates an example of plastic or Bingham
flow, when the rheogram does not pass through the
origin but intersects the shear stress axis at a point
usually referred to as the yield value, o;. This implies
that a plastic material does not flow until such a
value of shear stress has been exceeded, and at lower
stresses the substance behaves as a solid (elastic)
material. Plastic materials are often referred to as
Bingham bodies in honour of the worker who con-
ducted many of the original studies on them. The
equation he derived may be given as

O =0y, +1pY
(6.28)
where 1, is the plastic viscosity and o, the Bingham
yield stress or Bingham value (see Fig. 6.8b). The
equation implies that the rheogram is a straight line
intersecting the shear stress axis at the yield value

o,. In practice, flow will begin to occur at a shear
stress lower than o, and the flow curve gradually
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approaches the extrapolation of the linear portion of
the line shown in Fig. 6.8b. This extrapolation will
also give the Bingham or apparent yield value; the
slope is the plastic viscosity.

Plastic flow is exhibited by concentrated suspen-
sions, particularly if the continuous phase is of
high viscosity or if the particles are flocculated (see
Chapter 26).

Pseudoplastic flow

The rheogram shown in Fig. 6.8c arises at the origin
and, as no yield value exists, the material will flow
as soon as a shear stress is applied; the slope of the
curve gradually decreases with increasing shear rate,
and since the viscosity is directly related to the slope,
it therefore decreases as the shear rate is increased.
Materials exhibiting this behaviour are said to be
pseudoplastic and no single value of viscosity can be
considered as characteristic. The viscosity, which
can only be calculated from the slope of a tangent
drawn to the curve at a specific point, is known as
the apparent viscosity. It is only of any use if quoted
in conjunction with the shear rate at which the
determination was made. However, it would need



several apparent viscosities to be determined in order
to characterize a pseudoplastic material, so perhaps
the most satisfactory representation is by means of
the entire flow curve. However, it is frequently noted
that at higher shear stresses the flow curve tends
towards linearity, indicating that a minimum viscosity
has been attained. When this is the case, such a viscos-
ity can be a useful means of representation.

There is no completely satisfactory quantitative
explanation of pseudoplastic flow; probably the most
widely used is the power law, which is given as

6 = n/y'ﬂ
(6.29)

where 1’ is a viscosity coefficient, and the exponent,
n, is an index of pseudoplasticity. When n = 1,
1" becomes the dynamic viscosity (1) and Eq. 6.29
becomes the same as Eq. 6.1, but as a material
becomes more pseudoplastic then the value of n will
increase. To obtain the values of the constants in Eq.
6.29, log o0 must be plotted against log ¥, from which
the slope will produce n and the intercept 17’. The
equation may apply only over a limited range (approxi-
mately one decade) of shear rates, and so it may not
be applicable for all pharmaceutical materials, and
other models may have to be considered to fit the
data. For example, the model known as Herschel-
Bulkley can be given as

oc=o0,+Ky"
(6.30)

where K is a viscosity coefficient. This can be of use
for flow curves that are curvilinear and which intersect
with the stress axis.

The materials that exhibit this type of flow
include aqueous dispersions of natural and chemi-
cally modified hydrocolloids, such as tragacanth,
methylcellulose and carmellose, and synthetic poly-
mers such as polyvinylpyrrolidone and polyacrylic
acid. The presence of long, high molecular weight
molecules in solution results in their entanglement
with the association of immobilized solvent. Under
the influence of shear, the molecules tend to become
disentangled and align themselves in the direction
of flow. They thus offer less resistance to flow
and this, together with the release of some of the
entrapped water, accounts for the lower viscosity. At
any particular shear rate, equilibrium will be estab-
lished between the shearing force and the molecular
re-entanglement brought about by Brownian
motion.
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Dilatant flow

The opposite type of flow to pseudoplasticity is
depicted by the curve in Fig. 6.8d: the viscosity
increases with increase in shear rate. As such materials
appear to increase in volume during shearing, they
are referred to as dilatant and exhibit shear thicken-
ing. An equation similar to that for pseudoplastic
flow (Eqn 6.29) may be used to describe dilatant
behaviour, but the value of the exponent n will be
less than 1 and will decrease as dilatancy increases.

This type of behaviour is less common than plastic
or pseudoplastic flow but may be exhibited by disper-
sions containing a high concentration (~50%) of small,
deflocculated particles; a suspension of 40% corn
starch in water has been proposed as a good example.
Under conditions of zero shear, the particles are able
to pack closely together and the interparticulate voids
will be at a minimum (Fig. 6.9), so there will be
sufficient vehicle to fill them and the particles can
slide over one another. Such materials can be poured
slowly since the shear rates produced will be low.
However, it has been shown that a large tank of corn
starch suspension can support the weight of a fully
grown person running across it, but if that person
stops and stands still, they gradually sink to the
bottom (videos can be found on YouTube, e.g. https://
www.youtube.com/watch?v=S5SGiwS5L6I). It seems
that this is not an example of shear thickening but
that it is compression which is responsible. Waitukaitis
& Jaeger (2012) demonstrated that when a solid
metal rod is dropped onto the surface of a suspension
of cornflour in water, on impact a deceleration
equivalent to 100 times the acceleration due to gravity,
g, is produced within 2 milliseconds. The impact
compresses the suspension and rapidly produces a
solid zone below the rod as the particles become
jammed together. The surrounding material is dragged
down with the solid zone and a conical raft is formed
(van Hecke, 2012) which does not need to extend
to the base of the container to support the weight

Resting Compressed

Fig. 6.9 ¢ Representation of the cause of dilatant
behaviour in concentrated suspensions.
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of the rod. Neither the rate at which the zone is
formed nor its size is influenced by the viscosity of
the continuous fluid. Fortunately, the behaviour is
reversible, and removal of the shear stress results in
the re-establishment of the fluid nature, although
the reason why this happens is not understood.

This behaviour of particles suspended in fluids
(e.g. silica in polyethylene glycol) has been put to
good use in bullet-proof vests and body armour. This
application depends on the rapid transformation from
liquid to solid since it needs to occur sufficiently
quickly to stop a bullet travelling at 1700 miles per
hour. Some quicksands are also dilatant, although as
they can equally well be pseudoplastic, they present
a dilemma for anyone who accidentally walks on one!

It needs to be emphasized that these highly
concentrated suspensions although quite properly
described as dilatant are not examples of shear
thickening. Chemically modified celluloses to which
anionic surfactants have been added produce systems
that can be truly considered to exhibit increased
viscosity with an increase in shear rate.

Whatever the cause, dilatancy can be a problem
during the processing of, for example, colloidal solu-
tions and dispersions and in the granulation of tablet
masses, when high-speed mills and mixers are
employed. If the material being processed becomes
dilatant in nature, then the resultant solidification
could overload and damage the motor. Changing the
batch or supplier of an ingredient could lead to
processing problems that can only be avoided by
rheological evaluation of the dispersions prior to their
introduction in the production process.

Time-dependent behaviour

In the description of the different types of non-
Newtonian behaviour it was implied that although
the viscosity of a fluid might vary with shear rate it
was independent of the length of time that the shear
rate was applied and also that replicate determinations
at the same shear rate would always produce the
same viscosity. This must be considered as the ideal
situation, since most non-Newtonian materials are
colloidal in nature and the flowing elements, whether
they are particles or macromolecules, may not adapt
immediately to the new shearing conditions.
Therefore, when such a material is subjected
to a particular shear rate, the shear stress and con-
sequently the viscosity will decrease with time.
Furthermore, once the shear stress has been removed,
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Fig. 6.10 ¢ Rheogram produced by a thixotropic
pseudoplastic material.

Shear stress
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Fig. 6.11 ¢ Rheogram produced by a thixotropic
dilatant material.

even if the breakdown in structure is reversible, it
may not return to its original condition (rheological
ground state) instantly. The common feature of all
these materials is that if they are subjected to a
gradually increasing shear rate, which in turn is then
decreased to zero, the down curve of the rheogram
will be displaced with regard to the up curve and a
hysteresis loop will be included (Fig. 6.10). In the
case of plastic and pseudoplastic materials, the down
curve will be displaced to the right of the up curve
(see Fig. 6.10), whereas for dilatant substances the
reverse will be true (Fig. 6.11). The presence of the
hysteresis loop indicates that a breakdown in structure
has occurred, and the area within the loop may be
used as an index of the degree of breakdown.

The term that is used to describe such behaviour
is thixotropy, which means ‘to change by touch’.
Although the term should only strictly be applied to
an isothermal sol-gel transformation, it has become
common to describe any material that exhibits a
reversible time-dependent decrease in apparent viscos-
ity as thixotropic. Such systems are usually composed
of asymmetric particles or macromolecules that are
capable of interacting by numerous secondary bonds



to produce a loose three-dimensional structure, so
that the material is gel-like when unsheared. The
energy imparted during shearing disrupts these bonds,
so that the flowing elements become aligned and the
viscosity falls, as a gel-sol transformation has occurred.
When the shear stress is eventually removed, the
structure will tend to reform, although the process
is not immediate but will increase with time as the
molecules return to the original state under the
influence of Brownian motion. Furthermore, the time
taken for recovery, which can range from minutes to
days depending on the system, will be directly related
to the length of time the material was subjected to
the shear stress, as this will affect the degree of this
breakdown.

In some cases, the structure that has been destroyed
is never recovered, no matter how long the system
is left unsheared. Repeated determinations of the
flow curve will then produce only the down curve
which was obtained in the experiment that resulted
in the destruction. It is suggested that such behaviour
be referred to as ‘shear destruction’ rather than
thixotropy, which, as will be appreciated from the
discussion, is a misnomer in this case.

An example of such behaviour is the gels produced
by high molecular weight polysaccharides, which are
stabilized by large numbers of secondary bonds. Such
systems undergo extensive reorganization during
shearing such that the three-dimensional structure
is reduced to a two-dimensional one; the gel-like
nature of the original is then never recovered.

The occurrence of such complex behaviour creates
problems in the quantification of the viscosity of
these materials because not only will the apparent
viscosity change with shear rate, but there will also
be two viscosities that can be calculated for any given
shear rate (i.e. from the up curve and the down
curve). It is usual to attempt to calculate one viscosity
for the up curve and another for the down curve but
this requires each of the curves to achieve linearity
over some of their length, otherwise a defined shear
rate must be used; only the former situation is truly
satisfactory. Each of the lines used to derive the
viscosity may be extrapolated to the shear stress axis
to give an associated yield value. However, only the
one derived from the up curve has any significance,
as that derived from the down curve will relate to
the broken-down system.

Consequently, the most useful index of thixotropy
can be obtained by integration of the area contained
within the loop. This will not, of course, take into
account the shape of the up and down curves, and
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so two materials may produce loops of similar area
but with completely different shapes, representing
totally different types of flow behaviour. In order to
prevent confusion, it is best to adopt a method whereby
an estimate of area is accompanied by a yield value(s).
This is particularly important when complex up curves
exhibiting bulges are obtained, although it is now
acknowledged that when these have been reported
in the literature, they might well have been a con-
sequence of the design of the instrument employed,
rather than providing information on the three-
dimensional structure of the material under investiga-
tion. The evidence for this is based on the flow curves
produced using more modern instruments, which do
not exhibit the same, if any, bulges.

Finally, there are some instances of materials that
become more viscous with increased length of time
that the shear stress is applied. The correct term for
this behaviour is rheopexy. An everyday example is
the thickening of cream with increased beating, and
fluid pharmaceutical emulsions can become semisolid
creams on being homogenized. Since these changes
accompany a distinct change in the internal structure
of the system, they are not reversible under normal
conditions.

Determination of the flow
properties of non-Newtonian fluids

With such a wide variety of rheological behaviour, it
is extremely important to carry out measurements
that will produce meaningful results. It is crucial
therefore not to use a determination of viscosity at
one shear rate which, although perfectly acceptable
for a Newtonian fluid, would produce results which
are useless for any comparative purposes. Fig. 6.12
shows rheograms that represent the four different
types of flow behaviour, all of which intersect at
point A, which is equivalent to a shear rate of 100 s™'.
Therefore, if a measurement was made at this one
shear rate, all four materials would be shown to have
the same viscosity (0/y= 0.01 Pa s) although they
each exhibit different characteristics. Single-point
determinations are quite obviously an extreme
example, but are used here to emphasize the impor-
tance of properly designed experiments.

Rotational viscometers

These instruments rely on the viscous drag exerted
on a body when it is rotated in a fluid to determine
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Fig. 6.12 * Explanation of the effect of single-point
viscosity determination and the resultant errors.

its viscosity. They should really be referred to as
rheometers since nowadays they are suitable for use
with both Newtonian and non-Newtonian materials.
Their major advantage is that wide ranges of shear
rate can be achieved, and if a programme of shear
rates can be selected automatically, then a flow curve
or theogram for a material may be obtained directly.
A number of commercial instruments are available
which range from those that can be used as simple
in-line devices to sophisticated multifunction
machines. However, all share a common feature in
that various measuring geometries can be used; these
include concentric cylinder (or Couette), cone—plate
and parallel-plate geometries.

Concentric cylinder geometry. In this geometry
there are two coaxial cylinders of different diameters,
the outer forming the cup containing the fluid in which
the inner cylinder or bob is positioned centrally
(Fig. 6.13). In older types of instrument, the outer
cylinder is rotated and the viscous drag exerted by
the fluid is transmitted to the inner cylinder as a torque,
inducing its rotation, which can be measured with a
transducer or a fine torsion wire. The stress on this
inner cylinder (when, for example, it is suspended on
a torsion wire) is indicated by the angular deflection,
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Fig. 6.14 ¢ Cone—plate geometry.

6, once equilibrium (i.e. steady flow) has been attained.
The torque, T, can then be calculated from

CO=T
(6.31)

where C is the torsional constant of the wire. The
viscosity is then given by

1 1),
0= w2
4rthw

(6.32)

where r, and 7, are the radii of the inner and
outer cylinders respectively, & is the height of the
inner cylinder and @ is the angular velocity of the
outer cylinder.

Cone-plate geometry. The cone-plate geometry
comprises a flat circular plate with a wide-angle cone
placed centrally above it (Fig. 6.14). The tip of the
cone just touches the plate, and the sample is loaded
into the included gap. When the plate is rotated, the



Fig. 6.15 ¢ Parallel-plate geometry.

cone will be caused to rotate against a torsion wire
in the same way as the inner cylinder described earlier.
Provided the gap angle is small (<1°), the viscosity
will be given by

_ 3aT

2niw

(6.33)

where ®is the angular velocity of the plate, T is the
torque, r is the radius of the cone and o is the angle
between the cone and the plate.
Parallel-plate geometry. This only differs from
cone—plate geometry in that the cone is replaced by
a flat plate which is similar to the opposing part of
the geometry (Fig. 6.15). The viscosity is given by

_2hT
nrio

(6.34)

where in this case 7 is the diameter of the plates and
h the gap between them.

Rheometers

From Eq. 6.2 it can be seen that the viscosity of a
fluid can be calculated by division of the shear stress
by the shear rate. However, in order to do this, it is
essential to have an instrument that is capable of
imposing either a constant shear rate and measuring
the resultant shear stress or a constant shear stress
when measurement of the induced shear rate is
required. The first type of instrument is referred to
as controlled-rate (or strain) whereas the latter is
known as a controlled-stress. As is the case with
most scientific measurements, the history of the
development of the instrumentation can be instructive
in understanding the way in which they work. The
MacMichael controlled-rate (or controlled-strain)

Rheology

Fig. 6.16 ¢ Representation of a controlled-rate
rheometer.

viscometer, which was patented in 1918, had a cup
which contained the fluid under test and could be
rotated at just one speed. A 5 mm thick disc sus-
pended on a torsion wire was immersed in the fluid
in the cup (Fig. 6.16). The viscous drag exerted by
the fluid caused the disc to rotate, which in turn
produced a deflection in the torsion wire to an
equilibrium position which was inversely related to
the viscosity. An early modification was to couple a
gearbox to the synchronous electric motor so that a
series of speeds (shear rates) could be employed.
The change from a synchronous to a direct current
motor and then a step (or stepper) motor has obviated
the need to include a gearbox although these are still
incorporated in some instruments as a means of
extending the range of shear rates that can be applied.

The absolute viscosity could not be determined
with these early instruments, but the incorporation
of a calibrated torsion wire and a defined measuring
geometry (such as concentric cylinder or cone-plate
geometry) made this possible. Perhaps the most
significant improvement made to the technology is
the replacement of the torsion wire with more
sophisticated torque measurement devices, sometimes
referred to as dynamometers. Their introduction
meant that the cup in Fig. 6.16 could be fixed and
only the upper part of the geometry needed to be
driven by the motor via a coiled spring (Fig. 6.17):
the degree of flexure of the spring is, like that of the
torsion wire that it replaced, inversely related to the
resistance to flow (i.e. viscosity) of the fluid. Although
this modification enabled the viscosity to be read
directly off a scale and instruments to be automated,
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Fig. 6.17 ¢ Representation of a controlled-rate
rheometer with a coiled spring torque measuring device.

the spring had to have a low elastic modulus and the
weight of the measuring geometry needed to be kept
to a minimum since it created inertia which had to
be overcome when the motor was started. This
resulted in a lag period before the bob began to rotate,
followed by a rapid acceleration which, in turn,
produced an overshoot. This type of behaviour was
very apparent with the Ferranti-Shirley viscometer,
which was widely used with pharmaceutical semisolids
in the 1960s and 1970s. The instrument was highly
automated for its time and produced a plot of a flow
curve in real time on an X-Y recorder. However, the
inertial overshoot was apparent as bulges in the flow
curves that were obtained but, unfortunately, these
artefacts were taken by some workers to represent
rheological characteristics of the material. Advances
in electronics meant that the spring could be replaced
by a stiffer torsion strip or bar which is only deflected
by a few degrees. The concomitant improvements
in microprocessors enabled instrumental control and
data collection to be integrated so that not only did
measurements become automatic but also data
processing was virtually instantaneous.

The first controlled-stress viscometer was described
by Stormer in 1909 and was based on a cup and bob
geometry where the outer cup was stationary and
the inner one was immersed in the liquid under test.
The inner cylinder was rotated at a constant stress
produced by a weight attached to a length of thread
which was wrapped around a horizontal pulley on the
shaft of the cylinder and then passed over a vertical
pulley so that it fell under the influence of gravity
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Fig. 6.18 ¢ Representation of a controlled-stress
rheometer.

(Fig. 6.18). The rate of rotation was measured with
the aid of a stopwatch and an eagle-eyed operator.
The most common way of using the instrument was
to determine the weight that produced a predeter-
mined rate of rotation: although this was useful for
comparative purposes, it did not allow the calculation
of absolute viscosities. Almost 60 years elapsed before
workers attempted to adapt this instrument to operate
at very low stresses and measure displacement over
long times. Such experiments were known as creep
tests, and once the technology became available, a
similar enhancement in their application occurred
as it did with controlled-rate instruments. In this
instance, the most significant improvements were the
use of air bearings to provide both lateral and axial
support, the use of optical encoders to measure radial
displacement and the addition of drag-cup motors
to produce the torque. The latter not only allowed
the smooth control of torque but also had very low
inertia so that low stresses could be applied.

The design of instruments with the capacity to
operate as controlled-strain or controlled-stress
instruments has now advanced such that both types
of test can be conducted with the same instrument.
A generalized representation of the instruments is
shown in Fig. 6.19. The air bearing supports the
changeable measuring geometry and may be enclosed
in a unit which also houses the motor and the displace-
ment sensor. When used in the controlled-stress mode,
the current to the motor generates a torque which
rotates the measuring geometry against the resistance
of the sample. The resultant displacement is measured
by the sensor so that the speed can be calculated.
The difference when the instrument is operated in
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Fig. 6.19 ¢ Schematic diagram of a rheometer that can
operate in a variety of modes.

controlled-strain mode is that there is feedback to
the motor from the sensor so that instead of a
predetermined stress being provided, the torque
necessary to maintain a given strain is measured. In
both cases, since the shear rate and shear stress are
available, the viscosity can be calculated. Both
instrumental designs can also be used for dynamic
testing using forced oscillation, and thus to character-
ize viscoelastic properties. As in many aspects of
modern life, the developments in computing hardware
and software have contributed significantly to advances
in the design and use of rheometers.

Viscoelasticity

In experiments conducted with rotational viscometers,
two observations are often made with pharmaceutical
materials:

1. With cone-plate geometry, the sample appears
to ‘roll up’ especially at high shear rates and is
ejected from the gap.

2. With concentric cylinder geometry, the sample
will climb up the spindle of the rotating inner
cylinder (referred to as the Weissenberg effect).

The cause of both these phenomena is the same;
that is, the liquids are not exhibiting purely viscous
behaviour but are viscoelastic. Such materials display
solid and liquid properties simultaneously, and the

Rheology

D
c
C
£ =
Hl B
F

A X G
@ Time
c
s
%)

X

(b) Time

Fig. 6.20 ¢ Creep (or compliance) curves for (a) an
un-cross-linked system and (b) a cross-linked system.

factor that governs the actual behaviour is time. A
whole spectrum of viscoelastic behaviour exists for
materials that are predominantly either liquid or solid.
Under a constant stress, all these materials will
dissipate some of the energy in viscous flow and store
the remainder, which will be recovered when the
stress is removed. The type of response can be seen
in Fig. 6.20a, where a small, constant stress has been
applied to a 2% gelatin gel at 20 °C and the resultant
change in shape (strain) is measured.

In the region A-B an initial elastic jump is observed,
followed by a curved region B-C when the material
is attempting to flow as a viscous fluid but is being
retarded by its solid characteristics. At longer times,
equilibrium is established, so for a system like this,
which is ostensibly liquid, viscous flow will eventually
predominate and the curve will become linear with
a positive slope (C-D). If the concentration of gelatin
in the gel had been increased to 30%, then the
resultant material would be more solid-like and no
flow would be observed at longer times, so the curve
would level out as shown in Fig. 6.20b. In the case
of the liquid system, when the stress is removed only
the stored energy will be recovered, and this is
represented by an initial elastic recoil (D-E, Fig.
6.20a) equivalent to region A-B and a retarded
response E-F equivalent to B-C. There will be a
displacement from the starting position (F-G) and
this will be related to the amount of energy lost
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during viscous flow. For the higher-concentration gel,
all the energy will be recovered, so only regions D-E
and E-F are observed.

This significance of time can be observed from
the point X on the time axis. Although both systems
are viscoelastic, and, indeed, are produced by different
concentrations of the same biopolymer, in Fig. 6.20a
the sample is flowing like a high-viscosity fluid,
whereas in Fig. 6.20b it is behaving like a solid.

Creep testing

Both experimental curves shown in Fig. 6.20 are
examples of a phenomenon known as creep. If the
measured strain is divided by the stress — which, it
should be remembered, is constant — then a compliance
will be derived. As compliance is the reciprocal of
elasticity, its unit will be m* N! or Pa™'. The resultant
curve, which will have the same shape as the original
strain curve, then becomes known as a creep compliance
curve. If the applied stress is below a certain limit
(known as the linear viscoelastic limit), it will be directly
related to the strain, and the creep compliance curve
will have the same shape and magnitude regardless
of the stress used to obtain it. This curve therefore
represents a fundamental property of the material,
and derived parameters are characteristic and independ-
ent of the experimental method. For example, although
it is common to use either cone—plate or concentric
cylinder geometries with viscoelastic pharmaceuticals,
almost any measuring geometry can be used provided
the shape of the sample can be defined and maintained
throughout the experiment.

It is common to analyse the creep compliance
curve in terms of a mechanical model, an example
of which is shown in Fig. 6.21, which also indicates
the regions on the curve shown in Fig. 6.20a to which
the components of the model relate. Thus, the
instantaneous jump can be described by a perfectly
elastic spring and the region of viscous flow by a
piston fitted into a cylinder containing an ideal
Newtonian fluid (this arrangement is referred to as
a dashpot). In order to describe the behaviour in the
intermediate region, it is necessary to combine both
these elements in parallel, such that the movement
of the spring is retarded by the fluid in the dashpot;
this combination is known as a Voigt unit. It is implied
that the elements of the model do not move until
the preceding one has become fully extended.
Although it is not feasible to associate the elements
of the model with the molecular arrangement of the
material, it is possible to ascribe a viscosity to the
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Fig. 6.21 ¢ Mechanical model representation of a creep
compliance curve.

fluids in each cylinder and elasticity (or compliance)
to each spring.

Thus, a viscosity can be calculated for the single
dashpot (see Fig. 6.21) from the reciprocal of the
slope of the linear part of the creep compliance curve.
This viscosity will be several orders of magnitude
greater than that obtained by the conventional rotational
techniques described previously. It may be considered
to be that of the rheological ground state (1) as the
creep test is non-destructive and should produce the
same viscosity however many times it is repeated on
the same sample as long as the environmental conditions
remain constant. This is in direct contrast to continuous
shear measurements, which destroy the structure being
measured and with which it is seldom possible to
obtain the same result in subsequent experiments on
the same sample. The compliance (J;) of the spring
can be measured directly from the height of region
A-B (see Fig. 6.20a) and the reciprocal of this value
will yield the elasticity, Eq. It is fortunate that this
value, together with 7, often provides an adequate
characterization of the material.

However, the remaining portion of the curve can
be used to derive the viscosity and elasticity of the
elements of the Voigt unit. The ratio of the viscosity
to the elasticity is known as the retardation time, 7,
and is a measure of the time taken for the unit to
deform to 1/e of its total deformation. Consequently,
more rigid materials will have longer retardation times
and the more complex the material, the greater the



number of Voigt units that are necessary to describe
the creep curve.

It is also possible to use a mathematical expression
to describe the creep compliance curve

J0)=1,- Y 1 A-e") 1/,
i=1

(6.35)

where J (1) is the compliance at time 7, and J; and 7; are
the compliance and retardation time respectively, of
the ith Voigt unit. Both the model and the mathematical
approach interpret the curve in terms of a line spectrum.
It is also possible to produce a continuous spectrum
in terms of the distribution of retardation times.

A stress relaxation test is essentially the reverse
of a creep compliance test. The sample is subjected
to a predetermined strain, and the stress required
to maintain that strain is measured as a function
of time. In this instance, a spring and dashpot in
series (known as a Maxwell unit) can be used to
describe the behaviour. Initially the spring will extend
instantaneously, and will then contract more slowly as
the piston flows in the dashpot. Eventually the spring
will be completely relaxed but the dashpot will be
displaced, and in this case the ratio of viscosity to
elasticity is referred to as the relaxation time.

Dynamic testing

Both creep and relaxation experiments are considered
to be static tests. Viscoelastic materials can also be
evaluated by means of dynamic experiments, whereby
the sample is exposed to a forced sinusoidal oscillation
and the transmitted stress measured. If, once again,
the linear viscoelastic limit is not exceeded, then the
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stress will also vary sinusoidally (Fig. 6.22). However,
because of the nature of the material, energy will be
lost, so the amplitude of the stress wave will be less
than that of the strain wave, behind which it will
also lag. If the amplitude ratio and the phase lag can
be measured, then the elasticity, referred to as the
storage modulus, G’, is given by

G = (%) coso
(6.36)

where G is the stress, yis the strain and Jis the phase
lag. A further modulus, G”, known as the loss modulus,

is given by
G”= (g)siné
Y

(6.37)
This can be related to viscosity, 17, by
, G//
’r] =
(0]
(6.38)

where @ is the frequency of oscillation in radians
(s™). From Egs 6.36 and 6.37 it can be seen that

”

— =tand
G/

(6.39)

where tan & is known as the loss tangent. Thus, a
perfectly elastic material would produce a phase lag
of 0 degrees, whereas for a perfect fluid it would be
90 degrees.

Stress

Stress or strain

Time

Fig. 6.22 ¢ Sine waves showing the stress wave lagging behind the strain wave during dynamic testing.
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Finally, the concepts of liquid-like and solid-like
behaviour can be explained by the dimensionless
Deborah number (De)

De=—
T
(6.40)

where 7 is a characteristic time of the material and
T is a characteristic time of the deformation process.
For a perfectly elastic material (solid), Twill be infinite,
whereas for a Newtonian fluid it will be zero. With
any material, high Deborah numbers can be produced
either by high values of 7 or by small values of T. The
latter will occur in situations where high rates of
strain are experienced, e.g. slapping water with the
hand. Also, even solid materials would flow if a high
enough stress is applied for a sufficiently long time.

The applications of rheology in
pharmaceutical formulation

The components used to make a formulation may
not only affect the physical and release characteristics
of the product but may also guide it to the site of
absorption. In some cases, it may be possible to exploit
the properties of the excipients such that the dosage
form is retained at a specific location in the body.
This approach is often necessary for locally acting
products which are used to treat or prevent diseases
of, for example, the eye and the skin. To treat condi-
tions in the eye, an aqueous solution of the drug is
delivered to the precorneal area by means of a
dropper. If the solution is Newtonian and of low
viscosity, then it will be rapidly cleared from the eye
as a result of reflex tear production and blinking.
The resultant short residence time means that an
effective concentration will only be attained for
brief periods following dosing, so that treatment is
pulsatile. However, if a water-soluble polymer is
added to the formulation, such that the viscosity
is within the range of 15 mPa s to 30 mPa s, then
the residence time increases, as does the bioavailability.
Addition of excipients that make the product pseu-
doplastic will facilitate blinking, and this may improve
acceptance and adherence by the patient. If the
product can be made viscoelastic, then solutions of
higher consistency may be tolerated. This can be
achieved in the eye if a polymeric solution is designed
to be Newtonian when it is instilled but then under-
goes a sol—gel transition in situ in reaction to the
change in environment such as temperature, pH or
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ion content. Poly(vinyl alcohol), cellulose ethers and
esters and sodium alginate are all examples of poly-
mers which have been used as viscolysers in eye drops.
Polyacrylic acid and cellulose acetate phthalate have
been claimed to produce reactive systems. The
formulation of eye drops and the importance of
viscosity in the formulation of ocular delivery systems
are discussed further in Chapter 39.

The ointments and creams which are applied to
the skin to deliver a drug which has a local action,
such as a corticosteroid or anti-infective agent, are
usually semisolids. Their rheological properties need
to be assessed after manufacture and during the shelf
life in order to ensure that the product is physically
stable; this is important because the rate of release
of the drug and the concentration at the site of action
are related to the apparent viscosity. Also, since these
products are normally packaged in flexible tubes,
rheological measurements will also indicate whether
the product can be readily removed from the container
(see also Chapter 40).

Knowledge of the flow properties of a product
such as a gel for topical application can be used to
predict patient acceptability, since humans can detect
small changes in viscosity during activities such as
rubbing an ointment on the skin, shaking ketchup
from a bottle or squeezing toothpaste from a tube.
Since the ability of the body to act as a rheometer
involves the unconscious coordination of a number
of senses, the term psychorheology has been adopted
by workers in this field. All three situations provide
examples of the advantages of designing a formulation
which has a yield stress and exhibits plastic or
pseudoplastic behaviour so that the patient only has
to apply the appropriate shear rate.

Transdermal delivery systems (often referred to as
patches) are used to deliver drug across the skin at a
rate which means that they can be left on the skin for
periods of up to a week. The drug can either be
incorporated in a reservoir or be dissolved in the layer
of adhesive which holds the device on the skin (see
Chapter 40). The rheological properties of the adhesive
can therefore be used to predict and control not only
the adhesion but also the rate of drug absorption. The
latter can be used to estimate the length of time that
the device needs to be applied to the skin.

When a dosage form is intended to be administered
perorally, so that the active ingredient can be absorbed
from the gastrointestinal tract, then the gastrointestinal
tract transit time plays a major role in the extent
and amount of drug which appears in the bloodstream.
The first phase of gastrointestinal tract transit is gastric



emptying, which is in part dictated by the rise in
viscosity of the stomach contents in the presence of
food. The consequential increase in gastric residence
time and decrease in the dissolution rate of the
active ingredient can lead to a reduction in the rate,
but not necessarily the extent, of absorption. Such
effects can be exploited by the pharmaceutical
formulator, for example, by including a gel-forming
polymer in the formulation, since this can simulate
in vivo the effect exerted by food. However, its use
as a means of prolonging the duration of action of
an orally administered medicine needs to be thor-
oughly understood particularly in relation to the effect
of the presence and nature of food, since any benefit
could be lost by, for example, administration of the
dosage form following a high-fat meal. Many solid
sustained-release dosage forms depend on the inclu-
sion of high molecular weight polymers for their mode
of action, and the viscosity of a particular polymer
both in dilute solution and as a swollen gel is used
to aid the selection of the most suitable candidate.

A final example of the application of rheology in
the design and use of dosage forms is the administra-
tion of medicines by intramuscular injection. These
are formulated as either aqueous or lipophilic (oily)
solutions or suspensions. Following injection, the
active ingredient is absorbed more quickly from an
aqueous formulation than its lipophilic counterpart.
The incorporation of the active ingredient as a suspen-
sion in either type of base offers a further opportunity
of slowing the rate of release. The influence that the
nature of the solvent has on the rate of drug release
is in part due to its compatibility with the tissue,
but its viscosity is also of importance. Although it
may be possible to extend the dosing interval by
further increasing the viscosity of the oil, it has to
be borne in mind that the product needs to be able
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to be drawn into a syringe via a needle, the diameter
of which must not be so large as to alarm or discomfort
the patient. Furthermore, adding other excipients
such as polymers to the formulation or even just
altering the particle size of the suspended particles
can induce marked alterations in the rheological
properties such that the injection may become plastic,
pseudoplastic or dilatant. If it does become plastic,
then provided that the yield value is not too high, it
may be possible for it to pass through a syringe needle
by application of a force which it is reasonable to
achieve with a syringe. Quite obviously this will not
be the case if the suspension becomes dilatant since
as the applied force is increased the product will
become more solid. Often the ideal formulation is
one which is pseudoplastic because as the force is
increased so the apparent viscosity will fall, making
it easier for the injection to flow through the needle.
Ideally the product should also be truly thixotropic
because once it has been injected into the muscle,
the reduction in shear rate will mean that the bolus
will gel and thus form a depot, from which release
of the drug may be expected to be delayed.

The use of appropriate rheological techniques in
the development of such products can be beneficial
not only to predict their performance in vivo but
also to monitor changes in characteristics on storage.
This is especially true for suspension formulations,
since fine particles have a notorious and, sometimes,
malevolent capacity for increasing in size on storage,
and if as a result a pseudoplastic product becomes
dilatant, then it will be impossible to administer it
to the patient.
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KEY POINTS

® Kinetics is the study of the rate at which
processes occur. It is a ‘how fast’ concept, in
contrast to thermodynamics, which describes
‘how much’.

® The changes described may be chemical
(decomposition of a drug, radiochemical decay)
or physical (dissolution, transfer across a
boundary such as the intestinal lining).
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Kinetics

Gareth R. Williams

For a process to occur, an energy barrier
known as the activation energy must be
overcome.
Kinetic studies provide information that:
® gives insight into the mechanisms of the
changes involved; and
¢ allows prediction of the amount of change
that will occur after a given time.
Processes can be classified as zero order, first
order or second order depending on how many
concentration terms are involved in determining
the rate.
In a zero-order reaction, the rate (e.g. of
decomposition, dissolution or drug release) is
constant and independent of the concentrations
of the reactants. A constant rate of drug release
from a dosage form is highly desirable to
maintain a consistent plasma concentration.
The rate of a first-order process is determined
by one concentration term. These are by far the
most common processes seen in
pharmaceutical science. For instance, drug
decomposition during storage and the
movement of drugs from one body
compartment to another follow first-order
kinetics.
The rates of second-order processes depend on
the product of two concentration terms. These
reactions are relatively rare in pharmaceutics.
The half-life, t,,, is the time taken for the
concentration (for instance of a drug in solution
or in the body) to reduce by a half.
Increasing the temperature increases the rate of
reaction, with a 10°C rise usually doubling the
rate.
The Arrhenius theory permits the influence of
temperature on the reaction rate to be
quantified.



Introduction

This chapter focuses on understanding and quantifying
kinetics. The term kinetics refers to the rate at which
processes occur. The concept can be applied equally
to both chemical and physical changes, and kinetics
are profoundly important in a number of aspects of
formulation and product design, such as dissolution
(see Chapter 2), microbial growth and death (see
Part 3), drug absorption, distribution, metabolism
and excretion (see Part 4), preformulation (see
Chapter 23), the rate of drug release from dosage
forms (see Part 5) and the decomposition of active
ingredients (see Part 6). As a result, a thorough
grounding in kinetics is very useful.

It is important to differentiate between the
concepts of kinetics and thermodynamics. Kinetics
relates to ‘how fast’, whereas thermodynamics
concerns ‘how much’. Both need to be taken into
consideration in formulation science. For instance,
when a patient is given a solid dosage form orally,
the drug in the product needs to dissolve into solution
before it can enter the systemic circulation. Two
quantities need to be known to understand this
process properly:

* The dissolution rate. This is a kinetic quantity,
and refers to the rate at which the drug
molecules transition from the solid state into
solution.

* The solubility. This is a thermodynamic
quantity, equal to the maximum amount of
drug dissolved at equilibrium.

Both the dissolution rate and solubility will be crucially
important in determining the efficacy of a formulation.
If the drug dissolves very slowly, then very little drug
will be able to pass into solution while the formulation
is in the body. This is likely to result in drug concentra-
tions too low to have a therapeutic effect. If the
solubility is very low, it is less likely that a therapeutic
concentration will be reached. Most often, drugs that
are highly soluble also dissolve quickly, but this is
not always true. These issues are discussed in more
detail in Chapter 2.

The concepts of kinetics are equally useful in the
consideration of chemical processes, in which there
is a change in the molecular structure of the species
being considered (e.g. decomposition of a drug,
radioactive decay), and physical changes (e.g. dissolu-
tion, transfer across a boundary such as the intestinal
epithelium). In kinetic studies, the change in the
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system is monitored as a function of time. Such
experiments give information on the mechanisms of
the changes involved, and also allow prediction of
how much change will occur in a given time.

Energetics

For a chemical reaction to occur, it is necessary for
the molecules involved to possess a certain minimum
amount of energy, known as the activation energy
(E,; Fig. 7.1). Activation energy can be thought of
as an energy barrier to a reaction. If the reactants do
not have sufficient energy, then they will not be able
to overcome this barrier, and hence no reaction will
occur. The energies of a population of molecules
are given by the Maxwell-Boltzmann distribution
(Fig. 7.2).

As can be seen in Fig. 7.2, as the temperature
rises the average energy of the molecules increases.
The E, for a reaction is a fixed quantity, and thus in
general a reaction proceeds more quickly at higher
temperatures (although this is not always true, it is
in most cases).

Energy

Ea

Reactants

Products

Reaction path

Fig. 7.1 e A plot showing the activation energy.

Low temperature

High temperature

Number of molecules

éa Energy

Fig. 7.2 * The Maxwell-Boltzmann distribution of
molecular energies.

115



Scientific principles of dosage form design

Homogeneous and
heterogeneous processes

Homogeneous processes occur in one phase, most
usually in the gas phase or in solution. Because
molecular mobility is high in the liquid and gas phases,
the processes are uniform throughout the whole
reacting mass. Heterogeneous processes involve more
than one phase: for instance, a solid dissolving into
a liquid. These processes frequently can only occur
at the phase boundary and their rates depend on the
supply of fresh material to this boundary.

Molecularity

The molecularity of a reaction describes the number
of reactant molecules involved in forming the product.
This can be determined from the stoichiometry of
the reaction. Some reactions, particularly decomposi-
tion processes, are unimolecular, in that only a single
molecule is involved in the reaction. A generic
example of such a process would be as follows:

A—>B
(7.1)
Many reactions involve two molecules reacting:
A+B->C
(7.2)

The hydrolysis of ester drugs and Sy2 nucleophilic
substitution reactions in which an electron-rich
nucleophile bonds to an electron-deficient atom with
simultaneous loss of a leaving group are common
examples of such bimolecular processes.

As further examples,

CH,CH,Br + H,0 — CH,CH,OH + HBr
(7.3)

is a bimolecular process, while
N,Os — 2NO, + 40,
(7.4)

is unimolecular.

In a unimolecular process, a molecule will react
if it has sufficient energy to overcome the activation
energy barrier (i.e. the energy of the molecule must
be greater than the activation energy). The number
of high-energy molecules depends on how many
molecules are present (their concentration in solution
or pressure in a gas) and the temperature, in
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accordance with the Maxwell-Boltzmann distribution
(see Fig. 7.2). In a bimolecular process, two molecules
must collide with sufficient energy (and in an appro-
priate orientation) to react, and the likelihood of
collision depends on the concentration of each species.

Rate laws and order
of reaction

Much of the material in this chapter will be discussed
in the context of chemical reactions, but the same
principles apply equally to physical processes. Con-
sider the reaction

2A+B—->C+2D

(7.5)
The rate law is a function of the concentrations of
the reacting species. This is because for them to
react, molecules must collide, and the probability of
collisions occurring increases with the concentration.
The rate of formation of the product C is given by
d[C]/dt (the change in the concentration of C per
unit time). Similarly, the rate of destruction of B is
—d[B]/dt. A negative sign is used for the latter, because
the rate is a positive quantity, and the change in the
amount of B with time is negative. Given the stoi-
chiometry of this reaction, expressions for the change
in concentration of all the species involved can be
written:

_1d[A]__diB]_d[C]_1d[D]

2 de de dr 2 de
(7.6)
Most commonly, a simple rate law is written which
allows a single rate term to be defined.
Consider the generic reaction

A+B—>C
(7.7)
The rate law can be expressed as
rate = k[A][BJ
(7.8)

where k is the rate constant, [A] is the concentration
of A, [B] the concentration of B, x is the order of
reaction with respect to A, y is the order of the
reaction with respect to B, and (x + y) is the overall
reaction order. The higher the value of x (or y), the
greater the influence of the concentration of A (or
B) on the rate of reaction.



For the example reaction in Eq. 7.4 a rate equation
can be written as follows:

rate = k[N,Os]
(7.9)

There is only a single concentration term here, and
hence the reaction is first order. Similarly, for the
reaction in Eq. 7.3,

rate = k[CH3;CH,Br][H,0]
(7.10)

There are two concentration terms in this equation,
each raised to the first power. The reaction is first
order with respect to each of CH3CH,Br and H,O,
but the sum of the powers is 2 and therefore the
reaction is second order overall.

It is also possible to have zero-order processes, in
which the rate is independent of the concentration:

rate=Fk
(7.11)

All three types of process arise in pharmaceutics, and
thus will be discussed in turn. A quantitative treatment
of rate laws and kinetics is usually needed, which
requires the use of some simple concepts of calculus.
Background information on these concepts can be
found in the texts listed in the bibliography.

Zero-order processes

In a zero-order reaction, the rate is constant, regardless
of the concentration(s) of species present. Zero-order
drug release from a formulation can be highly desir-
able, because it allows the drug concentration in the
blood plasma to be maintained at a constant level
for prolonged periods. Many processes occurring at
phase boundaries appear to be zero order; for instance,
decomposition reactions in a suspension. Here it often
seems that the rate of decay is constant, but on closer
examination the rate may be correlated to the level
of light in the container, or the presence of a catalyst
(a nonreacting species that accelerates the rate of
reaction). Zero-order can be seen where the concen-
tration of reacting material at a surface remains
constant either because reaction sites are saturated
(enzyme kinetics, drug-receptor interactions) or
because it is replenished constantly by diffusion of
fresh material from within the bulk. The latter applies
to the hydrolysis of drugs in suspensions and drug
delivery from dosage forms such as transdermal
patches.

Kinetics

For an example process A — products, the rate
law can be written as follows:

dia]_

k
de

(7.12)

d[A]/dt is what is referred to as a differential term:
in essence, it describes very small changes in the
concentration of A with respect to time. The minus
sign denotes the fact that the concentration of A
declines with time. Eq. 7.12 can then be rearranged
to give
d[A]=—kdt
(7.13)

To describe real-world processes, all these tiny changes
in concentration occurring during the period of
interest need to be added together; to do this, the

equation must be integrated. Eq. 7.13 can be inte-
grated between t = 0 and t to yield

[[A]l’ d[A]=—k/'d
(7.14)
[A] —[A]y =—k(t-0)
(7.15)
[Al =[Alo—kt
(7.16)

A plot of [A], versus ¢ will thus give us a straight
line of intercept [A], and gradient —k (see Box 7.1
and Fig. 7.3). k will have units of concentration time™,
with concentration typically in mol dm™ or alterna-
tively in mol L. Litre (L) and dm® are the same
volume. They are used interchangeably.

] Box 7.1

Worked example of a zero-order process

Data are collected on the decomposition of a drug,
with the following results:

Time (min) 0 60 120 180 240
[A] (mol dm™) 0196 0154 0112 007 0028

If this is a zero-order process, then a plot of [A]; versus time will give
a straight line with gradient —k and intercept on the vertical axis of
[Alo. This is shown in Fig. 7.3. From the plot, it can be found that the
rate constant is 7 x 10 mol dm= min™". The intercept is [Al, =
0.196 mol dm™, which is in agreement with the initial concentration
from the data in the table.
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0.25
[A]o = intercept = 0.196 mol dm=
0.2 —k = gradient = —7 x 10~ mol dm= min~"
& ' k=7 x 10" mol dm= min~'
£ 015
©
E o1
<
0.05
0
0 100 200 300
t (min)

Fig. 7.3 ¢ Concentration versus time for a zero-order
reaction, produced with the data in Box 7.1.

First-order processes

These are processes in which the rate is determined
by the concentration of a single reactant raised to
the first power; that is, the rate of reaction is directly
proportional to the concentration of a single species
present. First-order processes are by a significant
margin the most common processes in pharmaceutics.
For instance, drug decomposition during storage is
commonly a first-order reaction, and the passage of
drugs from one body compartment to another (e.g.
from the lumen of the intestine into the blood) is
also typically first order.

For the generic reaction A — products, if the
process is first order, then the rate law is written

(7.17)

As before, there is a negative sign in front of k because

the concentration of A declines as time increases.

The rate of constant, k, is thus a positive quantity.
Rearranging and integrating as previously:

L d[A] = —kdr
[A]
(7.18)
(AL 1 t
j[ . md[A] =k dt
(7.19)
In[A], = In[A], = —k(t —0)
(7.20)
In[A], - In[A], = —kt
(7.21)
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In[A], = In[A], — kt
(7.22)

From Eq. 7.22, if a graph of In [A], versus ¢ is plotted,
the result will be a straight line with intercept In
[A]y and gradient —k (Fig. 7.4). The units on each
side of Eq. 7.17 must balance, which means that the
rate constant in a first-order process has units of
time™ (typically s, min™', h™!, etc.).

Conveniently, because k for a first-order process
involves no concentration term, it is not necessary
to convert experimental data to concentration in order
to determine its value. For the zero-order processes
discussed previously, concentration data are needed
to determine k, but here any experimental measure
which is directly proportional to concentration can
be used. Concentrations are commonly measured
using such properties as UV absorbance, solution
conductivity, pressure or radioactivity. These values
can be used directly to analyse first-order processes,
whereas for zero-order (or indeed second or any other
order) reactions it is necessary first to use these
measurements to calculate the concentrations.

For example, the absorbance of light (Abs) by a
drug solution is directly proportional to its concentra-
tion in accordance with the Beer—Lambert law. This
states that Abs = ecl, where c is the concentration
(in mol dm™ or mol L™) and ¢ and [ are the molar
absorptivity and the length of solution the light must
pass through respectively. This can be rearranged to
¢ = Abs/é€l, and substitution into Eq. 7.22 gives

In Abs, n Abs, bt
€ &l
(7.23)
Expanding the In terms:
In Abs, —Inéel = In Abs, — Inel — kt

(7.24)

In Abs, = In Abs, — kt
(7.25)

Hence the gradient in a plot of In Abs versus ¢ is the
same as that in a plot of In [A], versus ¢. An example
is given in Box 7.2 and Fig. 7.4.

Pseudo-first-order processes

It was identified earlier that the reaction in Eq. 7.3
is bimolecular, because there are two reacting species
on the left of the equation:



| Box72

Worked example of a first-order process

A radiolabelled cardiac stimulant is administered by
intravenous injection. Blood samples are taken and
the following data (activity as counts per second; cps)
are recorded:

Time (min) 0 30 60 90 120 150
Activity level (cps) 59.7 243 987 401 163 0.67
In activity 409 319 229 139 049 -0.40

If this is a first-order process, then a plot of In activity versus time will
give a straight line, with gradient —k and intercept In (activity at time
0). This is shown in Fig. 7.4. From the plot, it can be found that the
rate constant for elimination from the blood is 0.03 min™'.

5
First order
49 Gradient=-0.03 min-1
k=0.03 min-1
3
2
=
S 2
©
£
1
0
-1
0 100 200

t (min)

Fig. 7.4 e In activity versus time for a first-order
process, produced with the data in Box 7.2.

CH3CH2BI' + Hzo - CH3CH20H + HBr
(7.26)

This reaction is therefore expected to be second order,
and the rate equation can be written as

rate = K[CH3CH,Br][H,0]
(7.27)

However, this reaction is most likely to take place
in an aqueous solution, where the concentration of
CH;CH,Br will be much less than the concentration
of water (1 dm? of water contains 55.6 mol of water?).
Thus the concentration of water will barely change
during the reaction: if the concentration of CH;CH,Br
is, say, 0.1 mol dm™ (a realistic value), then at most
0.1 mol dm™ of water will be consumed if the

Kinetics

| Box73

Worked example of a pseudo-first-order
process

For the reaction CH;CH,Br + H,0 — CH;CH,OH +
HBr, the following data are recorded:

Time (h) 0 1.0 2.0 4.0 6.0
[CH,CH;Br] 0.020 0.017 0.014 0.009 0.006
(mol dm™)

In [CH,CHBr] -3.912 -4.075 -4.269 -4.711 -5.116

Because the concentration of H,O is essentially constant, this reaction
can be treated like a first-order process, and a plot of In [CH;CH,Br]
versus time will allow the determination of the rate constant (Fig. 7.5).
A linear graph is obtained, and the rate constant determined to be k
= —slope = 0.204 h™'.

|
d
w

k = —gradient = 0.204 h™'

N

In [CH;;CHQBI’]
N
[

-5.5

Fig. 7.5 * In concentration versus time for a pseudo-
first-order process, produced with the data in Box 7.3

reaction goes to completion, leaving 55.5 mol dm,
or 99.8% of the original concentration.

In such situations, it is reasonable to make the
assumption that the concentration of water is constant
throughout the reaction, and thus the reaction will
appear to be first order, with a rate constant k” (where
k'’ = k[H,0]). This gives

rate = k[ CH;CH,Br]
(7.28)

These processes are known as pseudo-first-order
reactions, and many drug hydrolysis reactions in
aqueous solution follow this type of kinetics. Some
example data are given in Box 7.3 and Fig. 7.5.
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Second-order processes

In second-order processes, the rate is dependent on
either the concentration of one reactant raised to
the second power, or the concentrations of two
reactants each raised to the first power (i.e. second
order overall). For the reaction A — products, the
rate law would be

rate = k[AJ?
(7.29)

For a process A + B — products, the rate law
would be

rate = k[A][B]
(7.30)

The units on both sides of the reaction must be the
same, and thus for a second-order process k has units
of concentration™ time™ (e.g. mol™ dm®s™).

As previously noted, it is instructive to inte-
grate the rate law. For the model process A —
products,

dIAT_ prap
@ Al
(7.31)
Rearranging and integrating as previously:
L diA) = —kar
[A]
(7.32)
(ar 1 t
j[A]O Wd{A] =—k[ dt
(7.33)
-1 -1
T~ k(t-0
AL A, Y
(7.34)
L1 _ —kt
(Al [Al
(7.35)
- +kt
(Al [Al
(7.36)

Here, a plot of 1/[A], versus ¢t will yield a straight
line with a positive gradient equal to the rate constant,
k (see Box 7.4 and Fig. 7.6). The intercept on the
vertical axis is equal to 1/[A],.
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Worked example of a second-order process

Suppose a pharmaceutical preparation contains an
aqueous solution of a drug. To study potential
decomposition in the bloodstream, a solution with
concentration 0.02 mol dm= was prepared, and
buffered to pH 7.4 at 37.5°C. The drug concentration
was monitored over time, and the following results
were obtained:

Time (min) 0 30 60 90
[drug] (mol dm™)  0.020 0.015 0.012  0.01
1/[drug] (mol' dm® 50.0 66.7 88.3 100.0

If the reaction is second order, a plot of reciprocal concentration
versus time will give a straight line, as shown in Fig. 7.6. The gradient
of this line gives the rate constant, 0.556 mol™" dm?® min™.

110
100 P

® O
o O

1/[A] (mol™" dm®)
(2] ~
o o

9 k = gradient
40 = 0.556 mol~" dm® min~"'

30

0 20 40 60 80 100

t (min)

Fig. 7.6 ® Reciprocal concentration versus time for a
second-order drug decomposition process, produced
with the data in Box 7.4.

The previous example assumes that there is a
bimolecular decomposition process with two identical
molecules colliding and reacting/decomposing. The
situation is more complex if there are two different
species reacting. For two species A and B, their initial
concentrations are probably not the same (although
they could be). This makes the mathematics more
difficult. Considering this process, the rate law can
be written as

d[A] _ d[B] _
de dt
(7.37)
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Table 7.1 Equations for the half-life for zero-order, first-order and second-order processes of the form
A — products

Zero order First order Second order Notes
t= [Al —[Al In([Al, TAL) 1[A], = 1AL Rearrange Eqs 7.16, 7.22 and 7.36 so that
k -k Tk tis the subject
fip = [Alo n2 0.693 1 Substitute [A]; = [A]y/2
2k kK k [Alok

Table 7.2 Summary of key parameters for processes of the form A — products

Zero order First order Second order

Linear equation [Al;= [A], — Akt In [A];= In [A], — Akt 1 1
Al AL

Intercept [Alo In [Alo 1/[Aly
Gradient —k —k K
Dimension of k Concentration per unit time Reciprocal time Reciprocal concentration per unit time
Example units of k mol dm= s s mol~" dm?® s
Half-life (t,) [Aly In2 _ 0.693 1

2k k k [Alok

d[A]/dt (or indeed d[B]/dt) can be integrated using expressions in terms of concentration, and because

partial fractions: [A]; = [A]o/2 when t = 1,5, these can be further
simplified (Table 7.1). For first-order reactions, t;);
M = —k[A][B] is independent of concentration.
d 7.38)
& Summary of parameters
m([A]f ] - ln([A]O ) +k([A], - [Blo):

[B]. [Bo The key parameters for zero-order, first-order and

(7.39) second-order processes are given in Table 7.2.

In such cases, a plot of In([A],/[B],) against t will be

linear, with a gradient of k([A]o — [B]o)- Determination of order and

rate constant
Half—life, t1/2 The order of a process and its rate constant are most

easily determined by making three plots. For our

The half-life (t,/2) is the time taken for the concentra-  exemplar process A — products, the following would
tion of a substance of interest to decline to half its  pe plotted:

initial value. For instance, for the process A —
products, f,; is the time taken for [A]y to decline
to [A]e/2. Half-life is a particularly useful concept
when we are considering drug concentration in the
blood, as it gives us an idea of the length of time for
which the drug persists in the body. It also has uses
in a range of other situations.

Equations for the half-life can easily be determined ~Consider the data in Box 7.5; these are plotted in
from the integrated rate equations. Rearrangement Fig. 7.7. The plot of [A] against ¢ (Fig. 7.7a) is obvi-
of these (Eqs 7.16, 7.22 and 7.36) in terms of ¢ gives  ously not linear, so the reaction is not zero order. A

* [A] against t — if this is a straight line, the
reaction is zero order.

* In [A] against  — if this is a straight line, the
reaction is first order.

* 1/[A] against ¢ — if this is a straight line, the
reaction is second order.
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] Box 7.5

Determining the reaction order and rate constant

The following data apply to the decomposition of a drug. This can be regarded as being a process of A —
products.

Time (h) 0 10 20 30 40 50 60
[A] (mg dm™) 10 6.2 3.6 2.2 1.3 0.8 0.6
In [A] 2.30 1.82 1.28 0.788 0.262 -0.223 -0.511
1/[A] (mg™' dm?) 0.100 0.161 0.278 0.455 0.769 1.250 1.667

If the order of the reaction is not known, then it can be found simply by construction of the three graphs shown in Fig. 7.7.

104 2
Plot is nonlinear showing Plot is nonlinear showing
8 reaction is not zero order reaction is not second
order
o
IE 6
kel
g
= 4
<
2
0
0 20 40 60 80

3 | Linear relationship shows a first-order process
Gradient (—k) = —0.048 h-1
¢ first-order rate constant (k) = 0.048 h-1

0 20 40 60 80
© (o

Fig. 7.7 » Determination of the reaction order for an experimental process. Plots of (a) [A] versus t, (b) 1/[A] versus
t and (c) In [A] versus t for the data in Box 7.5 are shown. The graphs in (a) and (b) are clearly nonlinear,
demonstrating that the reaction is not (a) zero order or (b) second order. In contrast, the plot in (c) is linear, and
thus the reaction is a first-order process.

plot of 1/[A] against t (Fig. 7.7b) is also nonlinear, Complex reactions

and hence the reaction is not second order. The plot

of In [A] versus ¢ (Fig. 7.7¢) is linear, however, and The previous examples have all referred to simple
thus the reaction is first order. From the graph, the reactions, in which only a single reaction is taking
gradient —k = —0.048 h™" and k = 0.048 h™". place and there is a straightforward progression from
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starting materials to products. However, often the
situation is more complicated. On occasion, the
product can itself affect the reaction process, and
there may be multiple reactions occurring concur-
rently. Such processes are termed complex reactions,
and there are three main types of these.

Consecutive reactions

This describes a situation in which one reaction follows
another; for instance

A—>B—>C
(7.40)

These can be regarded as two separate reactions,
with the process A — B described by a rate constant
k, and the second process B — C by a second rate
constant, k,. If k, > k;, then as soon as B forms it
will be converted to C. Conversely, if k&, > k,, then
A is converted to B more quickly than B is turned
into C. This leads to an accumulation of B.

The slower step of a consecutive process is
described as the rate-determining step. This is because
it is this stage of the reaction which governs the
overall rate at which the process can go to completion
(i.e. the overall rate at which A can be converted to
C in Eq. 7.40). The overall order of the reaction is
also determined by this step: if the rate-limiting step
is first order, the overall reaction will be first order.

Parallel (side) reactions

In this case, the reactant A can form a mixture of
products. There are two reactions occurring at the
same time:

A — B (rate constant k;)
(7.41)

A — C (rate constant k; )
(7.42)

In the synthesis of a new molecule, such parallel
reactions are very common: usually, one of the
products is the desired material, whereas the other
is a by-product which is not required and must be
removed by purification. If a drug decomposition
process is considered, then both products are undesir-
able as they diminish the amount of active ingredient
present. In such situations, the important quantity
to consider is the rate at which the concentration of

Kinetics

A declines; this will be given by the sum of the rates
of the parallel processes.

Reversible reactions

Reversible reactions arise where there is an equilibrium
between the product(s) and the starting material(s),
and the product(s) can reform into the reactant(s):

A=B+C
(7.43)

There are two reactions happening here. In one, A
decomposes to give B and C. In the second, B and
C combine to reform A. The forward reaction can
be described by the rate constant k; and the reverse
process with k_;. Note that the ‘=1’ subscript in k_,
simply means that it refers to the reversal of reaction
1: if the forward reaction (1) is A + B —» C, then
the reverse reaction (1) is B+ C — A. It is not true
that if &, = 0.5 s7! then bk, = —0.5 s7! as the rate
constant cannot be negative.

In reversible reactions, the amount of products
(B and C) present contributes to the rate of change
in the concentration of A. To understand this, the
rate equations can be written out in full. For the
forward reaction,

d[A]

= =—k[A
Al a)
(7.44)
For the reverse reaction,
d[A]
——=k,[B][C
Al Bi1cy
(7.45)
The total rate of change in the amount of A is thus
d[A
Ak BIC)- kiA)
t
(7.46)

This makes the process complicated to unravel, and
the overall reaction order can be very complex to
interpret.

The Michaelis—-Menten
equation

A particularly important combination of consecutive
and reversible reactions describes many processes
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that occur at interfaces. Such processes are widely
observed in the life sciences, for instance in enzyme—
substrate binding. Their kinetics are described by
the Michaelis—Menten equation. This assumes that
an enzyme, E, and a substrate, S, form an unstable
complex, ES, which can either reform E and S or
form a new product, P:

E+S#ESL>P+E

(7.47)

The enzyme is not consumed during this reaction.
Its role is to bind the substrate and facilitate the
conversion of the latter to the product. The overall
rate of reaction is hence the rate at which P is formed
— this is often referred to as the velocity of reaction,
V. A first-order equation can be written for the change
in concentration of ES with time:
d[P] _

——= =V =k[ES
=V = [ES)

(7.48)

The concentration of P increases with time, and
thus there is no negative sign in this equation.
There is a problem, however, because ES is a tran-
sient intermediate phase and, because it does not
exist for very long, it is generally very difficult to
measure its concentration directly. Looking at Eq.
7.47 though, the concentration of ES will depend
on the rate of its formation through the combination
of E and S minus the rate of its destruction, either
back to E + S or to E + P An equation can thus be
written:

dis] = k[E][S]— k,[ES] - ks[ES]
(7.49)
Collecting the terms of [ES] gives
% = k[E][S] - (k. + k3) [ES]
(7.50)

In practice, [ES] is small. This is because ES is a
unstable intermediate, and when it forms it decom-
poses rapidly. A concept known as the steady-state
approximation can therefore be used. This states that
after an initial induction period where the concen-
tration of the intermediate increases from zero, its
concentration remains constant. Changes in [ES] are
negligible compared with other concentration changes
in the system, and thus it is reasonable to approximate
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that d[ES]/dt =

rewritten as

0. Eq. 7.50 can therefore be

S5 = 0 = k1151 (ks + R0 5]
(7.51)
Rearranging this yields
Ri[E][S] = (k; + k3)[ES]
(7.52)
o
(7.53)

The Michaelis constant is helpfully defined as Ky, =
(k2 + k3)/k;1, which can be substituted into Eq. 7.53
to give

_[E
B8 = IS

(7.54)

Ky can be usefully conceptualized as the concentration
of substrate at which the rate of reaction is half of
the maximum rate. [ES] is not easily known, but the
total concentration of enzyme, [E],, must be equal
to [ES] + [E] as the enzyme must be present either
in the free form or in a complex with the substrate.
Substituting [E] = [E]o — [ES] into Eq. 7.54 yields

(E], —[ES]
ES]=———
Sl = ]

(7.55)

Eq. 7.55 now needs to be substituted into Eq. 7.48,
such that V' is expressed in terms of [E], rather than
[ES]. The mathematics is somewhat complex and
not important here, but the key result is the
Michaelis-Menten equation:

V=i

(7.56)

Full details of the underlying mathematics can be
found in more specialized textbooks (additional
information can be found in the texts listed in the
bibliography). Examining the expression in Eq. 7.56,
we see that the rate of reaction, V, is not linear, but
will decline from its initial value as the substrate is
consumed and [S] falls. This is because as [S] falls,
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Fig. 7.8 * Estimation of the initial rate of reaction of an
enzyme-catalysed reaction.

the value of Ky/[S] will increase, and thus the value
of the denominator increases. k5 is a constant, and
as the enzyme is not used up during the reaction,
[E]o is also a constant value. Hence, as the denomina-
tor increases, the overall value for the rate declines.
The initial rate of reaction can be determined from
the initial gradient of a plot of [P] against ¢, as shown
in Fig. 7.8.

If [S] < Ky, an approximation can be drawn that
states

_ ks

Vi E]o[S
s = IEWS)
(7.57)
Alternatively, if [S] > Ky,
Vmax = k3[E]0
(7.58)

Eq. 7.58 gives us the maximum velocity possible for
an enzyme-catalysed process (Vo.). Under such
concentrations, there are many more substrate
molecules than there are enzymes present, and thus
the enzyme sites are saturated by substrate. This
results in a ‘plateau’ shape if the reaction velocity V'
is plotted against [S] (known as the Michaelis-Menten
plot; see Fig. 7.9).

It is convenient to invert Eq. 7.56 to yield a linear
relationship between 1/V and 1/[S]:

1__1 , K (L)
Vo k[Ely  ks[E] ([S]
(7.59)
1 1 Ky ( 1 j
—- = + i
VO Vmax Vmax [S]
(7.60)
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Fig. 7.9 ¢ The Michaelis-Menten plot for an enzyme-
catalysed reaction.

This plot is known as a Lineweaver-Burke plot (Fig.
7.10). The intercept on the y-axis is given by 1/V ..,
meaning the maximum rate of reaction can easily be
determined. Ky, can then be calculated from the
gradient (Ky/Vi.), or alternatively is frequently
estimated from the intercept at the x-axis. At the
point at which the line crosses the x-axis, the y value
is zero, hence 1/V; = 0. As a result,

(7.61)

From the data in Fig. 7.10, V. is calculated to be
15.2 mmol dm3 s! and Ky, = 5.7 mmol dm™. The
values of these parameters give further information
on the nature of the enzyme-catalysed process.

o
w
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o
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—1/Ku
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1/[S] (mmol™" dm?3)

Fig. 7.10 * A Lineweaver-Burke plot for an enzyme-
catalysed reaction.
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Effect of temperature on
reaction rate

In the vast majority of cases, increasing the tempera-
ture at which a reaction occurs will increase its rate.
As a rule of thumb, a 10°C rise typically doubles
the rate constant. More quantitative parameters can
be extracted from a simple equation known as the
Arrhenius equation. This builds on the ideas estab-
lished at the start of the chapter, where it was noted
that for them to react, two molecules must collide
with sufficient energy to overcome the activation
energy barrier. The Arrhenius equation states that

_E,
k= Aexp( RT )
(7.62)

In this, k is the rate constant, A is a preexponential
factor, E, is the activation energy for the reaction, R
is the ideal gas constant (8.314 J K™' mol™) and T
is the temperature in kelvin (K) (0°C = 273.15 K).
The exact physical meaning of A is complex, but it
can be thought of as the maximum possible rate
constant if the reaction were infinitely hot. A is
representative of the number of collisions occurring,
and the orientation of these collisions (to react, it is
not enough for two molecules to simply collide; they
must collide in the correct orientation and with
sufficient energy). Consider a simple Sy2 type process
from organic chemistry, such as that shown in Eq.
7.3. For successful reaction, the incoming nucleophile
must not only hit its target molecule, but must also
collide with it at the &+ electrophilic centre where
the reaction can occur.

As previously discussed, the activation energy, E,,
is the energy barrier which must be overcome for
the reaction to proceed. The term exp(—E./RT) is
representative of the proportion of collisions that are
sufficiently energetic for a reaction to occur. Loga-
rithms of the Arrhenius equation can usefully be
taken to yield

Ink=InA— L2
RT

(7.63)
A plot of In k versus 1/T will thus yield a straight
line, with a gradient of —E,/R. The activation energy
can easily be determined from the graph, as R is
known. The intercept at 1/T = 0 will be In A, but
because this occurs at infinite temperature (i.e. 1/T
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Using the Arrhenius equation

The decomposition of a drug was monitored at a
range of temperatures to back-calculate the rate at
room temperature. The following data were obtained:

T(°C) k(day") T(K) 1/T(K") In k
70 0.0196 343 2.92x10° -3.93
60 0.0082 333 3.00x 10°® —-4.80
50 0.0028 323 3.10x 10°® -5.88
40 0.0011 313 3.20x 10°® —6.81
25 298 3.36 x 10°°

The plot of In k against 1/T (Fig. 7.11) is clearly linear. The equation of
the line is found to be In k = —10428/T + 26.474. In k at 25°C (298 K)
can be calculated to be In ks = —10428/298 + 26.474 = -8.52, and
kss =2.00 x 10 day™". In A is 26.474, and therefore A is found to be
3.14 x 10" day™". It is normal for A to be such a large number
because the molecules involved in the reaction are moving rapidly
and randomly, leading to large numbers of collisions.

1T (K

0.0029 0.003 0.0031 0.0032  0.0033

-3 In k=—10428(1/T) + 26.474

Ink

Fig. 7.11 ¢ An Arrhenius plot of In k versus 1/T,
showing the data from Box 7.6.

= 0), it is often impractical to determine In A from
a hand-drawn graph in this way. Typically to find In
A, a point on the line is chosen, and the calculated
gradient is used to evaluate In A (and thus give A).

An exemplar set of data is given in Box 7.6, and
a plot of these data presented in Fig. 7.11. The
Arrhenius equation is very widely used in pharma-
ceutics, most commonly in determining the shelf life
of medicines. In the early stages of development, it
is necessary to obtain approximate data on this quickly
so that the development process is not held up. To
do this, formulations are commonly aged at elevated
temperatures (much greater than the intended storage
temperature) and the rate of reaction determined
at these temperatures. Once E, has been determined,



it is possible to back-calculate the expected rate of
decomposition at room temperature. As discussed
in Chapter 49, there are some problems with this
approach, but it is very useful for initial approximate
studies.

Summary

This chapter has considered the fundamental points
of reaction kinetics, illustrating these with examples.
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KEY POINTS

® The three states of material are solid, liquid and
gas (vapour).

® Solids may exist in crystal form, which means
that there is repeating ordered packing of the
molecules over a long range. They have a
defined melting point.

* Amorphous solids (also known as supercooled
liquids) do not have long-range packing order.
They have no melting point, but have a glass
transition temperature.

® Many materials can pack into more than one
crystal form, and the different forms are called
polymorphs.

® Polymorphs will convert to the stable form over
time. They can have different properties,
including dissolution rate, which can lead to
changes in bioavailability for poorly soluble
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drugs. This can have major consequences for
patients. Regulatory authorities require control
of polymorphs primarily for this reason.

® Many materials can include other materials in
their crystal structure, resulting in hydrates,
solvates and co-crystals. These too can have
different physicochemical properties, requiring
control to ensure consistent pharmaceutical
performance.

Solid state

The three states of matter are solid, liquid and gas
(or vapour). In a sealed container, vapours will diffuse
to occupy the total space, liquids will flow to fill part
of the container completely, whereas solids will retain
their original shape unless a compressive force is
applied to them. From this simple consideration it
becomes clear that solids are unique. Importantly,
their physical form (the packing of the molecules
and the size and shape of the particles) can have an
influence on the way the material will behave. At
normal room temperature and pressure, most drugs
and excipients exist as solids; thus the study of
solid-state properties is of enormous pharmaceutical
importance.

Solid particles are made up of molecules that are
held in close proximity to each other by intermolecular
forces. The strength of interaction between two
molecules is due to the individual atoms within the
molecular structure. For example, hydrogen bonds
occur because of an electrostatic attraction involving
one hydrogen atom and one electronegative atom,
such as oxygen. For molecules which cannot hydrogen



bond, attraction is due to van der Waals forces. The
term van der Waals forces is generally taken to include
dipole-dipole (Keesom), dipole-induced dipole
(Debye) and induced dipole-induced dipole (London)
forces. In this context a dipole is where the molecule
has a small imbalance of charge from one end to the
other, making it behave like a small bar magnet. When
the molecules pack together to form a solid, these
dipoles align and give attraction between the positive
pole of one and the negative pole on the next. Induced
dipoles are where the free molecule does not have
an imbalance of charge, but an imbalance is caused
by a second molecule being brought into close proxim-
ity with the first.

Crystallization

Materials in the solid state can be crystalline or
amorphous (or a combination of both). Crystalline
materials are those in which the molecules are packed
in a defined order, and this same order repeats over
and over again throughout the particle. In Fig. 8.1a,
an ordered packing of a molecule is shown; here the
shape of the molecule is shown as a ‘hockey stick’
style image, which is representing a planar structure
with a functional group pointing up at the end. This
is not a real molecule — it has been drawn to provide
an easy representation of a possible crystal packing
arrangement. A characteristic property of a crystal
is that it has a melting point. The melting point is
the temperature at which the crystal lattice breaks
down, due to the molecules having gained sufficient
energy from the heating process to overcome the
attractive forces that hold the crystal together. It
follows that crystals with weak forces holding the
molecules together (such as paraffins, which have
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Figure 8.1 ¢ A representation of two polymorphic forms
of a crystal consisting of a molecule shown as a ‘hockey
stick’ shape.

Solid-state properties

only London van der Waals interactions) have low
melting points, whereas crystals with strong lattices
(i.e. those held together with strong attractive forces)
have high melting points.

Crystals are produced by inducement of a change
from the liquid to the solid state. There are two
options: one is to cool a molten sample to below the
melting point. Pharmaceutical examples of crystallizing
through cooling include the formation of suppositories,
creams and semisolid matrix oral dosage forms
(although these will not always yield crystalline
material). The other method of crystallization is to
have a solution of the material and to change the
system so that the solid is formed. At a given tem-
perature and pressure, any solute (where the solute
is the material that has been dissolved and the liquid
is the solvent) has a certain maximum amount that
can be dissolved in any liquid (called a saturated
solution). If crystals are to be formed from a solution,
it is necessary to have more solute present than can
be dissolved, which is known as a supersaturated
solution. As crystals form from a supersaturated
solution, the systems will progress until there are
solid particles in equilibrium with a saturated solution.
To make a solid precipitate out of solution one can:

* remove the liquid by evaporation, thus making
the concentration of solute rise in the remaining
solvent (this is the way sea salt is prepared);

* cool the solution, as most materials become less
soluble as the temperature is decreased; or

* add another liquid which will mix with the
solution, but in which the solute has a low
solubility. This second liquid is often called an
antisolvent.

Many drugs are crystallized by addition of water as
an antisolvent to a solution of the drug in an organic
liquid. For example, if a drug is almost insoluble in
water but freely soluble in ethanol, the drug could
be crystallized by addition of water to a near-saturated
solution of the drug in ethanol.

The processes by which a crystal forms are called
nucleation and growth. Nucleation is the formation
of a small mass onto which a crystal can grow. Growth
is the addition of more solute molecules onto the
nucleation site. To achieve nucleation and growth, it
is necessary to have a supersaturated solution. As
mentioned previously, a supersaturated solution is
one where the amount of solute dissolved in the
liquid is greater than the true solubility. Supersatu-
rated solutions are not thermodynamically stable, so
in these circumstances the system will adjust so as
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to move back to the true solubility, and to do this,
the excess solute will precipitate. However, in some
circumstances the process of nucleation can be slow.
Many students will at some stage have had a super-
saturated solution which has not crystallized but on
their simply scratching the side of the beaker with
a glass rod, crystallization was induced. The scratching
action produces a small amount of rough surface that
acts as a nucleation site and causes the supersaturated
solute to precipitate rapidly.

Polymorphism

If the crystallization conditions are changed in any
way, it is possible that the molecules may start to
form crystals with a packing pattern different from
that which occurred when the original conditions
were used. The change in conditions could be a
different solvent, a change in the stirring, or different
impurities being present. In Fig. 8.1b, a packing
arrangement is shown that is an alternative to that
which occurred for the same molecule in Fig. 8.1a.
As both packing arrangements in Fig. 8.1 are repeating
ordered systems, they are both crystals; these would
be called polymorphic forms.

By looking at the packing arrangements in Fig.
8.1, we can see that the molecules in Fig. 8.1a are
more spaced out than those in Fig. 8.1b, which means
that the two crystal forms would have different
densities (i.e. the same mass of material would occupy
different volumes). It looks as though it would be
easier to physically pull a molecule off the structure
in Fig. 8.1a than the structure in Fig. 8.1b, as the
molecules in the structure in Fig. 8.1b are more
interwoven into the structure. If this were the case,
then the structure in Fig. 8.1a would have a lower
melting point than the structure in Fig. 8.1b, and
the structure in Fig. 8.1a may dissolve more easily.
In addition, if an attempt were made to mill the two
crystals, it looks as if the structure in Fig. 8.1a would
break easily, as there are natural break lines (either
vertically or horizontally), whereas the structure in
Fig. 8.1b does not seem to have an obvious weak
line to allow easy breakage. This could mean that
the milling and compaction (tableting) properties
of the two forms will differ. In summary, a change
in the packing arrangement of the same molecule,
giving two different crystal forms, could result in
significant changes in the properties of the solid.

Many organic molecules, including drugs and
excipients, exhibit polymorphism. Often this is of a
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form called monotropic polymorphism, which means
that only one polymorphic form is stable and any
other polymorph that is formed will eventually convert
to the stable form. However, some materials exhibit
enantiotropic polymorphism, which means that under
different conditions (temperature and pressure) the
material can reversibly transform between alternative
stable forms; this type of behaviour will not be
considered further here. Considering monotropic
polymorphism, the true stable form has the highest
melting point and all other forms are described as
metastable. This means that the other forms exist
for a period of time, and thus appear stable, but
given a chance they will convert to the true stable
form. Different metastable forms can exist for very
short times or many months before they convert to
the stable form, depending on the conditions under
which they are stored.

In general, for poorly soluble materials there will
be a correlation between the melting point of the
different polymorphs and the rate of dissolution,
because the one with the lowest melting point will
most easily give up molecules to dissolve, whereas
the most stable form (highest melting point) will not
give up molecules to the solvent so readily. Freely
soluble materials will dissolve rapidly and readily and
therefore it is unlikely that there will be any significant
impact of different melting points on the rate of
dissolution.

High melting point = strong lattice

= hard to remove
a molecule

= low dissolution rate
Low melting point = weak lattice

= easy to remove
a molecule

= high dissolution rate

It is relatively easy to understand that changes in
polymorphic form can cause changes in the rate at
which a poorly soluble drug will dissolve. However,
it is less easy to understand why this can lead to a
change in the apparent solubility. Nonetheless, it is
true that when a metastable polymorphic form is
dissolved, it can give a greater amount of material in
solution than the saturated solubility. In other words,
metastable forms can dissolve to give supersaturated
solutions. These supersaturated solutions will eventually
return to the equilibrium solubility, due to the stable
crystal form precipitating from solution, but that
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Figure 8.2 ¢ The solubility-time relationship for
sulfamethoxydiazine. Open circles represent the
solubility of polymorphic form I, which rises to the
drug’s equilibrium solubility and plateaux. Filled circles
represent the solubility of polymorphic form II, which
dissolves to twice the extent of form lll and then shows
a gradual decline with time, as the stable form
crystallizes from solution. Triangles represent the effect
of addition of crystals of form Il to the solution of form |l
at the peak of solubility. It can be seen that the amount
dissolved falls rapidly from the supersaturated level to
the true equilibrium solubility because the added crystals
of form lll act as nucleation sites. Adapted from Ebian et al.,
19783, with permission.

process may not be instantaneous. In fact, the super-
saturated solution can often exist long enough to cause
an increase in bioavailability of a poorly soluble drug.
In Fig. 8.2 the apparent solubility of two different
polymorphs of sulfamethoxydiazine is shown. It can
be seen that form II, a metastable form, has a higher
apparent solubility than form III, a stable form, and
that this lasts throughout the 90-minute experiment.
However, if crystals of form III are added to the
solution of form II, then the solubility reverts rapidly
to that of form III, because the excess solute in the
supersaturated solution will have seed crystals of form
III on which to precipitate.

Polymorphism and bioavailability

Many drugs are hydrophobic and have very limited
solubility in water. For drugs of this type, the rate
at which they dissolve will be slow (slow dissolution
rate), due to their limited aqueous solubility, and
this can result in only a small percentage of the
administered drug actually being available to the
patient (low bioavailability). A classic example of
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Chloramphenicol (u
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Figure 8.3 ¢ Comparison of mean blood serum levels
after administration of chloramphenicol palmitate
suspensions with varying ratios of the stable (o) and the
metastable (B) polymorphs. M, 100% o-polymorph; N,
25:75 B-polymorph to a-polymorph; O, 50:50
B-polymorph to a-polymorph; P, 75:25 B-polymorph to
a-polymorph; L, 100% B-polymorph. Adapted from Aguiar
et al., 1976, with permission.

the importance of polymorphism in bioavailability is
that of chloramphenicol palmitate suspensions. In
Fig. 8.3 the blood serum level is plotted as a function
of time after dosing. It can be seen that the stable
o-polymorph produces low serum levels, whereas
the metastable B-polymorph yields much higher serum
levels when the same dose is administered.

For drugs that are freely soluble in water, the
bioavailability is not likely to be limited by the dis-
solution, so it would be surprising for polymorphism
to influence bioavailability in this way. However, for
drugs with low aqueous solubility, the polymorphic
form must be well controlled to ensure that the
bioavailability is the same each time the product is
made, and throughout the shelf life of the product.
It would be risky to deliberately make a product
with anything other than the stable form of a drug,
as other polymorphic forms could convert to the
stable form during the shelf life of the product, which
could result in a reduction in bioavailability and thus
the therapeutic effect of certain products. This
strategy is occasionally followed if the most soluble
metastable form is ‘stable enough’ to survive the
agreed shelf life of the product with insignificant
change. The impact of polymorphism on drug dis-
solution and bioavailability is discussed further in
Chapter 20.

In conclusion, the stable polymorphic form will
have the slowest dissolution rate, so there may be
occasions when it would be desirable to speed the
dissolution by use of a metastable form. However,
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the risk associated with use of the metastable form
is that it will convert back to the stable form during
the product life, and give a consequent change in
properties.

As polymorphism can have such serious conse-
quences for bioavailability of drugs with low aqueous
solubility, it is essential that manufacturers check for
the existence of polymorphism and ensure that they
use the same appropriate polymorphic form every
time they make a product. New drugs are therefore
screened to see how many polymorphs (and solvates
and hydrates — see the next section) exist, and then
to identify which one is the most stable. The screening
process requires many crystallizations from numerous
different solvent systems, with variations in method
and conditions, to try to induce different polymorphs
to form. The products are then checked with spec-
troscopy (e.g. Raman spectroscopy) and X-ray dif-
fraction to see if they have different internal packing
(see also Chapter 23). Sadly, there are examples of
products being taken to market with what was
believed to be the stable form, only for the stable
form to be produced at a later stage. In these cir-
cumstances the stable form may have been inhibited
from being formed by a certain impurity, which may
have been lost because of an alteration in the method
of chemical synthesis of the drug, so the stable form
was suddenly produced. With the stable form having
been produced, if the drug is poorly soluble, it is
probable that the bioavailability will reduce. In addi-
tion, with the stable form having been made, it is
often then very hard to stabilize the metastable form
again. This can result in products having to be recalled
from the market and reformulated and retested
clinically. The fact that major pharmaceutical com-
panies, all of which take the study of physical form
very seriously, have seen the stable form arrive after
product launch shows that it is difficult to be sure
that you are working with the most stable form of
the drug.

As mentioned earlier, many properties other than
the rate of dissolution can change when a material
is in a different polymorphic form. For example,
paracetamol is a high-dose drug with poor compression
properties, which can make it difficult to form into
tablets. This is because there is an upper limit on
the size of the tablet that can be swallowed easily,
so for high-dose drugs the amount of compressible
excipient that can be added is modest. Consequently,
researchers have tried to experiment with different
polymorphic forms of paracetamol to find one that
is more compressible.
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Hydrates and solvates

It is possible for materials to crystallize and in so
doing to trap individual molecules of the solvent
within the lattice. If the solvent used is water, the
material will be described as a hydrate. This entrap-
ment is often in an exact molar ratio with the crystal-
lizing material; for example, a monohydrate will have
one molecule of water for each molecule of the
crystallizing material. It is possible to have different
levels of hydrate; for example, some drugs can exist
as a monohydrate, dihydrate and trihydrate (respec-
tively one, two and three molecules of water to each
molecule of the drug). Morris (1999) noted that
approximately 11% (>16000 compounds) of all
structures recorded in the Cambridge Structural
Database exist as hydrates. Of the classes of hydrate
materials that were similar to drugs, approximately
50% were monohydrates, more than 20% were
dihydrates, 8% were trihydrates and 8% were hemi-
hydrates (one water molecule for two host molecules);
other hydrate levels (up to 10 water molecules per
host molecule) became progressively less common.
If solvents other than water are present in a crystal
lattice, the material is called a solvate. For example,
if ethanol is present, it would be an ethanolate. In
general, it is undesirable to use solvates for pharma-
ceuticals as the presence of retained organic material
would be regarded as an unnecessary impurity in the
product, unless it was seen to possess advantageous
properties and be safe for pharmaceutical use. If the
organic solvent were toxic in any way, it would obvi-
ously be inappropriate for pharmaceuticals. For this
reason, the discussion will be limited to hydrates.
Hydrates often have properties very different from
those of the anhydrous form, in the same way as two
different polymorphs have different properties with
respect to each other. For this reason, the difference
between hydrates and anhydrous forms is sometimes
described inelegantly as pseudopolymorphism. With
polymorphism the stable form will have the highest
melting point and the slowest dissolution rate (see
earlier). However, with hydrates it is possible for
the hydrate form to have either a faster or a slower
dissolution rate than the anhydrous form. The most
usual situation is for the anhydrous form to have a
faster dissolution rate than the hydrate; an example
of this is shown in Fig. 8.4 for theophylline. In this
situation, water could hydrogen bond between two
drug molecules and tie the lattice together; this would
give a much stronger, more stable lattice and thus a
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Figure 8.4 ¢ The dissolution of theophylline
monohydrate rising to an equilibrium solubility,
compared with that for anhydrous theophylline, which
forms a supersaturated solution with a peak more than
twice that of the dissolving hydrate, before crystallizing
to form the true equilibrium solubility. Adapted from Shefter
& Higuchi, 1963, with permission.

slower dissolution rate. It can be seen from Fig. 8.4
that the concentration of anhydrous theophylline rises
to a high level in solution and then falls again until
the amount dissolved is the same as that recorded
for the hydrate. The reason for this is that the hydrate
has come to the true equilibrium solubility, whereas
the anhydrous form had initially formed a supersatu-
rated solution (as described for metastable polymor-
phic forms earlier).

Although anhydrous forms are usually more rapidly
soluble than the hydrate, there are examples of the
opposite being true. In such circumstances one could
think of water as a wedge pushing two molecules
apart and preventing the optimum interaction between
the molecules in the lattice. Here water would be
weakening the lattice and would result in a more
rapid dissolution rate. An example of the hydrate
form speeding up dissolution is shown in Fig. 8.5 for
erythromycin.

Amorphous state

When a material is in the solid state but the
molecules are not packed in a repeating long-range
ordered fashion, it is said to be amorphous. Amor-
phous solids have properties very different from
those of the crystal form of the same material. For
example, crystals have a melting point (the break-
up of the crystal lattice), whereas the amorphous
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Figure 8.5 ¢ The dissolution behaviour for erythromycin
as the anhydrate, monohydrate and dihydrate, showing
a progressively faster dissolution rate as the level of
hydrate is increased. Adapted from Allen et al., 1978, with
permission.

form does not (as it does not have a crystal lattice
to break!).

Polymeric materials (or other high molecular weight
species) have molecules that are so large and flexible
that it is not possible for them to align perfectly to
form crystals. For these materials it will be usual to
have ordered regions within the structure surrounded
by disorder, so they are described as semicrystalline.
For materials such as these, it will not be possible
to produce a completely crystalline sample; however,
the degree of crystallinity can vary depending on the
processing conditions. This can affect the properties
of the material and thus how it functions in phar-
maceutical products.

For low molecular weight materials, the amorphous
form may be produced if the solidification process
was too fast for the molecules to have a chance to
align in the correct way to form a crystal (this could
happen, for example, when a solution is spray-dried).
Alternatively, a crystal may be formed but then may
be broken. This could happen if a crystal were exposed
to energy, such as from milling. A simple analogy is
that a crystal is like a brick wall, which has ordered
long-range packing. If the wall is hit hard, perhaps
as during demolition, the bricks will separate (Fig.
8.6). Unlike the brick wall, however, a disrupted
crystal will be thermodynamically unstable and will
revert to the crystal form. This conversion may be
rapid or very slow and, as with polymorphism, its
pharmaceutical significance will depend on how long
the partially amorphous form survives.
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Crystalline region

Amorphous region

® Water molecule
Drug molecule

Figure 8.6 ¢ The disruption of a crystal (represented as
a brick wall) giving the possibility for water vapour
absorption in the amorphous region.

Amorphous forms have a characteristic temperature
at which there is a major change in properties. This
is called the glass transition temperature (T,). If the
sample is stored below the glass transition tempera-
ture, the amorphous form will be brittle, described
as being in the glassy state. If the sample is above
its glass transition temperature, it becomes rubbery.
The glass transition temperature, although not well
understood, is a point at which the molecules in the
glass exhibit a major change in mobility. The lack of
mobility when the sample is glassy allows the amor-
phous form to exist for a longer time, whereas when
the glass transition temperature is below the storage
temperature, the increased molecular mobility allows
rapid conversion to the crystalline form.

The glass transition temperature of an amorphous
material can be lowered by addition of a small
molecule, called a plasticizer, that fits between the
glassy molecules, giving them greater mobility. Water
has a good plasticizing effect on many materials, so
the glass transition temperature will usually reduce
when the material is in the presence of water vapour.

Most amorphous materials are able to absorb large
quantities of water vapour. Absorption is a process
whereby one molecule passes into the bulk of another
material, and should not be confused with adsorption,
which is where something concentrates at the surface
of another material (see Chapter 4). The way in
which water can access amorphous regions is shown
in Fig. 8.6. Fig. 8.7 shows the amount of water that
is adsorbed to a crystalline material (Fig. 8.7a) in
comparison with that absorbed into an amorphous
form of the same material (Fig. 8.7b). It can be seen
that the amount absorbed is many times greater than
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Figure 8.7 ¢ (a) A water sorption isotherm for crystalline
lactose monohydrate; the quantity of water adsorbed to
the crystal surface is small. (b) A water sorption
isotherm for amorphous lactose, showing a rise to
approximately 11% water content due to absorption,
followed by water loss as the sample crystallizes and
the absorbed water is expelled. RH, Relative humidity.

that adsorbed. This large difference in water content
at any selected relative humidity is important in many
materials. For example, it is possible that certain
drugs can degrade by hydrolysis when amorphous,
but remain stable when crystalline. The extent of
hydrolysis of an antibiotic which had been processed
to yield different levels of crystalline to amorphous
forms is shown in Table 8.1; the extent of degradation
is greater when the amorphous content is increased.
This concept is also discussed in Chapter 8.

In Fig. 8.7 it can be seen that the amorphous form
absorbs a very large amount of water until 50% relative
humidity, after which there is a weight loss. The
reason for the loss is that the sample has crystallized.
Crystallization occurs because the absorbed water
has plasticized the sample to such an extent that the



Table 8.1 The chemical stability of cephalothin sodium
related to the amorphous content of the sample

Sample Amorphous Amount of stable drug
content (%) (%) after storage at
31% relative humidity
and 50 °C
Crystalline 0 100
Freeze-dried 12 100
Freeze-dried 46 85
Spray-dried 53 44
Data derived from Pikal et al. (1978).
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Figure 8.8 ¢ The amorphous content induced in
crystalline lactose as a consequence of milling in an
air-jet mill at different air pressures. Adapted from Briggner
et al., 1994, with permission.

glass transition temperature has dropped below room
temperature and allowed sufficient molecular mobility
that the molecules are able to align and crystallize.
The water is lost during this process as absorption
can occur only in the amorphous form, so it cannot
endure into the crystalline state. However, some
water is retained in this example (see Fig. 8.7),
because lactose is able to form a monohydrate. The
amount of water required to form a monohydrate
with lactose is 5% w/w (calculated from the molecular
weight of lactose and water), which is much less
than the 11% that was present in the amorphous
form (Fig. 8.7b).

In Fig. 8.8 the amorphous content of lactose is
seen to increase in proportion to the length of time
it was left in an air-jet mill (micronizer). In Fig. 8.9
it can be seen that a drug substance became partially
amorphous when treated in a simple ball mill, and
extensively amorphous when micronized. Although
the example in Fig. 8.9 is an extreme behaviour, it
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Figure 8.9 ¢ The amorphous content of a model drug
substance following milling in a ball mill and a
micronizer. Adapted from Ahmed et al., 1996, with permission.

is not unusual for highly processed materials to
become partially amorphous. Although milling does
not necessarily make all materials partially amorphous,
the chance of seeing disruption to the crystalline
lattice will increase with the amount of energy used
in the milling.

The fact that processing can make crystalline
materials partially amorphous means that it is pos-
sible that very complex materials can be formed that
contain different metastable states. For example,
in Fig. 8.3 the plasma levels of two polymorphs
of chloramphenicol palmitate are shown; if the
B-polymorph were milled, it is possible that it may
also become partially amorphous, which could make
the plasma level even higher than when the crystalline
form was used. However, milling the B-polymorph
could also provide the necessary energy to convert
it to the stable a-polymorph, which would reduce
the effective plasma level. Equally, milling could
disrupt the o-polymorph, giving a partially amorphous
form that may have a higher bioavailability than the
crystal. In other words, the effect of processing on
the physical form can be very complicated, and often
unpredictable. It is possible to produce a physical form
that is partially amorphous and partially crystalline.
The crystalline component could then be stable or
metastable. Inevitably, with time (for low molecular
weight species) the sample will revert to contain
only the stable crystalline form, with no amorphous
content and none of the metastable polymorph(s),
but as this does not necessarily happen instantly,
the physical form and its complexity are of great
importance.
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Crystal habit

All the previous discussion has related to the internal
packing of molecules. It has been shown that they
may have no long-range order (amorphous) or dif-
ferent repeating packing arrangements (polymorphic
crystals) or have solvent molecules included in the
crystal (solvates and hydrates). Each of these changes
in internal packing of a solid will give rise to changes
in properties. However, it is also possible to change
the external shape of a crystal. The external shape
is called the crystal habit, and this is a consequence
of the rate at which different faces grow. Changes
in internal packing usually (but not always) give an
easily distinguishable change in habit. However, for
the same crystal packing, it is possible to change the
external appearance by changes in the crystallization
conditions.

With any crystalline material, the largest face is
always the slowest growing. The reason for this is
shown in Fig. 8.10, where it can be seen that if drug
is deposited on two faces of the hexagonal crystal
habit, then the first consequence is that the face
where drug is deposited actually becomes a smaller
part of the crystal, whereas the other faces get larger.
Eventually, the fastest growing faces will no longer
exist (see Fig. 8.10). The growth on different faces
will depend on the relative affinities of the solute
for the solvent and the growing faces of the crystal.
Every molecule is made up of different functional
groups — some are relatively polar (such as carboxylic

Growth onto faces
1and 4
No growth onto
faces 2, 3, 5 and 6

Growing faces 1 and 4
are now smaller,
nongrowing faces

are bigger

Faces 4 and 6 have
grown out of existence

Figure 8.10 ¢ Demonstration of how growth onto faces

1 and 4 of a hexagonal crystal results in the formation
of a diamond.
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acid groups), whereas others are nonpolar (such as
a methyl group). Depending on the geometry of the
packing of the molecules into the lattice, some crystal
faces may have more exposed polar groups and others
may be relatively nonpolar. If the crystal were growing
from an aqueous solution, drug would deposit on the
faces that make the crystal more polar (i.e. the
nonpolar faces would grow, making the more polar
faces dominate). If, however, the same crystal form
were growing from a nonpolar solvent, then the
opposite would be true.

Obviously the external shape can alter the proper-
ties of drugs and excipients. For example, the dis-
solution rate of a drug can change if the surface area
to volume ratio is altered. An extreme difference
would be between a long needle and a sphere (Fig.
8. 11). A sphere of 20 pum radius has approximately
the same volume (mass) as a needle of 335 um x
10 um x 10 um; however, the surface area of the
needle is 2.7 times greater than that of the sphere.
As the dissolution rate is directly proportional to the
surface area, the needle would dissolve much faster
than the sphere. Crystals do not grow to make spheres,
although through milling, crystals can develop rounded
geometries; the closest to a sphere would be a cube,
which would still have less than half the surface area
of the needle shown in Fig. 8.11.

As well as changes in the dissolution rate, different
crystal habits can cause changes in powder flow (which
is important as, for example, the die of a tableting
machine is filled by volume and requires good powder
flow to guarantee content uniformity of the product)
and sedimentation and caking of suspensions.

It is technically possible to engineer changes in
crystal habit by deliberate manipulation of the rate of
growth of different faces of the crystal. This is done by
the intentional addition of a small amount of impurity
to the solution. The impurity must preferentially

@) Sphere:
radius 20 um
volume 33515 um3
surface area 5027 um2

Needle:

length 335 um, width
and thickness 10 um
volume 33500 um3
surface area 13600 um?2

@ Cube:

length, width and
thickness 32.2 um
volume 33386 um3
surface area 6221 um2

Figure 8.11 e The relative surface areas of a sphere,
cube and needle that have similar volumes of material.



interact with one face of the growing crystal, and
in so doing it will stop growth on that face, so the
remaining faces grow more rapidly. The impurity
would either be a molecule very similar to that of
the crystallizing material, so that part of the molecule
is included in the lattice but the remainder of the
molecule blocks further layers from attaching, or it
may be a surfactant that adsorbs to one growing face.

Surface nature of particles

Dry powder inhalers

Dry powder inhalers (see Chapter 37) often have a
micronized drug, which has to be small enough to
be inhaled, mixed with a larger carrier particle which
is often lactose. The carrier particle is there to make
the powder suitable for handling and dosing, as
micronized particles have poor flow properties. The
shape and surface properties of the drug and/or carrier
particles can be critical parameters in controlling the
dose of drug that is delivered. It may be necessary
to adjust the surface roughness of carrier particles.
Fig. 8.12a shows a cartoon of a rough carrier particle;
this would hold the micronized drug too strongly,
essentially trapped within the rough regions of the
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Drug particle
Rough carrier particle

Smooth carrier particle
Seee® .
(b)

Figure 8.12 » A hypothesis that surface roughness may
relate to drug release from carrier particles in dry
powder inhalers. (a) Drug trapped in the rough regions
of the carrier particle giving a low inhaled dose. (b)
Micronized drug can be readily removed from a smooth
carrier particle. (¢) Micronized drug may be removed
readily (resulting in a high inhaled dose) if the carrier is
first treated with micronized carrier particles, to fill the
rough voids.

Micronized carrier particle
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carrier, so the inhaled dose would be very low. A
smooth carrier particle with the same micronised
drug is seen in Fig. 8.12b. Here the drug will easily
be displaced from the carrier during inhalation but
it may not stay mixed with the carrier during filling
of the inhaler and dosing. In Fig. 8.12c, a rough carrier
particle has first been mixed with micronized carrier
and then with micronized drug. By this approach,
the drug is free to detach from the carrier, as the
micronized carrier is trapped in all the crevices on
the carrier surface.

The hypothesis relating to the use of fine carrier
particles to enhance the delivery of micronized drug
from large carrier particles is not proved beyond
doubt. It remains possible that interactions between
the fine carrier and fine drug may be the reason for
the enhanced delivery.

It should, of course, be noted that the diagrams
in Fig. 8.12 simplify the real situation greatly. In Fig.
8.13 a real lactose particle is shown along with added
micronized particles. It can be seen that the large
lactose particle (lactose particles are often described
as ‘tomahawk’ shaped) has rough ridges on its surface
and there are some very fine particles aligned to some
extent in the rough areas. It is also clear that many
fine particles are not on the surface of the lactose
and that some fine particles are on smooth regions
of the lactose.

For products such as these (discussed more fully
in Chapter 37), it is becomingly increasingly important
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Figure 8.13 ¢ An electron micrograph showing a large
lactose carrier particle with added fine lactose, some of
which is seen to be at rough spots on the large carrier,
but there is also a lot of nonadsorbed fine lactose
content. This shows that Fig. 8.12 is an enormous
simplification of the real system.
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to first measure the surface nature of samples and
then to control the form to achieve the desired
delivery of drug. The shape of the carrier is an
important consideration for the design of this type
of product. The presence of water can also be critical,
as condensed water can alter the adhesion between
the active pharmaceutical ingredient (API) and the
carrier, which can give rise to variability in the detach-
ment of the API particles during inhalation, which
in turn can give a variable fine particle dose of API
to the lungs. This means that the humidity used for
filling (and hence the water content of the system)
must be strictly controlled. A further concern is the
surface energy, as this can influence the way in which
the drug and carrier are attached to each other.

Surface energy

Surfaces and surface energy are discussed in Chapter
4, and a summary of those aspects relevant to the
solid state is presented here. Molecules at the surface
of a material have a net inward force exerted on
them from the molecules in the bulk; this is the basis
of surface energy. Surface energy is important as every
interaction (except the mixing of two gasses) starts
by an initial contact between two surfaces. If this
surface interaction is favoured, then the process will
probably proceed, whereas if it is not favoured, then
the process will be limited. A good example of the
role of surface energy is the wetting of a powder by
a liquid; here the powder cannot dissolve until the
liquid makes good contact with it. A practical example
is instant coffee, where some brands are hard to wet
and dissolve, whereas others dissolve easily. Changes
in the wetting of powders can affect the processes
of wet granulation, suspension formation, film coating
and drug dissolution.

The measurement and understanding of surface
energy for solid powders is complex. Even on the
same crystal form, it would be expected that every
crystal face, edge and defect could experience dif-
ferent forces pulling from the bulk and thus could
have a different surface energy. It would be reasonable
to assume that different physical forms of the same
drug could have quite different surface energies. Thus
for the same drug it is possible that changes in habit
and/or polymorphic form and/or the presence of a
solvate or hydrate would change the surface energy.
For amorphous forms the molecules at the surface
have greater freedom to move and reorient than do
molecules in crystal surfaces, so the amorphous form

138

could have changes in surface energy with time (and
with physical state in relation to the glass transition
temperature).

The conventional way of determining the surface
energy of a solid is to place a drop of liquid onto the
solid surface and measure the contact angle as dis-
cussed in Chapter 4. Perfect wetting of a solid by a
liquid will result in a contact angle of 0°.

For smooth solid surfaces, contact angles are an
ideal way of assessing surface energy. However, powders
present problems as it is not possible to place a drop
of liquid on the surface. Consequently, a compromise
will always be required when one is measuring a
contact angle for powdered systems. An example of
such a compromise would be to make a compact of
the powder so as to produce a smooth flat surface.
However, the disadvantage of this is that the process
of compaction may well change the surface energy
of the powder, as the compaction process will deform
the particles, by fracture or flow, yielding a compact
which is no longer individual particles but a single
coherent structure. This new bonded compact will
most probably have surfaces with properties different
from those of the particles used to make it.

A preferred option by which to assess the surface
energy of powders would be vapour sorption.

Vapour sorption

Adsorption, absorption and deliquescence are dis-
cussed fully in Chapter 4. When a powder is exposed
to a vapour, or gas, the interaction will take one of
the following forms:

* adsorption of the vapour to the powder surface;
* absorption into the bulk;

* deliquescence; or

* hydrate/solvate formation.

Absorption into the bulk can occur if the sample is
amorphous, whereas the interaction will be limited
to adsorption if the powder is crystalline. The extent
and energetics of interaction between vapours and
powder surfaces allow the surface energy to be
calculated. The other processes listed are deliques-
cence, which is where the powder dissolves in the
vapour, and hydrate formation, which is discussed
in Chapter 4.

It is possible therefore to use adsorption and/or
absorption behaviour as a method by which the powder
surface energy can be determined. There are three
basic approaches to this: gravimetric (measuring weight



change), calorimetric (measuring heat change) and
chromatographic (measuring retention to a solid with
analysis such as flame ionization of the carrier eluted
from a column). Each of these techniques has found
application in studies of batch-to-batch variability of
materials. An example of a critical case could be that
a certain drug shows extensive variability in respirable
dose from a dry powder inhaler. Assuming that the
size distribution was acceptable in all cases, it would
be necessary to understand why some batches yielded
unacceptable doses. These vapour sorption techniques
could then be used to assess the surface energy and
then define values that would be acceptable to achieve
good drug dosing, and equally to define batches of
drug that will give unacceptable products.
Gravimetric methods use sensitive microbalances
as a means of determining the extent of vapour
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KEY POINTS

® The size of particulate solids and liquid droplets
is a key factor for achieving optimal formulation
and manufacture of pharmaceutical products.

® Equivalent sphere diameters are used by
pharmaceutical scientists as a means of
describing the size of irregularly shaped
particles.
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Particle size analysis

Kevin M. G. Taylor

® In general, the method used to measure particle
size determines the type of equivalent sphere
diameter measured.

® A population of particles may be monodisperse,
though pharmaceutical systems are more
usually polydisperse.

® Several methods exist for measuring particle
sizes, in the range from a few nanometres to
thousands of micrometres.

® The most commonly used size analysis methods
encountered within pharmaceutics are described
here, including sieve analysis, microscopy,
sedimentation techniques, the electrical sensing
zone method, laser diffraction and dynamic light
scattering.

Introduction

The appropriate size of particulate solids is important
to achieve the optimal formulation and production
of safe and effective medicines. Fig. 9.1 presents an
outline of the lifetime of a drug, from synthesis to
elimination from the body. During stages 1 and 2,
when a drug is synthesized and formulated, the
particle size of the drug and other powders in the
formulation is determined. This will ultimately impact
the physical performance of the drug product
(medicine) and the subsequent pharmacological
effects of the drug.

Particle size influences the production of many
formulated medicines (stage 3, Fig. 9.1) as discussed
in the chapters in Part 5 of this book. For instance,
both tablets and capsules are manufactured with use of
equipment that controls the mass of drug (and other



1 2 3
Dru Development Production
s nthegsis of formulated of formulated
4 medicine medicine
rezlgj\?ed Drug Administration
in body of medicine
from body
6 5 4

Fig. 9.1 e The lifetime of a drug.

solid excipients) by volumetric filling. Therefore any
interference with the uniformity of fill volumes may
alter the mass of drug incorporated into the tablet or
capsule, adversely affecting the content uniformity
of the product. Powders with different particle sizes
have different flow and packing properties, which alter
the volumes of powder during each encapsulation or
tablet compression event. To avoid such problems,
the particle sizes of drugs and other powders may be
defined, and controlled, during formulation so that
problems during production are avoided.

Following administration of the medicine (stage
4, Fig. 9.1), the dosage form should release the drug
into solution at the optimal rate. This depends on
several factors, one of which will be the dissolution
rate of the drug, which is inversely related to particle
size as described by the Noyes—Whitney equation,
outlined in detail in Chapter 2. Thus reducing the
size of particles will generally increase the rate of
dissolution, which can have a direct impact on bio-
availability and subsequent drug handling by the body
(stages 5 and 6). For example, the drug griseofulvin
has a low solubility by oral administration, but is
rapidly distributed following absorption; reducing the
particle size increases the rate of dissolution and
consequently the amount of drug absorbed. However,
a reduction in particle size to improve the dissolution
rate and hence bioavailability is not always beneficial.
For example, reducing the particle size of nitrofuran-
toin increases its dissolution rate, which may conse-
quently produce adverse effects because of its more
rapid absorption. The effect of particle size on bio-
availability is discussed more fully in Chapter 20.

It is clear from considerations of the lifetime of
a drug, outlined previously, that knowledge and the
control of particle size are important for both the
production of drug products containing particulate
solids and the efficacy/safety of such products fol-
lowing administration.

Particle size analysis

In practice, the pharmaceutical scientist may not
need to know the precise size of particles intended
for a particular purpose, rather a size range may be
sufficient, and consequently powders are frequently
graded on the basis of the size of the particles of
which they comprise. The size or ‘fineness’ of a
powder may be expressed by reference to the passage/
nonpassage of the powder through sieves of defined
mesh size, or to specific descriptive terms, for
instance:

* coarse powder: median size (Xs): greater than

355 um;

* moderately fine powder: median size (Xs):

180 um to 355 um;
¢ fine powder: median size (Xsp): 125 um to

180 pm;

* very fine powder: median size (X5p): 125 um or
less; and
* micronized powder: median size (Xs): less than

10 um (most <5 um).

Pharmacopoeial definitions of grades of powders, and
the methods used to separate particles, by size, are
discussed in detail in Chapter 10.

Whilst this chapter refers to ‘particle size’ and
‘particle size analysis’ and the previous discussion
relates particularly to solid particles, many of the
concepts discussed in this chapter apply equally to
pharmaceutical systems where it is necessary to
determine the size of a dispersed liquid, rather than
the solid phase; for instance, in emulsions and aerosol
sprays.

Particle size

Dimensions

Describing the size of irregularly shaped particles, as
usually encountered in pharmaceutical systems, is a
challenge. To describe adequately such a particle
would require measurement of no fewer than three
dimensions. Frequently, though, it is advantageous
to have a single number to describe the size of
particles. For instance, when milling powders for
inclusion in a pharmaceutical formulation, production
and quality assurance staff will want to know if the
mean size is approximately the same as, larger than
or smaller than that for previous milling procedures
of the same material. To overcome the problem of
describing a three-dimensional particle with a single
number, we use the concept of the equivalent sphere.
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In this approach, a particle is considered to approxi-
mate to a sphere: some property of the particle is
measured and related to a sphere, the diameter of
which can then be quoted. Because the measurement
is then based on a hypothetical sphere, which rep-
resents only an approximation to the true size and
shape of the particle, the dimension is referred to
as the equivalent sphere diameter or equivalent
diameter of the particle.

Equivalent sphere diameters

It is possible to generate more than one sphere which
is equivalent to a given irregular particle shape. Fig.
9.2 shows the two-dimensional projection of a particle
with two different diameters constructed about it.

The projected area diameter is based on a circle
of area equivalent to that of the projected image of
a particle; the perimeter diameter is based on a circle
having the same perimeter as the particle. Unless
the particles are unsymmetrical in three dimensions,
these two diameters will be independent of particle
orientation.

This is not true for Feret’s and Martin's diameters
(Fig. 9.3), the values of which are dependent on both

Perimeter
diameter, dp

Projected area
diameter, d,

Fig. 9.2 ¢ Different equivalent diameters constructed
around the same particle.

Reorientation

Fig. 9.3 * Influence of particle orientation on statistical
diameters. The change in Feret’s diameter is shown by
the distances, dr; Martin’s diameter, dy, corresponds to
the dotted lines in the mid part of each image.
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the orientation and the shape of the particles. These
are statistical diameters which are averaged over many
different orientations to produce a mean value for
each particle diameter. Feret’s diameter is determined
from the mean distance between two parallel tangents
to the projected outline of the particle. Martin’s
diameter is the mean chord length of the projected
particle perimeter, which can be considered as the
boundary separating equal particle areas (A and B in
Fig. 9.3).

Itis also possible to determine the equivalent sphere
diameters of particles based on other factors such as
volume, surface area, sieve aperture and sedimentation
characteristics. Some of the more commonly used
equivalent sphere diameters are defined in Table 9.1.
In general, the method used to determine particle
size dictates the type of equivalent sphere diameter
that is measured. This is explained for each particle
size analysis method described later in this chapter.
Interconversion of the various equivalent particle sizes
may be done, mathematically or automatically as part
of the size analysis. Clearly, then, a given particle may
have a number of different values for its ‘size’ depending
on the parameter measured and the method used for
its measurement and/or calculation.

Particle size distribution

A particle population which consists of spheres or
equivalent spheres of the same diameter is said to
be monodisperse or monosized, and its characteristics
can be described by a single diameter or equivalent
sphere diameter.

However, it is unusual for particles to be com-
pletely monodisperse, and such a sample will rarely,
if ever, be encountered in a pharmaceutical system.
Most powders contain particles with a range of dif-
ferent equivalent diameters, i.e. they are polydisperse
or heterodisperse. To be able to define a size distribu-
tion or compare the characteristics of two or more
powders comprising particles with many different
diameters, the size distribution can be broken down
into different size ranges, which can be presented in
the form of a histogram plotted from data such as
those given in Table 9.2.

Such a histogram presents an interpretation of the
particle size distribution and enables the percentage
of particles having a given equivalent diameter to be
determined. A histogram allows different particle
size distributions to be compared. For example, the
histogram in Fig. 9.4a is a representation of particles
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Table 9.1 Equivalent sphere diameters of irregular particles

Equivalent sphere Symbol Definition Equation
diameter
Drag diameter ay Diameter of a sphere having the same resistance to F-CA tv2
(or frictional drag motion in a fluid as the particle in a fluid of the same o =Lofp 2,
diameter) density (p) and same viscosity (r)), and moving at the where Gy A= fiay)
same velocity (1) (dy approximates to d; when the particle (i.e. Fy = 3mamy)
Reynolds number, Rg,, is small and particle motion is
streamlined. i.e. Rg, < 0.2)
Feret’s diameter o3 The mean value of the distance between pairs of parallel None
tangents to the projected outline of the particle. This can
be considered as the boundary separating equal particle
areas (see the text and Fig. 9.3)
Free-falling o Diameter of a sphere having the same density and same None
diameter free-falling speed as the particle in a fluid of the same
density and viscosity
Hydrodynamic d, Diameter calculated from the diffusion coefficient D 1.38x107T , |
diameter according to the Stokes—Einstein equation (see the text) - 3nnd LR
Martin’s diameter Oy The mean chord length of the projected outline of the None
particle (see the text and Fig. 9.3)
Projected-area a, Diameter of a circle having the same area (4) as the T,
diameter projected area of the particle resting in a stable position A :Zda
(see the text and Fig. 9.2)
Perimeter a, Diameter of a circle having the same perimeter as the None
diameter projected outline of the particle (see the text and Fig. 9.2)
Sieve diameter Oy The width of the minimum square aperture through None
which the particle will pass (see the text and Fig. 9.8)
Stokes diameter O The free-falling diameter (¢, see above) of a particle in Under tI;ese conditions,
the laminar flow region (Re, < 0.2) a2 :d_v
dy
Surface diameter ds Diameter of a sphere having the same external surface S =nad?
area (S as the particle
Surface volume s, Diameter of a sphere having the same external surface a2
diameter area to volume ratio as the particle ds, = d_§
Volume diameter ad, Diameter of a sphere having the same volume (1) as the y=" d2
particle 6

Percent frequency

Percent frequency
Percent frequency

@ Particle diameter

@ Particle diameter @

Particle diameter

Fig. 9.4 * Size-frequency distribution curves and histograms corresponding to (a) a normal distribution, (b) a
positively skewed distribution and (¢) a bimodal distribution.
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Table 9.2 Frequency and cumulative frequency distribution data for a nominal particle size analysis procedure

Range of Mean Number of Percentage Number of Cumulative ~ Number of Cumulative
equivalent diameter  particles in  of particles particles in percent particles in  percent
diameters of each each size in each size  the sample frequency the sample  frequency
of particles  size fraction fraction (% smaller than  smaller larger than  larger than
measured fraction (frequency)  frequency) the mean than the the mean the mean
(known as  (um) diameter of mean diameter diameter
the size each size diameter of  of each of each
fraction) fraction each size size size
(um) fraction fraction fraction
(cumulative (cumulative
percent percent
undersize) oversize)
<99 - 0 0.0 0 0 2200 100.0
10-29.9 20 100 4.5 50 2.3 2150 97.7
30-49.9 40 200 9.1 200 9.1 2000 90.9
50-69.9 60 400 18.2 500 22.7 1700 77.3
70-89.9 80 800 36.4 1100 50.0 1100 50.0
90-109.9 100 400 18.2 1700 77.3 500 22.7
110-129.9 120 200 9.1 2000 90.9 200 9.1
130-149.9 140 100 4.5 2150 97.9 50 2.3
>150 0 0.0 2200 100.0 0 0.0

that are normally distributed symmetrically about a
central value. The peak frequency value, known as
the mode, separates the normal curve into two identi-
cal halves, because the size distribution is fully
symmetrical, i.e. the data in Table 9.2 are normally
distributed.

Not all particle populations are characterized by
symmetrical, ‘normal’ size distributions, and the
frequency distributions of such populations are said
to be skewed. The size distribution shown in Fig.
9.4b contains a large proportion of fine particles. A
frequency curve such as this, with an elongated tail
towards higher size ranges, is said to be positively
skewed; the reverse case exhibits negative skewness.
These skewed distributions can sometimes be normal-
ized by the replotting of the equivalent particle
diameters with use of a logarithmic scale, and are
thus usually referred to as log-normal distributions.

In some size distributions more than one mode
occurs: Fig. 9.4c shows a bimodal frequency distribu-
tion for a powder which has been subjected to milling.
Some of the coarser particles from the unmilled
population remain unbroken and produce a mode
towards the largest particle size, whereas the fractured
(size-reduced) particles have a new mode lower down
the size range.
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An alternative to the histogram or frequency curve
representations of particle size distribution is obtained
by sequential addition of the percent frequency values,
as shown in Table 9.2, to produce a cumulative percent
frequency distribution. If the addition sequence begins
with the coarsest particles, the values obtained will
be cumulative percent frequency undersize (or more
commonly cumulative percent undersize); the reverse
case produces a cumulative percent oversize.

It is possible to compare two or more particle
populations by means of the cumulative distribution
representation. Fig. 9.5 shows two cumulative percent
frequency distributions. The size distribution in Fig.
9.5a shows that this powder has a larger range or
spread of diameters (less steep gradient) than the
powder represented in Fig. 9.5b. The median particle
diameter corresponds to the point that separates the
cumulative frequency curve into two equal halves,
above and below which 50% of the particles lie (point
a in Fig. 9.5).

Summarizing size distribution data

As we have seen, the mode and median are measures
of central tendency, providing a single value near the
middle of the size distribution that attempts to
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Fig. 9.5 ¢ Cumulative-frequency distribution curves.
Point a corresponds to the median diameter; b is the
lower quartile point and c is the upper quartile point.
Plot (a) is for particles having a wide size distribution
and (b) is for a narrow size distribution.
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Fig. 9.6 * Size-frequency distribution curves, showing
mean and mode values for (a) normal distributions for
two populations of particles and (b) a positively skewed
distribution.

represent a central particle diameter. For a normal
distribution, the median and mode have the same
value (Fig. 9.6a), whereas for skewed distributions
the values will be different (Fig. 9.6b). However,
from comparison of the two frequency curves shown

Particle size analysis

in Fig. 9.6a, it is clear that whilst both curves have
the same values for the mode and median, the shapes
of the curves differ, with one population of particles
having a much wider size distribution, with both
smaller and larger particles, than the other. Although
it is possible to describe particle size distributions
qualitatively, it is more useful to express particle size
distribution data quantitatively. Thus log-normal
distributions are frequently characterized by the
median diameter and the geometric standard deviation
of the size distribution.

An established method is to use a three-point size
distribution, based on the diameters below which
90%, 50% and 10% of the particles lie. This is shown
in Fig. 9.7, with values most readily calculated from
a cumulative percent undersize plot. The values for
the diameters may be written as

Xgo, D90, dgo, or D[O90],
Xso, DSO, dso, or D[OSO], and
Xlo, DIO, d]o, or D[OlO]

It is also possible to summarize, mathematically, the
symmetry of size distributions.

Just as the median divides a symmetrical cumula-
tive size distribution curve into two equal halves, so
the lower and upper quartile points at 25% and 75%
divide the upper and lower ranges of a symmetrical
curve into equal parts (points b and ¢ respectively
in Fig. 9.5).

To quantify the degree of skewness of a particle
population, the interquartile coefficient of skewness

(IQCS) can be determined as follows:

S:(c—a)—(a—b)

1QC (c—a)+(a-Db)

9.1)

where a is the median diameter and b and ¢ are the
lower and upper quartile points (see Fig. 9.5).

The IQCS can take any value between —1 and +1.
If the IQCS is 0, then the size distribution is practi-
cally symmetrical between the quartile points. To
avoid ambiguity in interpreting values for the IQCS,
a large number of size intervals are required.

The degree of symmetry of a particle size distribu-
tion may also be quantified by calculation of a property
known as kurtosis. The symmetry of a distribution
is based on a comparison of the height or thickness
of the tails and the ‘sharpness’ of the peaks of a
frequency distribution with those of a normal distribu-
tion. ‘“Thick’-tailed, ‘sharp’ peaked curves are described
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100
90

Per cent frequency

Cumulative per cent frequency
(undersize)

Particle diameter

Fig. 9.7 * Size-frequency distribution and cumulative-frequency distribution curves, showing determination of

triple-point size distribution parameters.

as leptokurtic, whereas ‘thin’-tailed, ‘blunt’ peaked
curves are platykurtic and the normal distribution is
mesokurtic.

The coefficient of kurtosis, & (Eqn 9.2), has a
value of O for a normal curve, a negative value for
curves showing platykurtosis and positive values for
leptokurtic size distributions:

be NZ(d—x)4 3

[>d-x1T

9.2)

where d is any particle diameter, x is the mean particle
diameter and N is the number of particles. Again, a
large number of data points are required to provide
an accurate analysis.

Mean particle sizes

As outlined already, it is impossible for any single
number to fully describe the size distribution of
particles in a real pharmaceutical system. However,
for simplicity, pharmaceutical scientists wish to use
a single number to represent the mean size of a
powder sample. It is possible to define and calculate
the ‘mean’ particle size in several ways.

Arithmetic means are obtained by summation of
a particular parameter for all the individual particles
in a sample and division of the value obtained by the
total number of particles. Means can be related to
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the diameter, surface area, volume or mass of a
particle. In the equations that follow, D is the mean
particle size and can be calculated on the basis of
length (diameter), surface area or volume, 2d is the
sum of the diameters of all the particles and n is the
number of particles in the sample:

d
number-length mean: DJ[1,0]= 2‘—
n

(9.3)

x4

n
(9.4)

&
number-volume mean: D[3,0]= ,3/2—
n

9.5)

D[2,0]=

number-surface mean:

Such means are strictly referred to as number mean
or number average particle sizes as they are based
on the number of particles. Mean particle sizes based
on length (radius/diameter) are smaller than the
equivalent mean sizes based on volume or weight,
as the latter are related to the radius cubed.

When one is sizing many particles, as occurs with
modern, automated sizing techniques, such as laser
diffraction described later in the chapter, equations
may be used to calculate mean sizes in which the



number of particles do not appear. For instance, the
following may be calculated:

d3

X

(9.6)

M

volume-surface mean:

D[3,2]=

volume-moment or mass-moment mean:
24
>4

D[4,3]=

(9.7)

The volume-moment mean diameter is calculated
by the software associated with a number of instru-
ments and is often simply quoted as the D[4,3]. This
is also sometimes referred to as the volume mean
diameter or VMD, which for a given population of
particles is likely to differ numerically from the
volume median diameter (Xs), which may confusingly
also be abbreviated to VMD.

Box 9.1 shows how such equations may be used
to calculate the mean of a sample of particles.

Interconversion of mean sizes

For powders exhibiting a log-normal distribution of
particle size, a series of relationships, sometimes
known as the Hatch-Choate equations, link the
different mean diameters of a size distribution. There
are numerous combinations of these, and the inter-
ested reader is referred to Allen (1997) for further
details.

Influence of particle shape

The techniques discussed so far for representing
particle size distributions are all based on the assump-
tion that particles can be adequately represented by
an equivalent circle or sphere. Whilst this is usually
the case, in some pharmaceutically relevant cases,
particles may deviate markedly from sphericity, and
the use of a single equivalent sphere diameter
measurement may be inappropriate. For example, a
powder consisting of monosized, needle-like, acicular
particles would appear to have a wide size distribution
according to statistical diameter measurements.
However, the use of an equivalent diameter based
on projected area would also be misleading. The shape
of such particles may simply be characterized by
calculation of the aspect ratio (Ag):

Particle size analysis

| Boxo.1

Worked example calculating mean
particle size

You measure the size of three spherical particles using
a light microscope; one has a diameter of 1 um, the
second a diameter of 2 um and the third a diameter of
3 um. What is the mean diameter of these three
particles?

The answer is self-evidently 2 um. One does not
need to be studying at degree level to add up the
diameters and divide the total by the number of
particles, and you are, of course, correct. You have
intuitively calculated the number-length mean,

xd

expressed mathematically by Eq. 9.3 as =, i.e. you
n

summed the diameters (d) of the particles, then
divided the sum by the number of particles (n).
However, sometimes pharmaceutical scientists are
particularly interested in the surface area of drug
particles (e.g. in dissolution processes), which is
related to @?, or the volume of drug particles (dose is
dependent on the mass of particles, which is a
function of volume), which is related to d®. More
pharmaceutically useful means can thus be calculated
by Eqgs 9.4-9.7.

Considering our three particles with diameters of
1 um, 2 um and 3 um, you can now calculate the
following means, all of which are correct!

d
D[1,0]= 29_ 2.00 pm
n

D[2,0]= ,/¥ =216um
D[3,0]= ﬂ% =2.29um

D[3,2] = %2

=2.57 um

d4
=2.72um

2d
X

D[4,3]=

AR = Xmin/Xmax
9.8)

where X,.;, and X, are the minimum dimension and
the maximum dimension respectively.

Another shape factor is circularity, sometimes
termed sphericity, which seeks to quantify how closely
the shape of a particle approximates to a sphere.
Confusingly, a number of formulae exist for this
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parameter. One common approach is to calculate
circularity (f.), from the perimeter (p) and area (A)
of a particle:

fcirc = 47[A/p2
(9.9)

Particle size analysis methods

To obtain equivalent sphere diameters with which
to characterize the particle size of a powder, it is
necessary to perform a size analysis with use of one
or more different methods. Particle size analysis
methods can be divided into different categories based
on several different criteria: size range of analysis;
wet or dry methods; manual or automated methods;
cost or speed of analysis. The specialist area of sizing
aerosolized particles using cascade impactor techniques
is described in Chapter 37. Particle size instrumenta-
tion is developing quickly, but a summary of the
principles of the methods most commonly encoun-
tered in pharmaceutics is presented here, based on
the key features of each technique.

Sieve methods

Equivalent sphere diameter

Sieve diameter, d,, as defined in Table 9.1 and shown
diagrammatically in Fig. 9.8 for different-shaped
particles.

Range of analysis

The International Organization for Standardization
sets a lowest sieve diameter of 45 um and, as powders
are usually defined as having a maximum diameter
of 1000 pm, this could be considered to be the upper
limit. In practice, sieves can be obtained for size
analysis over a range from 5 um to 125 000 um.
These ranges are shown diagrammatically in Fig. 9.9.

Sample preparation and

analysis conditions

Sieve analysis is usually performed with powders in
the dry state, although for powders in liquid suspen-
sion or for those which agglomerate during dry sieving,
a process of wet sieving can be used.
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Fig. 9.8 ¢ Sieve diameter d, for particles of various
shapes. x is the size of the sieve aperture.
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Fig. 9.9 e Size range of analysis using sieves. ISO,
International Organization for Standardization.

Principles of measurement

Sieve analysis uses a woven, punched or electroformed
mesh, often made from stainless steel or brass, with
known aperture dimensions which forms a physical
barrier to the particles. Most sieve analyses use a
series, stack or ‘nest’ of sieves, which has the smallest
mesh above a collection tray, above which are meshes
that become progressively coarser towards the top of
the stack of sieves. A sieve stack usually comprises
six to eight sieves with an aperture progression based
on a /2 change in area between adjacent sieves.
Powder is loaded onto the coarsest sieve at the top
of the assembled stack, and the nest is subjected to
mechanical agitation. After a suitable time, the sieve
diameter of a particle is the length of the side of the
minimum square aperture through which it has passed.
The weight of material collected on each stage is
determined and used to plot a cumulative-undersize
plot. Sieving is rarely complete as some particles



can take a long time to orient themselves over the
sieve apertures and pass through. Thus sieving times,
which are usually 5-30 minutes for dry sieving, should
not be arbitrary and should be defined; hence it is
recommended when standard-sized sieves (200 mm
diameter) are used that sieving be continued until the
mass on any sieve does not change by more than 5%
or 1 g of the previous mass on that sieve.

Alternative techniques

Another form of sieve analysis, called air-jet sieving,
uses individual sieves rather than a complete nest of
sieves. The process starts with the finest-aperture
sieve and progressively removes the undersize particle
fraction by sequentially increasing the apertures of
each sieve, encouraging particles to pass through each
aperture under the influence of a partial vacuum
applied below the sieve mesh. A reverse air jet cir-
culates beneath the sieve mesh, blowing oversize
particles away from the mesh to prevent blockages.
Air-jet sieving is often more efficient and reproducible
than conventional mechanically vibrated sieve analysis,
although with finer particles, agglomeration can
become a problem. In the related method, sonic-sifter
sieving, relatively small powder samples are lifted in
a vertically oscillating column of air, such that particles
are carried against a sieve mesh at a set number of
pulses per minute.

Microscope methods

Equivalent sphere diameters

Projected area diameter, d,, perimeter diameter, d,,,
Feret’s diameter, dy, and Martin’s diameter, dy (all

defined in Table 9.1).

Range of analysis
9.10.

This is shown diagrammatically in Fig.

Transmission

Particle size analysis

Sample preparation and
analysis conditions

Specimens prepared for light microscopy must be
adequately dispersed on a microscope slide to avoid
analysis of agglomerated particles. Specimens for
scanning electron microscopy are prepared by their
being fixed to aluminium stubs before being sputter
coated with a film of gold a few nanometres in
thickness. Specimens for transmission electron
microscopy are often set in resin, sectioned by a
microtome and supported on a metal grid before
they are stained.

Light microscopy

Principles of measurement

Size analysis by light microscopy is performed on
two-dimensional images of particles which are gener-
ally assumed to be randomly oriented in three
dimensions. In many cases, this assumption is valid,
although for crystal dendrites, fibres or flakes, it is
very improbable that the particles will orient with
their minimum dimensions in the plane of measure-
ment. Under such conditions, size analysis is per-
formed accepting that such particles are viewed in
their most stable orientation. This will lead to an
overestimation of size because the larger dimensions
of the particle will be observed, as the smallest
dimension will most often orient vertically.

The two-dimensional images are analysed according
to the desired equivalent diameter. With use of a
conventional light microscope, particle size analysis
can be performed with an eyepiece graticule which
has previously been calibrated. One can also use a
graticule which has a series of opaque and transparent
circles of different diameters, usually in a /2 progres-
sion. Particles are compared with the two sets of
circles and are sized according to the circle that
corresponds most closely to the equivalent particle

electron
‘ microscope Scanning electron microscope
| | Light microscope
| |
\ \ \ \ \ \ |
0.001 0.01 0.1 1 10 100

1000

Particle diameter (um)

Fig. 9.10 ¢ Size range of analysis using microscopy.
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diameter being measured. The field of view is divided
into segments to facilitate measurement of different
numbers of particles.

Electron microscopy

Alternatives to light microscopy include scanning
electron microscopy (SEM) and transmission electron
microscopy. SEM is particularly appropriate when a
three-dimensional particle image is required; in
addition, the very much greater depth of field of an
SEM compared with a light microscope may also be
beneficial. Both scanning electron microscopy analysis
and transmission electron microscopy analysis allow
the lower particle sizing limit to be greatly extended
over that possible with a light microscope.

Image analysis

With manual microscopy, only a few particles can be
examined and sized in a reasonable time. This risks
selection of an unrepresentative sample, operator
subjectivity and operator fatigue. Automated image
analysis, for light and electron microscopy, has the
advantages of being more objective and much faster
than manual analysis, and it also enables a much
wider variety of size and shape parameters to be
processed. Image acquisition is usually achieved by
digital imaging, with a charge-coupled device (CCD)
sensor placed in the optical path of the microscope
to generate high-resolution images. This allows both
image analysis and image processing to be performed.
Image analysis may be static, whereby particles on
a microscope slide are inspected with use of a
microscope and digital camera, or dynamic (flow-
image analysis), whereby images of particles dispersed
in a liquid are captured by a camera as they pass
through a flow cell. Each particle passing through
the cell is counted and imaged, with information
provided about the particle’s size, morphology (shape
parameters) and transparency.

Sedimentation methods

Equivalent sphere diameters

(Frictional) drag diameter, d,, and Stokes diameter,
ds, (Table 9.1).

Range of analysis
This is shown diagrammatically in Fig. 9.11.
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Fig. 9.11 e Size range of analysis using sedimentation
methods.

Sample preparation and
analysis conditions

Particle size distributions can be determined by
examination of a powder as it sediments in a liquid.
In cases where the powder is not uniformly dispersed
in a fluid, it can be introduced as a thin layer on the
surface of the liquid. If the powder is hydrophobic,
it may be necessary to add a dispersing agent to aid
wetting. In cases where the powder is soluble in
water, it will be necessary to use nonaqueous liquids
or perform the analysis in a gas.

Principles of measurement

The techniques of size analysis by sedimentation
can be divided into two main categories according
to the method of measurement used. One type
is based on the measurement of particles in a
retention zone; a second type uses a nonretention
measurement zone.

An example of a nonretention zone measurement
method is known as the pipette method. In this
method, known volumes of suspension are withdrawn
and the concentration differences are measured with
respect to time.

One of the most popular of the pipette methods
is that developed by Andreasen and Lundberg and is
commonly called the Andreasen pipette (Fig. 9.12).
The Andreasen fixed-position pipette comprises a
graduated cylinder which can hold approximately
500 mL of suspension fluid. A pipette is located
centrally in the cylinder and is held in position
by a ground-glass stopper so that its tip coincides
with the zero level. A three-way tap allows fluid to
be drawn into a 10 mL reservoir, which can then
be emptied into a beaker or centrifuge tube. The
amount of powder can be determined by weight
following drying or centrifuging; alternatively,
chemical analysis of the collected particles can be
performed.
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Fig. 9.12 ¢ Representation of an Andreasen pipette.

The largest size present in each sample is then
calculated from Stokes’s equation. Stokes’s law is an
expression of the drag factor in a fluid and is linked
to the flow conditions characterized by the Reynolds
number. Drag is one of three forces acting on a particle
sedimenting in a gravitational field. A drag force, F,
acts upwards, as does a buoyancy force, Fy; a third
force is gravity, F,, which acts as the driving force of
sedimentation. At the constant terminal velocity, which
is rapidly achieved by sedimenting particles, the drag
force becomes synonymous with particle motion. Thus
for a sphere of diameter d and density p;, falling in a
fluid of density py, the equation of motion is

Fy = (p.= pEd’

(9.10)
According to Stokes,

Fy =3ndynvs,
(9.11)

where v, is the Stokes terminal velocity, i.e. sedi-
mentation rate. That is,

ve = (P —pORA?
St —
18n

(9.12)

as vs, = h/t, where h is the sedimentation height or
distance and ¢ is the sedimentation time. By rear-
rangement, Stokes’s equation is obtained:

18nh
ds; =1/—
(ps — pr)Et

(9.13)

Particle size analysis

Stokes’s equation for determining particle diameters
is based on the following assumptions:

° near-spherical particles;

° motion equivalent to that in a fluid of infinite
length;

* terminal velocity conditions;

* low settling velocity so that inertia is negligible;

* large particle size relative to fluid molecular
size, so that diffusion is negligible;

° no particle aggregation; and

* laminar flow conditions, characterized by
particle Reynolds numbers (Re, = pwsdy/n) of
less than approximately 0.2.

The second type of sedimentation size analysis, using
retention zone methods, also uses Stokes’s law to
quantify particle size. One of the most common
retention zone methods uses a sedimentation
balance. In this method the amount of sedimented
particles falling onto a balance pan suspended in
the fluid is recorded. The continual increase in
the weight of sediment is recorded with respect
to time.

Alternative techniques

One of the limitations of gravitational sedimentation
is that below a diameter of approximately 5 um,
particle settling becomes prolonged and is subject to
interference from convection, diffusion and Brownian
motion. One can minimize these effects by increasing
the driving force of sedimentation by replacing
gravitational forces with a larger centrifugal force.
Once again, sedimentation can be monitored by
retention or nonretention methods, although Stokes'’s
equation requires modification because particles are
subjected to different forces according to their
distance from the axis of rotation. To minimize the
effect of distance on the sedimenting force, a two-
layer fluid system can be used. A small quantity of
concentrated suspension is introduced onto the surface
of a bulk sedimentation liquid known as the
spin fluid. With use of the technique of disc cen-
trifugation, all particles of the same size are in the
same position in the centrifugal field and hence move
with the same velocity. An adaptation of a retention
zone gravity sedimentation method is known as a
micromerograph and measures sedimentation of
particles in a gas rather than a fluid. The advantages
of this method are that sizing and analysis are achieved
relatively rapidly.
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Electrical sensing zone (electrozone
sensing) method (Coulter
Counter®)

Equivalent sphere diameter
Volume diameter, d, (Table 9.1).

Range of analysis
This is shown diagrammatically in Fig. 9.13.

Sample preparation and analysis
conditions

Powder samples are dispersed in an electrolyte to
form a very dilute suspension, which is usually
subjected to ultrasonic agitation, for a period, to break

Electrical sensing zone method

\ | | | | | |
0.001 0.01 0.1 1 10 100 1000

Particle diameter (um)

Fig. 9.13 ¢ Size range of analysis using the electrical
sensing zone method.

() To vacuum pump

up any particle aggregates. A dispersant may also be
added to aid particle deaggregation.

Principles of measurement

The particle suspension is drawn through an aperture/
orifice (Fig. 9.14) accurately drilled through a sap-
phire crystal set into the wall of a hollow glass tube.
Electrodes, which are situated on either side of the
aperture and surrounded by an electrolyte solution,
monitor the change in electrical signal that occurs
when a particle momentarily occupies the orifice and
displaces its own volume of electrolyte. The volume
of suspension drawn through the orifice is deter-
mined by the suction potential created by mercury
rebalancing in a convoluted U-tube (Fig. 9.15). The
volume of electrolyte fluid which is displaced in the

Q/ Particle in orifice

Orifice tube wall

Fig. 9.14 ¢ Particle passing through the measuring
aperture of electrical sensing zone apparatus.

| Threshold
! setting
é ‘> IIIIH Control tap control
| gt () i
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manometer V Electrodes
Sapphire | —Threshold
Stop Start i
\ p window Counter
— driver
Counting
orifice
Electrolyte Dlgltal
register
S Counter
On/off circuit
Glassware unit Electronic counter

Fig. 9.15 e Electrical sensing zone apparatus.
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orifice by the presence of a particle causes a change
in electrical resistance between the electrodes that
is proportional to the volume of the particle. The
change in resistance is converted into a voltage pulse,
which is amplified and processed electronically.
Pulses falling within precalibrated limits or thresh-
olds are used to split the particle size distribution
into many different size ranges. To perform size
analysis over a wide diameter range, it will be
necessary to change the orifice diameter (and hence
tube) used, to prevent coarser particles blocking a
small-diameter orifice. Conversely, finer particles in
a large-diameter orifice will cause too small a rela-
tive change in volume to be accurately quantified.
Dispersions must be sufficiently dilute to avoid
the occurrence of coincidence, whereby more than
one particle may be present in the orifice at any one
time. This may result in a loss of count (i.e. two
particles counted as one) and inaccurate measure-
ment as the equivalent sphere diameter calculated is
based on the volume of two particles, rather
than one.

Since the electrical sensing zone method principle
was first described, there have been some modifica-
tions to the basic method, such as the use of alterna-
tive orifice designs and hydrodynamic focusing,
but in general the particle sizing technique remains
the same.

Another type of stream-sensing analyser uses the
attenuation of a light beam by particles drawn through
the sensing zone. Some instruments of this type use
the change in reflectance, whereas others use the
change in transmittance of light. It is also possible
to use ultrasonic waves generated and monitored by
a piezoelectric crystal at the base of a flow-through
tube containing particles in fluid suspension.

Laser diffraction (low-angle laser
light scattering)

Equivalent sphere diameters

Fraunhofer-diffraction models are based on the
projected area diameter, d,, and Mie theory assumes
a volume model. Following computation, data are
presented as the volume diameter, d, (defined in

Table 9.1).

Range of analysis
This is shown diagrammatically in Fig. 9.16.

Particle size analysis

Dynamic light scattering
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Fig. 9.16 ¢ Size range of analysis using laser-light-
scattering methods: laser diffraction and dynamic light
scattering.

Sample preparation and
analysis conditions

Depending on the type of measurement to be per-
formed and the instrument used, particles can be
presented to the instrument dispersed in either a
liquid or a gas. Adequate dispersion is required to
ensure aggregates of particles are dispersed into
primary particles if that is the purpose of the assay.
For particles dispersed in liquid, a dispersing agent
(e.g. a surfactant) and/or mechanical agitation may
be required. Dry powders may be dispersed with
use of compressed gas at a pressure sufficient to
ensure adequate dispersion, without causing undue
attrition and consequent size reduction.

Principles of measurement

Monochromatic light from a helium-neon laser is
incident on the sample of particles, dispersed at the
appropriate concentration in a liquid or gas, and
diffraction occurs. The scattered light pattern is
focused by a Fourier lens directly onto a photo-
detector, comprising a series of detectors (Fig. 9.17).
The light flux signals occurring on the photodetector
are converted into electric current, which is digitized
and processed into size-distribution data, based on
an optical model using the principles of Fraunhofer
diffraction or Mie theory. The measured scattering
of the population of particles is taken to be the sum
of the scattering of the individual particles within
that sample.

Fraunhofer diffraction and Mie theory

For particles that are much larger than the wavelength
of light, any interaction with particles causes light
to be scattered in a forward direction with only a
small change in angle. This phenomenon is known as
Fraunhofer diffraction and produces light intensity
patterns that occur at regular angular intervals, with
the angle of scatter inversely proportional to the

153



Particle science and powder technology

Laser

Lens

Particles in

Detector—
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Fig. 9.17 e Laser diffraction particle sizer.

diameter of the particle producing it. The composite
diffraction pattern produced by different-diameter
particles may be considered to be the sum of all
the individual patterns produced by each particle
in the size distribution, at low to medium particle
concentrations. The Fraunhofer model was used in
early instruments and has the advantage that the
refractive indices of samples and the dispersing
medium do not need to be known, i.e. the model
assumes particles are opaque and transmit no light.

As the size of particles approaches the dimension of
the wavelength of the light, some light is still scattered
in the forward direction, according to Mie scatter
theory, but there is also some side scatter at different
wavelengths and polarizations. Use of the Mie theory
requires consideration of the optical properties of the
dispersed particles and the dispersion medium, i.e.
knowledge of their respective refractive indices is
required for calculation of particle size distributions,
but is superior for accurate determination of size
distributions of smaller particles.

Dynamic light scattering (photon
correlation spectroscopy)

Equivalent sphere diameter
Hydrodynamic diameter, d,, defined in Table 9.1.

Range of analysis
This is shown diagrammatically in Fig. 9.16.

Sample preparation and
analysis conditions

Particles are presented, suspended in a liquid of
known viscosity. Mechanical agitation/sonication
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may be required to achieve adequate dispersion of
particles.

Principles of measurement

In dynamic light scattering (DLS), also called photon
correlation spectroscopy and quasielastic light scat-
tering, the intensity of scattered light at a given angle
is measured as a function of time for a population
of particles. The rate of change of the scattered light
intensity is a function of the movement of the particles
by Brownian motion. Brownian motion is the random
movement of a small particle or macromolecule caused
by collisions with the smaller molecules of the fluid
in which it is suspended. It is independent of external
variations, except the viscosity of the suspending fluid
and its temperature, and as it randomizes particle
orientations, any effects of particle shape are mini-
mized. Brownian motion is independent of the
suspending medium, and although an increase in the
viscosity does slow down the motion, the amplitude
of the movements is unaltered. Because the sus-
pended, small particles are always in a state of motion,
they undergo diffusion. Diffusion is governed by the
mean free path of a molecule or particle, which is
the average distance of travel before diversion by
collision with another molecule. DLS analyses the
constantly changing patterns of laser light scattered
or diffracted by particles undergoing Brownian motion,
and monitors the rate of change of scattered light
during diffusion. In most instruments, monochromatic
light from a helium-neon laser is focused onto the
measurement zone, containing particles dispersed in
a liquid medium (Fig. 9.18). Light is scattered at all
angles, and is often detected by a detector placed at
an angle of 90°, although other angles may be chosen,
depending on the instrument used. The detection
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Fig. 9.18 ¢ Dynamic light scattering particle sizer.

and spatial resolution of the fluctuations in the
intensity of the scattered light, are used to calculate
size distribution.

Brownian diffusion causes three-dimensional
random movement of particles, where the mean
distance travelled, X , does not increase linearly with
time, t, but according to the following relationship:

x =Dt
(9.14)

where D is the diffusion coefficient.
Eq. 9.15, known as the Stokes—Einstein equation,
is the basis for calculating particle diameters by DLS:

-12
5_138x107T
37'Cndh
(9.15)

where d, is the hydrodynamic diameter, 1 the fluid
viscosity and T the absolute temperature (kelvins).

This calculation assumes that particles are spherical,
and a very low particle concentration is required.
The technique determines the hydrodynamic diam-
eter. As colloidal particles in a liquid dispersion have
an adsorbed layer of ions/molecules from the disper-
sion medium that moves with the particles, the
hydrodynamic diameter is larger than the physical
size of the particle. Most instruments also yield a
polydispersity index (PDI), determined by cumulant
analysis as described in the international standard on
particle size analysis by DLS. The PDI, a dimension-
less term, gives information regarding the width of

Particle size analysis

the size distribution, with values ranging between 0
and 1. For monodisperse samples, the PDI is theoreti-
cally zero, although values from O to 0.08 are taken
as indicative of nearly monodisperse systems, whilst
values from 0.08 to 0.2 represent particles having a
relatively narrow size distribution.

Available instruments differ according to their
ability to characterize different particle size ranges,
produce complete size distributions, measure disper-
sions of both solid and liquid particles and determine
the molecular weights of macromolecules. Some
instruments combine DLS to determine particle size
with electrophoretic light scattering to measure the
electrophoretic movement of dispersed particles. The
velocity of particles moving between two electrodes
is measured by laser Doppler velocimetry and can
be used to determine their zeta potential.

Particle counting

Sometimes it is necessary to know not only the size
of particles but also their number or concentration.
Pharmaceutically, this is most frequently encountered
in tests to determine the subvisible particulate
contamination of injections and infusions.

In the past, the electrical zone sensing method
was used to count and size particles in a known volume
of liquid as it is drawn through the orifice. Nowadays,
the method of choice is light obscuration. Light
obscuration requires a very dilute sample of particles
in a liquid which is passed between a light source
(laser) and a detector. The presence of particles in
the beam causes blockage/obscuration of light, and
the resultant signal is processed to give a number
and size range of particles in a given volume. Alter-
natively, microscopy can be used to size and count
particles retained on a filter following filtration of a
known volume of liquid-dispersed particles.
Microscopy combined with flow-image analysis is
gaining acceptance as a method for counting and
sizing small particles, whilst providing information
on their morphology. This has shown particular
application in the identification and sizing of aggregates
in protein solutions.

Selection of a particle size
analysis method

The selection of a particle size analysis method
may be constrained by the instruments available in
a laboratory, but wherever possible the choice of
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Table 9.3 Summary of particle size analysis instrument characteristics

Analysis method Sample measurement Rapid Approximate size range (um) Initial cost
environment analysis
Gas Aqueous Nonaqueous 0.001— 1-10 10- 100- High Low
liquid liquid 1 100 1000

Sieve NAE/ Vv v Y Vv
Light Manual N, v v VY, v
microscopy  Image N, v v Vv V v Vv

analysis
Electron v Vv v v V
microscopy
Electrical Vv Vv Vv v v V
sensing
zone
Laser N, Vv v Vv v V v V
diffraction
Dynamic v v NV v
light
scattering
Sedimentation Gravitational +/  / N v v v v

Centrifugal \ Vv Vv Vv v V

method should be governed by the properties of
the sample being investigated and the type of size
information required. For example, size analysis
over a very wide range of particle diameters may
preclude the use of a gravitational sedimentation
method; alternatively, size analysis of tablet granules
would not be done by DLS. As a general guide, it
is often most appropriate to determine the particle
size distribution of a powder in an environment that
most closely resembles the conditions in which the
powder will be processed or handled. There are
many different factors influencing the selection of
an analysis method: these are summarized in Table 9.3
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size separation

Michael E. Aulton

During raw material manufacture, the solid
produced is often of a larger size than that
required pharmaceutically, and thus size
reduction is a key process prior to incorporation
of the material into a finished product.

Solid particles possess a range of mechanical
properties and consequently a number of
different mechanisms of size reduction exist,
dependent upon these properties for the
material in question. In turn, this influences the
design of the commercial equipment for efficient
size reduction.

The correct choice of the most efficient
commercial size reduction machinery will
depend upon knowledge of these properties
and mechanisms.

The method of size reduction not only affects
the mean particle size but also the distribution
of the sizes of the powdered material. Methods
of determining and representing mean size and
size distribution are discussed.

It is often necessary to separate out from a
widely distributed range of sizes the single size
or narrow range of sizes that is best suited for
the application in hand. This required size will
depend on the subsequent use of the material.
For example, a drug used in a dry powder
inhalation formulation will need to be of a very
different size than that required in an oral solid
dosage form.

Many different commercial size separation
methodologies and apparatus exist — their
designs are dependent on the final required
particle size and the size of the commercial
batch. These methods include sedimentation,
sieving elutriation and cyclone methods.

As with size reduction, the pharmaceutical
scientist must understand the parameters for
the selection of the best method for the material
in question.
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Introduction to size reduction

The significance of particle size in drug delivery has
been discussed in Chapter 9, and some of the reasons
for performing a size reduction operation have already
been noted. In addition, the function of size reduction
(also called comminution) may be to aid efficient
processing of solid particles by facilitating powder
mixing or the production of suspensions. There are
also some special functions of size reduction, such
as exposing cells in plant tissue prior to extraction
of the active principles or reducing the bulk volume
of a material to improve transportation efficiency.

Influence of material
properties on size reduction

Crack propagation and toughness

Size reduction, or comminution, is carried out by a
process of crack propagation, whereby localized
stresses produce strains in the particles that are large
enough to cause bond rupture and thus propagate
the crack. In general, cracks are propagated through
regions of a material that possess the most flaws or
discontinuities. Crack propagation is related to the
strain energy in specific regions according to Griffith’s
theory. The stress in a material is concentrated at
the tip of a crack, and the stress multiplier can be
calculated from an equation developed by Inglis:

L
Oy =1+2(2—)

r

(10.1)

where ok is the multiplier of the mean stress in a
material around a crack, L is the length of the crack
and 7 is the radius of curvature of the tip of the
crack. For a simple geometric structure such as a
circular discontinuity, L = 2r and the stress multiplier
ok will have a value of 3.

In the case of a thin disc-shaped crack, shown in
cross section in Fig. 10.1, the crack is considered to
have occurred at a molecular level between atomic
surfaces separated by a distance of 2 x 107° m for
a crack 3 um long, which gives a stress multiplier of
approximately 245. The stress concentration dimin-
ishes towards the mean stress according to the distance
from the crack tip (Fig. 10.1). Once a crack has been
initiated, the crack tip propagates at a velocity

30 30

60 (245 ) )]245| 60

30 30

Fig. 10.1 ¢ Stress concentrations at the edges of a
disc-shaped crack; r is the radius of curvature of the
crack tip and L is the crack length.

approaching 40% of the speed of sound in the solid.
This crack propagation is so rapid that excess energy
from strain relaxation is dissipated through the mate-
rial and concentrates at other discontinuities, where
new cracks are propagated. Thus a cascade effect
occurs and almost instantaneous brittle fracture
occurs.

Not all materials exhibit this type of brittle
behaviour, and some can resist fracture at much larger
stresses. This occurs because these tougher materials
can undergo plastic flow, which allows strain energy
relaxation without crack propagation. When plastic
flow occurs, atoms or molecules slip over one another,
and this process of deformation requires energy. Brittle
materials can also exhibit plastic flow, and Irwin and
Orowan suggested a modification of Griffiths” crack
theory to take this into account. This relationship
has a fracture stress, o, which varies inversely with
the square root of the crack length, L:

o= &

JL
(10.2)

where E, is the energy required to form unit area of
double surface.

It can therefore be seen that the ease of comminu-
tion depends on the brittleness or plasticity of the
material because of their relationship with crack
initiation and crack propagation.

Surface hardness

In addition to the toughness of the material described
in the previous section, size reduction may also be
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influenced by the hardness of the material. Hardness
can be described empirically by its position on a scale
devised by a German mineralogist called Mohs. The
Mobhs scale is a table of minerals; at the top of the
table is diamond, with Mohs hardness >7, and this
has a surface that is so hard that it can scratch anything
below it. At the bottom of the table is talc, with
Mohs hardness <3, and this is soft enough to be
scratched by anything above it.

A quantitative measurement of surface hardness
was devised by Brinell. This involves placing a hard
spherical indenter (e.g. hardened steel or sapphire)
in contact with the test surface and applying a known
constant load to the sphere. The indenter will
penetrate into the surface, and when the sphere is
removed, the permanent deformation of the sample
is measured. From this, the hardness of the material
can be calculated. Hardness has the dimensions of
stress (force applied to the indenter divided by the
area of test material that will support the load,
example units are MPa). A similar Vickers hardness
test employs a square-pyramidal diamond as the
indenter tip.

Such determinations of hardness are useful as a
guide to the ease with which size reduction can be
carried out because, while it appears to be a surface
assessment, the test actually quantifies the deformation
characteristics of the bulk solid. In general, harder
materials are more difficult to comminute and can
lead to abrasive wear of metal mill parts, which can
then result in product contamination. Conversely,
materials with a large elastic component, such as
rubber, are extremely soft yet difficult to size-reduce.

Materials such as rubber that are soft under
ambient conditions, waxy substances such as stearic
acid that soften when heated, and ‘sticky’ materials
such as gums are capable of absorbing large amounts
of energy through elastic and plastic deformation
without crack initiation and propagation. This type
of material, which resists comminution at ambient
or elevated temperatures, can be more easily size-
reduced when temperatures are lowered below the
glass transition point of the material. At these lower
temperatures the material undergoes a transition from
plastic to brittle behaviour, and crack propagation is
facilitated.

Other factors that influence the process of size
reduction include the moisture content of the mate-
rial. In general, a material with a moisture content
less than 5% is suitable for dry grinding and one with
a moisture content greater than 50% will generally
require wet grinding to be carried out.
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Energy requirements of the size
reduction process

Only a very small amount of the energy put into a

comminution operation actually effects size reduction.

This has been estimated to be as little as 2% of the

total energy consumption, the remainder being lost

in many ways, including:

* elastic deformation of particles;

* plastic deformation of particles without
fracture;

* deformation to initiate cracks that cause
fracture;

* deformation of metal machine parts;

* interparticulate friction;

* particle-machine wall friction;

* heat;

* sound; and

* vibration.

A number of hypotheses and theories have been
proposed in an attempt to relate energy input to the
degree of size reduction produced.

Rittinger’s hypothesis relates the energy, E, used
in a size reduction process to the new surface area
produced, S,, or

E=kr(S, - S)
(10.3)

where S; is the initial surface area and k3 is Rittinger’s
constant, expressing energy per unit area.

Kick's theory states that the energy used in deform-
ing or fracturing a set of particles of equivalent shape
is proportional to the ratio of the change in size, or

E =k log (%)
(10.4)

where Ky is Kick’s constant of energy per unit mass,
d; is the initial particle diameter and d, is the new
particle diameter.

Bond’s theory states that the energy used in
crack propagation is proportional to the new crack
length produced, which is often related to the change
in particle dimensions according to the following
equation:

1 1
E=2Ks| ———
"B(dn di)

(10.5)



Particle size reduction and size separation

Here K is known as Bond’s work index and represents
the variation in material properties and size reduction
methods, with dimensions of energy per unit mass.

Walker proposed a generalized differential form
of the energy—size relationship that can be shown to
link the theories of Rittinger and Kick, and in some
cases that of Bond:

(10.6)

where Ky is Walker’s constant, d is a size function
that can be characterized by an integrated mean size
or by a weight function, and n is an exponent. When
n = 1 for particles defined by a weight function,
integration of Walker’s equation corresponds to a
Kick-type theory, when n = 2, a Rittinger-type solution
results and when n = 1.5, Bond’s theory is given.

When designing a milling process for a given
particle, the most appropriate energy relationship
will be required in order to calculate energy consump-
tions. It has been considered that the most appropriate
values for n are 1 for particles larger than 1 um,
where Kick-type behaviour occurs, and 2 for Rittinger-
type milling of smaller particles of less than 1 um.
The third value of n = 1.5 is the average of these
two extremes and indicates a possible solution where
neither Kick’s nor Rittinger’s theory is appropriate.
Other workers have found that n cannot be assumed
to be constant, but varies with particle size.

Influence of size reduction on
size distribution

In Chapter 9, several different size distributions are
discussed, with some based on either a normal or a
log-normal distribution of particle sizes. During a
size reduction process the particles of feed material
will be broken down and particles in different size
ranges undergo different amounts of breakage. This
uneven milling leads to a change in the size distribu-
tion, which is superimposed on the general movement
of the normal or log-normal curve towards smaller
particle diameters. Changes in size distributions that
occur as milling proceeds have been demonstrated
experimentally, and this showed that an initial normal
particle size distribution was transformed through a
size-reduced bimodal population into a much finer
powder with a positively skewed, leptokurtic particle
population (Fig. 10.2) as milling continued. The initial,
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Fig. 10.2 e Changes in particle size distributions with
increased milling time.

Percent frequency

Particle diameter

Fig. 10.3 ¢ Transformation of an approximately normal
particle size distribution into a finer bimodal population
following milling.

Percent frequency

Particle diameter

Fig. 10.4 * Transformation of a fine bimodal particle
population into a finer unimodal distribution following
prolonged milling.

approximately normal, size distribution was trans-
formed into a size-reduced bimodal population
through differences in the fracture behaviour of coarse
and fine particles (Fig. 10.3). If milling is continued,
a unimodal population reappears, as the energy input
is not great enough to cause further fracture of the
finest particle fraction (Fig. 10.4).

The lower particle size limit of a milling operation
is dependent on the energy input and on material
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properties. With particle diameters smaller than
approximately 5 um, interactive cohesive forces
between the particles generally predominate over
comminution stresses as the comminution forces
are distributed over increasing surface areas. This
eventually results in particle agglomeration as opposed
to particle fracture, and size reduction ceases. In
some cases, particle agglomeration occurs to such a
degree that subsequent milling actually causes size
enlargement.

Size reduction methods

There are many different types of size reduction
techniques, and the apparatus available for size
reduction of pharmaceutical powders continue to
develop. This chapter illustrates the principles associ-
ated with techniques that are classified according to
the milling process employed to subdivide the powder
particles. The chapter does not catalogue all existing
milling equipment but instead illustrates the various
principles involved — examples of each type are given
below. The approximate size reduction range achiev-
able with each technique is illustrated, although it
should be remembered that the extent of size reduc-
tion is always related to milling time.

Cutting methods

Size reduction range

This is indicated in Fig. 10.5. The dotted line in this,
and in other subsequent size-range diagrams, refers to
the size range where the technique is used less often.

Cutter mill

A cutter mill (Fig. 10.6) consists of a series of knives
attached to a horizontal rotor which act against a series
of stationary knives attached to the mill casing. During
milling, size reduction occurs by fracture of particles
between the two sets of knives, which have a clearance
of a few millimetres. A screen is fitted in the base of
the mill casing and acts to retain material in the mill

| |_Cutting methods |
| | | |

| | | | | |

1 10 100 1000 10000 100 000

Particle diameter (um)

Fig. 10.5 ¢ Size reduction range for cutting methods.
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until a sufficient degree of size reduction has been
effected; thus it is self-classifying.

The shear rates present in cutter mills are useful
in producing a coarse degree of size reduction of
dried granulations prior to tableting.

Compression methods

Size reduction range
This is indicated in Fig. 10.7.

Runner mills

Size reduction by compression can be carried out on
a small laboratory scale during development using a
mortar and pestle.

Roller mill

A form of compression mill uses two cylindrical rollers
mounted horizontally and rotated about their long
axes. In roller mills, one of the rollers is driven directly

Feed

Stationary knives

Rotating knives

Screen L L iProduct

Fig. 10.6 ¢ Cutter mill.

| End-runner mills | |
\ \ \
| Roller mills

1 10

100 1000 10000 100 000
Particle diameter (um)

Fig. 10.7 e Size reduction range for compression
methods.
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while the second is rotated by friction as material is
drawn through the gap between the rollers.

Impact methods

Size reduction range
This is shown in Fig. 10.8.

Hammer mill

Size reduction by impact can be carried out using a
hammer mill (Fig. 10.9). Hammer mills consist of a
series of four or more hammers, hinged on a central
shaft which is enclosed within a rigid metal case. During
milling the hammers swing out radially from the rotating
central shaft. The angular velocity of the hammers
produces a strain rate up to 80 s, which is so high
that most particles undergo brittle fracture. As size
reduction continues, the inertia of particles hitting
the hammers reduces markedly (as particle mass is
reduced) and subsequent fracture is less probable, so
hammer mills tend to produce powders with narrow
size distributions. Particles are retained within the
mill by a screen that allows only adequately commi-
nuted particles to pass through. Particles passing

Vibration mills |

|
| Hammer mills |

1 10 100 1000 10000 100 000

Particle diameter (um)

Fig. 10.8 ¢ Size reduction range for impact methods.

Hammers

Product

Fig. 10.9 ¢ Hammer mill.

through a given mesh can be much finer than the mesh
apertures, as particles are carried around the mill by
the hammers and approach the mesh tangentially. For
this reason, square, rectangular or herringbone slots
are often used. Depending on the purpose of the
operation, the hammers may be square faced, tapered
to a cutting edge or have a stepped form.

Vibration mill

An alternative to hammer milling which produces
size reduction is vibration milling (Fig. 10.10). Vibra-
tion mills are filled to approximately 80% total volume
with porcelain or stainless steel balls. During milling
the whole body of the mill is vibrated and size reduc-
tion occurs by repeated impact. Comminuted particles
fall through a screen at the base of the mill. The
efficiency of vibratory milling is greater than that of
conventional ball milling described later.

Attrition methods

Size reduction range
This is indicated in Fig. 10.11.

Roller mill

Roller mills use the principle of attrition to produce
size reduction of solids in suspensions, pastes or
ointments. Two or three porcelain or metal rollers
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Product out
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Fig. 10.10 e Vibration mill.
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Fig. 10.11 e Size reduction range for attrition methods.
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are mounted horizontally with an adjustable gap,
which can be as small as 20 um. The rollers rotate
at different speeds so that the material is sheared as
it passes through the gap and is transferred from the
slower to the faster roller, from which it is removed
by means of a scraper.

Combined impact and
attrition methods

Size reduction range
This is indicated in Fig. 10.12.

Ball mill

A ball mill is an example of a comminution method
which produces size reduction by both impact and
attrition of particles. Ball mills consist of a hollow
cylinder mounted such that it can be rotated on its
horizontal longitudinal axis (Fig. 10.13). The cylinder
contains balls that occupy 30% to 50% of the total
volume, the ball size being dependent on the feed
and mill size. Mills may contain balls with many
different diameters as this helps to improve the
process, as the large balls tend to break down the

Fluid energy mills

‘ Pin mills |
| |

Ball mills ‘

1 10 100 1000 10000 100 000
Particle diameter (um)

Fig. 10.12 e Size reduction range for combined impact
and attrition methods.

coarse feed materials and the smaller balls help to
form the fine product by reducing void spaces
between balls.

The amount of material in a mill is of considerable
importance: too much feed produces a cushioning
effect, and too little causes loss of efficiency and
abrasive wear of the mill parts.

The factor of greatest importance in the operation
of the ball mill is the speed of rotation. At low angular
velocities (see Fig. 10.13a) the balls move with the
drum until the force due to gravity exceeds the
frictional force of the bed on the drum, and the balls
then slide back en masse to the base of the drum.
This sequence is repeated, producing very little rela-
tive movement of the balls, so size reduction is
minimal. At high angular velocities (see Fig. 10.13b),
the balls are thrown out to the mill wall, where they
remain due to centrifugal force, and no size reduction
occurs. At approximately two-thirds of the critical
angular velocity where centrifuging occurs (see Fig.
10.13c), a cascading action is produced. Balls are
lifted on the rising side of the drum until their
dynamic angle of repose is exceeded. At this point,
they fall or roll back to the base of the drum in a
cascade across the diameter of the mill. By this means,
the most efficient size reduction occurs by impact
of the particles with the balls and by attrition. The
optimum rate of rotation is dependent on the mill
diameter but is usually of the order of 0.5 revolutions
per second.

Fluid energy mill

Fluid energy milling is another form of size reduction
method that acts by particle impaction and attrition.
A form of fluid energy or jet mill or micronizer is
shown in Fig. 10.14. Both circular designs and oval-
path designs (as shown in Fig. 10.14) are available.

Fig. 10.13 e Ball mill in operation. (a) shows rotation speed too slow, (b) too fast and (c) the correct cascade

action.
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Fig. 10.14 e Fluid energy mill.

The circular design is now the most common. This
consists of a hollow toroid which has a diameter of
20 mm to 200 mm. A fluid, usually air, is injected
as a high-pressure jet through nozzles at the bottom
of the loop. The high velocity of the air gives rise to
zones of turbulence into which solid particles are
fed. The high kinetic energy of the air causes the
particles to impact with other particles and with the
sides of the mill with sufficient momentum for
fracture to occur. Turbulence ensures that the level
of particle—particle collisions is high enough to produce
substantial size reduction by impact and some
attrition.

A particle size classifier is incorporated in the design
so that particles are retained in the toroid until
sufficiently fine and are then entrained in the air
stream that exhausts from the mill.

Pin mill

In addition to ball mills and fluid energy mills, there
are other methods of comminution that act by produc-
ing particle impact and attrition. These include
pin mills in which two discs with closely spaced
pins rotate against one another at high speeds (Fig.
10.15). Particle size reduction occurs by impaction
with the pins and by attrition between pins as the
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Fig. 10.15 ¢ Pin mill.

particles travel outwards under the influence of
centrifugal force.

Selection of the particle size
reduction method

Different mills can produce differing end products
from the same starting material. For example, particle
shape may vary according to whether size reduction
occurs as a result of impact or attrition. In addition,
the proportion of fine particles in the product may
vary, so that other properties of the powder will be
altered.

The subsequent usage of a powder usually controls
the degree of size reduction needed, but in some
cases the precise particle size required is not critical.
In these circumstances, because the cost of size
reduction increases as the particle size decreases, it
is economically undesirable to mill particles to a finer
degree than is necessary. Once the particle size
required has been established, the selection of mills
capable of producing that size may be modified from
knowledge of the particle properties, such as hardness
and toughness. The influences of various process and
material variables on the selection of a size reduction
method are summarized in Table 10.1.

Introduction to size separation

Objectives of size separation

The significance of particle size and the principles
involved in differentiating a powder into fractions of
known particle size have been considered in Chapter
9. Methods for achieving the required size range on
a manufacturing scale have been discussed in this
chapter. Here the methods by which size separation
can be achieved are discussed.
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Table 10.1 Selection of size reduction mills according to particle properties and product size required

Mohs ‘hardness’ Tough Sticky Abrasive Friable
Fine powder product (<50 um)
1-3 (soft) Ball, vibration (under liquid Ball, vibration Ball, vibration, pin, fluid
nitrogen) energy
3-5 (intermediate) Ball, vibration Ball, vibration, fluid energy
5-10 (hard) Ball, vibration, fluid energy Ball, vibration, fluid
energy
Coarse powder product (50 pm to 1000 pm)
1-3 (soft) Ball, vibration, roller, pin, Ball, pin Ball, roller, pin, hammer,

hammer, cutter (all under
liquid nitrogen)

vibration

3-5 (intermediate) Ball, roller, pin, hammer,

vibration, cutter

Ball, roller, pin, vibration,
hammer

5-10 (hard) Ball, vibration Ball, vibration, roller

Very coarse product (>1000 um)

1-3 (soft) Cutter Roller, hammer Roller, hammer

3-5 (intermediate) Roller, hammer Roller, hammer
5-10 (hard) Roller Roller

Solid separation is a process by which powder
particles are removed from gases or liquids, and has
two main aims:

1. to recover valuable products or by-products;

and
2. to prevent environmental pollution.

An important difference exists between the pro-
cedures known as size analysis and size separation.
The former is designed to provide information on the
size characteristics of a powder, whereas the latter is
an integral part of a production process and results
in a product powder of a given particle size range
that is available for separate handling or subsequent
processing. Thus a particle size analysis method such
as microscopy would be of no use as a size separa-
tion method. However, sieving can be used for both
purposes.

Size separation efficiency

The efficiency with which a powder can be separated
into different particle size ranges is related to the
particle and fluid properties and the separation method
used. Separation efficiency is determined as a function
of the effectiveness of a given process in separating
particles into oversize and undersize fractions.
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In a continuous size separation process, the produc-
tion of oversize and undersize powder streams from
a single feed stream can be represented by the fol-
lowing equation:

fi=fi+h
(10.7)

where f;, f, and f, are functions of the mass flow rates
of the feed material, oversize product and undersize
product streams respectively. If the separation process
is 100% efficient, then all oversize material will end up
in the oversize product stream and all undersize material
will end up in the undersize product stream. Invariably,
industrial particle separation processes produce an
incomplete separation, so that some undersize material
is retained in the oversize stream and some oversize
material may find its way into the undersize stream.

Considering the oversize material, a given powder
feed stream will contain a certain proportion of true
oversize material, &; the outgoing oversize product
stream will contain a fraction, &,, of true oversize
particles, and the undersize product stream will
contain a fraction, &, of true oversize material
(Fig. 10.16). The efficiency of the separation of
oversize material can be determined by considering
the relationship between the mass flow rates of feed
and product streams and the fractional contributions
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Sieve aperture
diameter, dj

Sieve diameter
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Fig. 10.16 ¢ Size separation efficiency determination. (a) Separation operation. (b) Size distributions of feed,
oversize material and undersize material to obtain values for &,, & and &,.

of true size grade in the streams. For example, the
efficiency E, of a size separation process for oversize
material in the oversize stream is given by

_

E, =
fid;

(10.8)

and the separation efficiency for undersize material
in the undersize stream is given by

_f0-8)
bA0-8)
(10.9)

The total efficiency, E,, for the whole size separation
process is given by

E =E,E,
(10.10)

Separation efficiency determination can be applied
to each stage of a complete size classification and is
often referred to as grade efficiency. In some cases,
knowledge of grade efficiency is insufficient, e.g.
where a precise particle size cut is required. A sharp-
ness index can be used to quantify the sharpness of
the cut-off in a given size range. A sharpness index,
S, can be determined in several different ways; for
example, by taking the percentage values from a grade
efficiency curve at the 25% and 75% levels (L,s and
L5 respectively),
525/75 = ﬁ

L7S
(10.11)

0.1 1 10

or at other percentile points, e.g. at the 10% and
90% levels:

Ly
510/90 =—

Lgo
(10.12)

Size separation methods

Some of the types of size separation equipment are
discussed briefly in the following sections. These have
been chosen to illustrate the basic principles of size
separation. The actual equipment in use in pharma-
ceutical processing continues to develop, yet remains
based on the principles illustrated.

Size separation by sieving

Separation ranges
These are shown in Fig. 10.17.

Principles of operation

The principles of sieving in order to achieve particle
size analysis are described in Chapter 9. There are

Maximum available range

Pharmacopoeial range

| | | | | J
100 1000 10 000

Particle diameter (um)

Fig. 10.17 e Separation range for sieving.
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some differences in the methods used to achieve size
separation rather than size analysis. The use of sieving
in size separation usually requires the processing of
larger volumes of powder than are commonly found in
size analysis operations. For this reason the sieves used
for size separation are often larger in area and of more
robust construction than those used for size analysis.

There are several techniques for encouraging
particles to separate into their appropriate size frac-
tions efficiently. In dry sieving processes these are
based on mechanical disturbances of the powder bed
and include the following methods.

Agitation methods. Size separation is achieved by
electrically induced oscillation, mechanically induced
vibration of the sieve meshes or gyration in which
sieves are fitted to a flexible mounting which is con-
nected to an out-of-balance flywheel. In the last case,
the eccentric rotation of the flywheel imparts a rotary
movement of small amplitude and high intensity to
the sieve and causes the particles to spin, thereby
continuously changing their orientation and increasing
their potential to pass through a given sieve aperture.
The output efficiency of gyratory sieves is usually
greater than that of oscillation or vibration methods.

Agitation methods can be made continuous by
inclination of the sieve and the use of separate outlets
for the undersize and oversize powder streams.

Brushing methods. A brush is used to reorient
particles on the surface of a sieve and prevent
apertures becoming blocked. A single brush can be
rotated about the midpoint of a circular sieve or, for
large-scale processing, a horizontal cylindrical sieve
is employed with a spiral brush rotating about its
longitudinal axis. It is important, however, that the
brush does not force the particles through the sieve
by distorting either the particles or the sieve mesh.

Centrifugal methods. In this type of equipment,
particles are thrown outwards onto a vertical cylindri-
cal sieve under the action of a high-speed rotor inside
the cylinder. The current of air created by the rotor
movement also assists the sieving process, especially
where very fine powders are being processed.

Wet sieving can also be used to effect size separa-
tion and is generally more efficient than dry sieving
methods.

Standards for powders based on sieving

Standards for the size of powders used pharmaceuti-
cally are sometimes provided in pharmacopoeias.
These may indicate how the degree of coarseness or
fineness of a powder is differentiated and expressed
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Table 10.2 Example of powder grades as specified in
pharmacopoeias

Description of Coarsest sieve  Sieve diameter

grade of diameter (um)  through which

powder no more than
40% of powder
must pass (um)

Coarse 1700 355

Moderately coarse 710 250

Moderately fine 355 180

Fine 180 —

Very fine 125 =

Some pharmacopoeias define another size fraction, known as
ultrafine powder, in which the maximum diameter of at least 90% of
the particles must be no greater than 5 um and none of the
particles should have diameters greater than 50 um.

by reference to the nominal mesh aperture size of
the sieves used. Grades of powder are specified and
defined in general terms by most pharmacopoeias.
An example is shown in Table 10.2.

It should be noted that the term ‘sieve number’
has been used as a method of quantifying particle
size in pharmacopoeias and is still favoured in some
parts of the world. However, various monographs
use the term differently, and in order to avoid confu-
sion it is strongly recommended to always refer to
particle sizes according to the appropriate equivalent
diameters expressed in millimetres, micrometres or
nanometres, as appropriate.

Size separation by sedimentation

Separation ranges
These are shown in Fig. 10.18.

Principles of operation

The principles of particle sizing using sedimentation
methods are described in Chapter 9. Size separation

Gravitational
sedimentation

Centrifugal
sedimentation |

\ | | | | |
0.1 1 10 100 1000 10 000
Particle diameter (um)

Fig. 10.18 ¢ Separation range for sedimentation
techniques.
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by sedimentation utilizes the differences in settling
velocities of particles with different diameters, and
these can be related according to the Stokes equations
(see Eqns 9.11-9.13).

One of the simplest forms of sedimentation clas-
sification uses a chamber containing a suspension of
solid particles in a liquid, which is usually water.
After predetermined times, particles less than a given
diameter can be recovered from a fixed distance below
the surface of the liquid. Size fractions can be col-
lected continuously using a pump mechanism.

Alternatively, a single separation can be performed
simply by removing the upper layer of suspension
fluid after the desired time. Disadvantages of these
simple methods are that they are batch processes
and discrete particle fractions cannot be collected.

Size separation by elutriation

Separation ranges
These are shown in Fig. 10.19.

Principles of operation

In sedimentation methods the fluid is stationary and
the separation of particles of various sizes depends
solely on particle velocity. Therefore the division of
particles into size fractions depends on the time of
sedimentation.

Elutriation is a technique in which the fluid flows
in an opposite direction to the sedimentation move-
ment, so that in gravitational elutriators particles
move vertically downwards while the fluid travels
vertically upwards. If the upward velocity of the
fluid is less than the settling velocity of the particle,
sedimentation still occurs and the particles move
slowly downwards against the flow of fluid. Con-
versely, if the upward fluid velocity is greater than
the settling velocity of the particle, the particle moves
upwards with the fluid flow. Therefore, in the case

Water and air

gravitational

‘ elutriators ‘

>
Centrifugal

elutriators ‘

| | | | | |
0.1 1 10 100 1000 10 000
Particle diameter (um)

Fig. 10.19 e Separation range for elutriation methods.

of elutriation, particles can be divided into different
size fractions depending on the velocity of the fluid.

Elutriation and sedimentation methods are com-
pared diagrammatically in Fig. 10.20, where the arrows
are vectors; that is, they show the direction and
magnitude of particle movement. This figure may
indicate that if particles are suspended in a fluid
moving up a column, there will be a clear cut into
two fractions of particle size. In practice this does
not occur, as there is a distribution of velocities across
the tube in which a fluid is flowing — the highest
velocity is found in the centre of the tube and the
lowest velocity at the tube walls. Therefore the size
of particles that will be separated depends on their
position in the tube: the largest particles in the centre,
the smallest towards the outside. In practice, particles
may rise with the fluid in the centre of the apparatus
and then move outwards to the tube wall, where the
velocity is lower and they then fall. A separation into
two size fraction occurs, but the size cut is not clearly
defined. Assessing the sharpness of size cuts was
discussed previously.

Separation of powders into several size fractions
can be achieved by using a number of elutriators
connected in series. The suspension is fed into the
bottom of the narrowest column, overflowing from
the top into the bottom of the next widest column
and so on. Because the mass flow remains the same,
as the column diameter increases, the fluid velocity
decreases and therefore particles of decreasing size
will be separated.

Adaptations of this technique in which the liquid
is replaced by air are available. Air is used as the
counterflow fluid in place of water for elutriation of
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Fig. 10.20 ¢ Comparison of (a) sedimentation and
(b) elutriation.

Stationary
liquid

169



Particle science and powder technology

W

|

outlet ) )
Finer particles
deposited
Coarser particles
Elutriation [ [~ deposited
R e s Particles in air

l\/—I_ suspension

Fig. 10.21 ¢ Upward airflow elutriator.

soluble particles into different size ranges. There are
several types of air elutriator, which differ according
to the airflow patterns used. An example of an upward
airflow elutriator is shown in Fig. 10.21. Particles are
held on a supporting mesh through which air is drawn.
Classification occurs within a very short distance of
the mesh and any particles remaining entrained in
the air stream are accelerated to a collecting chamber
by passage through a conical section of the tube.
Further separation of any fine particles still entrained
in the airflow may be carried out subsequently using
different air velocities.

Size separation by cyclone
methods

Separation range
This is shown in Fig. 10.22.

Principles of operation

Probably the most common type of cyclone used to
separate particles from fluid streams is the reverse-
flow cyclone (Fig. 10.23). In this system, particles
in air or liquid suspension are often introduced
tangentially into the cylindrical upper section of the
cyclone, where the relatively high fluid velocity
produces a vortex that throws solid particles out
onto the walls of the cyclone. The particles are forced

Cyclone methods
| |
| |

| | | | | J
0.1 1 10 100 1000 10 000

Particle diameter (um)

Fig. 10.22  Separation ranges for cyclone methods.
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Fig. 10.23 ¢ Reverse-flow cyclone separation.

down the conical section of the cyclone under the
influence of the fluid flow — gravity interactions are
a relatively insignificant mechanism in this process.
At the tip of the conical section, the vortex of fluid
is above the critical velocity at which it can escape
through the narrow outlet and forms an inner vortex
which travels back up the cyclone and out through
a central outlet or vortex finder. Coarser particles
separate from the fluid stream and fall out of the
cyclone through the dust outlet, whereas finer par-
ticles remain entrained in the fluid stream and leave
the cyclone through the vortex finder. In some cases,
the outer vortex is allowed to enter a collector con-
nected to the base of the cyclone, but the coarser
particles still appear to separate from the fluid stream
and remain in the collector. A series of cyclones
having different flow rates or different dimensions
could be used to separate a powder into different
particle size ranges.

Selection of a size
separation process

Selection of a specific size separation method may
be limited by pharmacopoeial requirements, but for
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general cases the most efficient method should be
selected based on particle properties. Of these, size
is particularly important, as each separation method
is most efficient over a particular size range, as
indicated in the foregoing text.

Particles that have just undergone size reduction
will already be in suspension in a fluid, whether
air or water, and can be separated quickly by
elutriation or cyclone separation methods, so
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KEY POINTS

® A mixing operation is involved at some stage in
the production of practically every
pharmaceutical preparation.

® Mixing operations aim to distribute the
components of the mix evenly so that a drug
product possessing the required quality
attributes is manufactured.

® Each dosage unit produced from a
pharmaceutical mixture should have an active
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substance content within an acceptably narrow
range around the label claim.

® There will always be some variation in the
composition of samples taken from a powder
mix. An understanding of the mechanisms by
which mixing occurs and careful selection of
powder properties, dosage form size and mixing
procedures during formulation and processing is
necessary to minimize this variation to
acceptable levels.

® The factors which influence powder segregation
should be appreciated so that a mix of the
required quality can be produced and the
occurrence of segregation minimized during
subsequent handling and production processes.

® The choice of the mixer and how it is operated
should be based on the physical characteristics
of the materials that are to be mixed and the
required properties of the mixed product.

Mixing principles

Importance of mixing

There are very few pharmaceutical products that
contain only one component. In the vast majority of
cases, several ingredients are needed to ensure that
the dosage form functions as required. If, for example,
a pharmaceutical company wishes to produce a tablet
dosage form containing a drug which is active at a
dose of 1 mg, other components (e.g. a diluent, binder,
disintegrant and lubricant) will be needed both to
enable the product to be manufactured and for it to
be handled by the patient.

Whenever a product contains more than one
component, a mixing or blending stage will be required



in the manufacturing process. This may be to ensure
an even distribution of the active component(s), an
even appearance or that the dosage form releases the
drug at the correct site and at the desired rate. The
unit operation of mixing is therefore involved at some
stage in the production of practically every pharma-
ceutical preparation, and control of mixing processes
is of critical importance in ensuring the quality of
pharmaceutical products. The importance of mixing
is illustrated by the following list of products for
which invariably mixing processes of some kind are
used:

* tablets, capsules, sachets and dry powder
inhalers — mixtures of solid particles;

* linctuses — mixtures of miscible liquids;

* emulsions and creams — mixtures of immiscible
liquids; and

* pastes and suspensions — dispersions of solid
particles.

Mixing and its control are also important in unit
operations such as granulation, drying and coating.
This chapter considers the objectives of the mixing
operation, how mixing occurs and the ways in which
a satisfactory mix can be produced and maintained.

Definition and objectives of mixing

Mixing may be defined as a unit operation that aims
to treat two or more components, initially in an
unmixed or partially mixed state, so that each unit
(particle, molecule, etc.) of the components lies as
nearly as possible in contact with a unit of each of
the other components.

If this is achieved, it produces a theoretical ‘ideal’
situation, i.e. a perfect mix. As will be shown, however,
this situation is not normally practicable, is actually
unnecessary and, indeed, is sometimes undesirable.

How closely it is attempted to approach the ‘ideal’
situation depends on the product being manufactured
and the objective of the mixing operation. For
example, when mixing a small amount of a potent
drug in a powder mix, the degree of mixing must be
of a high order to ensure a consistent dose. Similarly,
when dispersing two immiscible liquids or dispersing
a solid in a liquid, a well-mixed product is required
to ensure product quality/stability. In the case of
mixing lubricants with granules during tablet
production, however, there is a danger of ‘overmixing’
and the subsequent production of a weak tablet
with an increased disintegration time (discussed in

Chapter 30).

Mixing

Types of mixtures

Mixtures may be categorized into three types that
differ fundamentally in their behaviour.

Positive mixtures

Positive mixtures are formed from materials such as
gases or miscible liquids which mix spontaneously
and irreversibly by diffusion and tend to approach a
perfect mix. There is no input of energy required
with positive mixtures if the time available for mixing
is unlimited, although input of energy will shorten
the time required to obtain the desired degree of
mixing. In general, materials which mix by positive
mixing do not present any problems during product
manufacture.

Negative mixtures

With negative mixtures, the components will tend
to separate out. If this occurs quickly, then there
must be a continuous input of energy to keep the
components adequately dispersed, e.g. with a suspen-
sion formulation where there is a dispersion of solids
in a liquid of low viscosity. With other negative
mixtures, the components tend to separate very
slowly, e.g. emulsions, creams and viscous suspensions.
Negative mixtures are generally more difficult to form
and to maintain and require a higher degree of mixing
efficiency than do positive mixtures.

Neutral mixtures

Neutral mixtures are said to be static in behaviour,
i.e. the components have no tendency to mix spon-
taneously or segregate spontaneously once there has
been input of work to mix them. Examples of this
type of mixture include mixed powders, pastes and
ointments. Neutral mixes are capable of demixing,
but this requires energy input (as discussed in relation
to powder segregation later in this chapter).

It should be noted that the type of mixture can
change during processing. For example, if the viscosity
increases sufficiently, a mixture may change from a
negative to a neutral mixture. Similarly, if the particle
size, degree of wetting or liquid surface tension
changes, the mixture type may also change.

The mixing process

To discuss the principles of the mixing process, a situ-
ation will be considered where there are equal quantities
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of two powdered components of the same size, shape
and density that are required to be mixed, the only
difference between them being their colour. This
situation will not, of course, occur practically but it
will serve to simplify the discussion of the mixing
process and allow some important considerations to
be illustrated with the help of statistical analysis.

If the components are represented by coloured
cubes, then a two-dimensional representation of the
initial unmixed or completely segregated state can
be shown as Fig. 11.1a.

From the definition of mixing, the ideal situation
or perfect mix in this case would be produced when
each particle lies adjacent to a particle of the other
component (i.e. each particle lies as closely as possible
in contact with a particle of the other component).
This is shown in Fig. 11.1b, where it can be seen
that the components are as evenly distributed as

possible. If this mix was viewed in three dimensions,
then behind and in front of each coloured particle
would be a white particle and vice versa. Powder
mixing, however, is a ‘chance’ process, and while the
situation shown in Fig. 11.1b could arise, the odds
against it are so great that for practical purposes it
can be considered impossible. For example, if there
are only 200 particles present, the chance of a perfect
mix occurring is approximately 1 in 10%° and is similar
to the chance of the situation in Fig. 11.1a occurring
after prolonged mixing. In practice, the best type of
mix likely to be obtained will have the components
under consideration distributed as indicated in Fig.
11.1c. This is referred to as a random mix, which
can be defined as a mix where the probability of
selecting a particular type of particle is the same at
all positions in the mix and is equal to the proportion
of such particles in the total mix.

()

Fig. 11.1 e Different states of powder mixing. (a) Complete segregation. (b) An ideal or ‘perfect’ mix. (¢) A random

miX.
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If any two adjacent particles are selected from
the random mix shown:

* the chance of picking two coloured particles = 1

in 4 (25%)

* the chance of picking two white particles = 1 in

4 (25%)

* and the chance of picking one of each = 2 in 4

(50%).

If any two adjacent particles are selected from the
perfect mix shown in Fig. 11.1b, there will always
be one coloured particle and one white particle.

Thus if the samples taken from a random mix
contain only two particles, then in 25% of cases the
sample will contain no white particles and in 25%
of cases it will contain no coloured particles. It may
help in this and subsequent discussions to imagine
the coloured particles as being the active drug and
the white particles the inert excipient.

It can be seen that, in practice, the components
will not be perfectly evenly distributed, i.e. there
will not be full mixing. But if an overall view is taken,
the components can be described as being mixed as
in the total sample (Fig. 11.1c) the amount of each
component is approximately similar (48.8% coloured
and 51.2% white). If, however, Fig. 11.1c is considered
as 16 different blocks of 25 particles, then it can be
seen that the number of coloured particles in the
blocks ranges from 6 to 19 (24% to 76% of the total
number of particles in each block). Careful examina-
tion of Fig. 11.1c shows that as the number of particles
in the sample increases, then the closer will be the
proportion of each component to that which would
occur with a perfect mix. This is a very important
consideration in powder mixing, and is discussed in
more detail in the following sections.

Scale of scrutiny

Often a mixing process produces a large ‘bulk’ of
mixture that is subsequently subdivided into individual
dose units (e.g. a tablet, capsule or 5 mL spoonful),
and it is important that each dosage unit contains
the correct amount/concentration of active
component(s). It is the weight/volume of the dosage
unit which dictates how closely the mix must be
examined/analysed to ensure it contains the correct
dose/concentration. This weight/volume is known
as the scale of scrutiny and is the amount of material
within which the quality of mixing is important. For
example, if the unit weight of a tablet is 200 mg,
then a 200 mg sample from the mix should be

Mixing

Fig.11.2 e Particle distribution in a representative
random mix containing 10% active ingredient.

analysed to see if mixing is adequate; the scale of
scrutiny therefore being 200 mg. If a larger sample
size than the scale of scrutiny is analysed, this may
mask important micro-nonuniformities such as those
caused by agglomerates and may lead to the acceptance
of an inadequate mix. Conversely, analysing too small
a sample size may lead to the rejection of an accept-
able mix.

The number of particles contained in the scale of
scrutiny will depend on the sample weight, particle
size and particle density, and will increase as the
sample weight increases and the particle size and
density decrease. This number should be sufficient
to ensure an acceptably small deviation from the
required dose in the dosage forms.

Another important factor to consider when carrying
out a mixing process is the proportion of the active
component in the dosage form/scale of scrutiny. This
is illustrated in Fig. 11.2 and Table 11.1, the latter
also demonstrating the importance of the number of
particles in the scale of scrutiny.

Fig. 11.2 shows a random mix containing only
10% coloured particles (active ingredient). If the
blocks of 25 particles are examined, it can be seen
that the number of coloured particles varies from 0
to 8, or 0% to 32%. Thus the number of coloured
particles as a percentage of the theoretical content
varies from 0% to 320%. This is considerably greater
than the range of 48% to 152% when the proportion
of coloured particles was 0.5 or 50% (see Fig. 11.1¢).

Table 11.1 shows how the content of a minor
(potent) active constituent (present in a proportion
of 1 part in a 1000, i.e. 0.1%) typically varies with
the number of particles in the scale of scrutiny, when
sampling a random mix. In the example shown, when
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Table 11.1 Number of particles of a minor active
constituent present in samples taken from a 1:1000
random powder mix with different numbers of particles
in the scale of scrutiny

Sample Number of particles in scale of
number scrutiny
1000 10000 100 000

1 1 7 108
2 0 10 91
& 1 15 116
4 2 8 105
5 0 13 84
6 1 10 93
7 1 6 113
8 2 5 92
9 0 12 104
10 1 13 90

The figures in the table are the numbers of particles of the minor
constituent in the samples.

there are 1000 particles in the scale of scrutiny, three
samples contain no active constituent and two have
twice the amount that should be present. With 10000
particles in the scale of scrutiny, the deviation is
reduced but samples may still deviate from the
theoretical content of 10 particles by £50%. Even
with 100 000 particles, deviation from the theoretical
content may exceed £15% which is generally unac-
ceptable for a pharmaceutical mixture. The difficulty
in mixing potent substances can be appreciated if it
is realized that there may only be approximately
75000 particles of diameter 150 um in a tablet
weighing 200 mg.

The information in Figs 11.1 and 11.2 and Table
11.1 leads to two important conclusions:

1. The lower the proportion of active component
present in the mixture, the more difficult it is
to achieve an acceptably low deviation in active
content.

2. The more particles there are present in a unit
dose/scale of scrutiny, the lower the likely
deviation in content.

One way of reducing the deviation, therefore, would
be to increase the number of particles in the unit
dose by decreasing the particle size. This may,
however, lead to particle agglomeration due to the
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increased cohesion and adhesion that occurs with
smaller particles, which in turn may reduce the ease
of mixing.

It should be noted that with liquid solutions, even
very small samples are likely to contain many million
‘particles’. Deviation in content is therefore likely to
be very small with miscible liquids even if they are
randomly mixed. Diffusion effects in miscible liquids
arising from the existence of concentration gradients
in an unmixed system mean that they tend to
approach a perfect mix.

Mathematical treatment of the
mixing process

It should be appreciated that there will always be
some variation in the composition of samples taken
from a pharmaceutical mix or a random mix. The
aim during formulation and processing is to minimize
this variation to acceptable levels by selecting an
appropriate scale of scrutiny, particle size and mixing
procedure (the latter involving the correct choice of
mixer, rotation speed, etc.). The following section
uses a simplified statistical approach to illustrate some
of the factors that influence dose variation within a
batch of a dosage form and demonstrates the difficul-
ties encountered with drugs that are active in low
doses (potent drugs).

Consider the situation where samples are taken
from a random mix in which the particles are all of
the same size, shape and density. The variation in
the proportion of a component in samples taken from
the random mix can be calculated from Eq. 11.1:

p(-p)

n

SD=

(11.1)

where SD is the standard deviation in the proportion
of the component in the samples (content SD), p is
the proportion of the component in the total mix
and n is the total number of particles in the sample.

Eq. 11.1 shows that as the number of particles
present in the sample increases, the content SD
decreases (i.e. there is less variation in sample
content), as illustrated by the data in Fig. 11.2 and
Table 11.1. The situation with respect to the effect
of the proportion of the active component in the
sample is not as clear from Eq. 11.1. As p is decreased,
the value of content SD decreases, and this may lead
to the incorrect conclusion that it is beneficial to



have a low proportion of the active component. A
more useful parameter to determine is the percentage
coefficient of variation (% CV), which indicates the
average deviation as a percentage of the mean amount
of active component in the samples. Thus, % CV =
(content standard deviation /mean content) x 100.
The value of % CV will increase as p decreases, as
illustrated in Box 11.1.

It might be considered that the variation in content
could be reduced by increasing the unit dose size
(increasing the scale of scrutiny), as this would
increase the number of particles in each unit dose.
The dose of a drug will, however, be fixed, and any
increase in the unit dose size will cause a reduction
in the proportion of the active component in the
unit dose. The consequence of increasing the unit
dose size depends on the initial proportion of the
active component. If p is relatively high initially,
increasing the unit dose size causes the %CV in
content to increase. If p is small, increasing the unit
dose size has little effect. Inserting appropriate values
into Eq. 11.1 can substantiate this.

In a true random mix, the content of samples
taken from the mix will follow a normal distribution.
With a normal distribution, 68.3% of samples will
be within £1SD of the overall proportion of the
component (p), 95.5% will be within £2SD of p and
99.7% of samples will be within £3SD of p. For
example, if p = 0.5 and the standard deviation in
content = 0.02, then for 99.7% of samples the

| Box11.1

Worked example

Consider the situation where n = 100 000 and p = 0.5.
With Eg. 11.1 it can be calculated that

SD=1.58x10" and %CV = (1.58 x10/0.5) x 100
=0.32%

where %CV is the percentage coefficient of variation.
Thus, on average, the content will deviate from the
mean content by 0.32%, which is an acceptably low
value for a pharmaceutical product.

If, however, p is reduced to 0.001 and n remains at
100 000, there is a reduction in SD to 9.99 x 107 but

%CV =(9.99x1075/0.001)x100=10%
Thus in this latter case, the content will deviate from

the theoretical content on average by 10%, which
would be unacceptable for a pharmaceutical product.

Mixing

proportion of the component will be between 0.44
and 0.56. In other words, if 1000 samples were
analysed, 997 samples would contain between 44%
and 56% of drug (mean 50%).

Ideally, for a pharmaceutical product the active
component should not deviate by more than 5% of
the mean or specified content. Thus the acceptable
deviation is p x (5/100), or p x 0.05 (note that this
is not the same as a standard deviation of 5%). Based
on the previous information, the number of particles
that are required in a dosage form in order to achieve
a drug product that meets defined quality criteria
may be estimated. An illustrative calculation is shown
in Box 11.2.

Estimation of the particle size required
when formulating a dosage form

Using the preceding information, it is possible to
estimate the particle size required so that a formula-
tion may meet a desired specification. The worked

Box 11.2

Worked example
If a product contains an active component which
makes up half of the weight of the dosage form (p =
0.5) and it is required that 99.7% of samples contain
within £5% of p, then the number of particles required
in the product can be estimated as follows.

As 99.7% of samples will be within £3SD and +5%
of p, Eq. 11.2 can be used to calculate the SD
required:

3 xSD = p x (percentage acceptable deviation/100).
(11.2).
In this case, 3 x SD = 0.5 x 0.05, so

0.5x0.05 [p(1-p)
3 n

Thus
6.94x107° =0.5(1-0.5)/n

and therefore n = 3600.

This calculation indicates that 3600 particles are
required in each sample or dosage form in order to be
99.7% sure that the content is within 5% of the
theoretical amount. If, however, the product contains a
potent drug where p = 1 x 1073, the number of
particles needed to meet the same criteria can be
estimated to be 3.6 x 10°.
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| Box113

Worked example

Imagine it is necessary to produce a tablet weighing
50 mg which contains 50 pg of a potent steroid, and
that the product specification requires 99.7% of
tablets to contain between 47.5 ng and 52.5 pg of the
steroid. If the mean particle density of the components
is 1.5 g cm™ (1500 kg m™), what particle size should
the steroid and excipients be?

As there is 50 pg of the steroid in a 50 mg tablet,
the proportion of active component p = 1 x 107, The
specification allows the content to vary by +2.5 g,
and so the percentage deviation allowed = (2.5/50) x
100 = 5%. Under these circumstances the calculations
described in the previous section (see Box 11.2) show
that, providing a random mix is achieved, the number
of particles required in the tablet = 3.6 x 10°. The
50 mg tablet must therefore contain at least 3.6 x 10°
particles, and each particle must weigh less than

50/3.6x108 mg=1.39x10° mg=1.39x10"" kg

As the density of a particle = particle mass/particle
volume, the volume of each particle must be less than

1.39x107"/1500 m* =9.27 x 107"° m?

The volume of a particle (assuming it is spherical) =
47r*/3, and so

r® must be <9.27 x 107" x 3/4n m®
ie.r’<2.21x10™® mfandr<1.30x10°m

and therefore d <26 um.

example in Box 11.3 indicates that in order to meet
the product specification, the particle size of the
components needs to be of the order of 26 pm. There
would therefore be practical difficulties in making
this product, as particles of this size tend to become
very cohesive, flow poorly (see Chapter 12) and are
difficult to mix.

In order to appreciate the effect of changing the
scale of scrutiny, it is suggested that the reader calculate
in a similar manner what particle size would be required
if the tablet weight was increased to 250 mg. It should
be remembered that the tablet weight or scale of
scrutiny will affect both the number of particles
present and the proportion of active component.

In summary, the previous calculations illustrate
the difficulty in mixing potent (low-dose) substances
and the importance of both the number of particles
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in the scale of scrutiny and proportion of the active
component.

Evaluation of the degree of mixing

Manufacturers require some means of monitoring a
mixing process for a variety of reasons. These could
be to:

* indicate the degree/extent of mixing;

* follow a mixing process;

* indicate when sufficient mixing has occurred,;
* assess the efficiency of a mixer; or

* determine the mixing time required for a
particular process.

One evaluation method involves the generation of a
mixing index that compares the content standard
deviation of samples taken from a mix under investiga-
tion (Sacr) with the content standard deviation of
samples from a fully random mix (Sg). Comparison
with a random mix is made because this is theoreti-
cally likely to be the best mix that is practically
achievable. The simplest form of a mixing index (M)
can be calculated as

M= Se

SACT

(11.3)

At the start of the mixing process the value of Sycr
will be high so that M will be low. As mixing proceeds,
Sacr will tend to decrease as the mix approaches a
random mix (Fig. 11.3). If the mix becomes random,

Sact

Content standard deviation

Sk

Mixing time/number of mixer rotations

Fig.11.3 e The reduction in content standard deviation
as a random mix is approached. Sxcr represents the
content standard deviation of samples taken from the
mix and Sy represents the standard deviation expected
from a random mix.



Sacr =Sz and M = 1. There is typically an exponential
decrease in Sycr as the mixing time or number of
mixer rotations increases, although the shape of the
curve will depend on the powder properties and mixer
design and utilization. Other more complicated
equations for calculating the mixing index have been
used but they all tend to rely on similar principles
to those described.

In order to evaluate a mixing process in this way,
there are two basic requirements. First, a sufficient
number of samples which are representative of the
mix as a whole must be analysed. A minimum of
10 samples is usually analysed, these being removed
from different depths into the mixer and from the
middle and sides. Areas where blending may poten-
tially be poor should also be included in the sampling.
Samples are often taken with a ‘sampling thief”’,
which is a device that can be inserted into the mix
and samples withdrawn with minimum disruption
to the powder bed. Venables & Wells (2001) have
discussed some of the problems associated with
removing representative samples and analysing powder
blends. Second, a suitable analytical technique must
be available so that the value of Sxcr is a true reflec-
tion of the variation in content in the samples and
not due to variation arising from the method of
analysis.

When mixing formulations where the proportion
of active component is high, it is possible to achieve
an acceptably low variation in content without obtain-
ing a random mix. Thus it may be possible to stop
the mixing process before a random mix is achieved
and therefore reduce manufacturing costs.

The quality of a mixture may be assessed by its
ability to meet predefined specification limits. These
could include assay limits for individual samples taken
from the mix (e.g. 90% to 110% of the target content)
and for the variation in content of these samples
(e.g. % CV <3%).

An alternative method for monitoring and control-
ling powder blending is to use near-infrared (NIR)
analysis. As most pharmaceutical active ingredients
and excipients absorb NIR radiation, this technique
has the potential advantage of providing homogeneity
information on all of the mixture components. NIR
spectroscopic methods may also be used noninvasively,
which can eliminate the problems associated with
the use of a sampling thief. Other potential advantages
include the speed and nondestructive nature of the
analysis. The reader is referred to texts by Bakeev
(2010) and Ciurczak & Igne (2014) for further

information.
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Mechanisms of mixing
and demixing

Powders

In order that powders may be mixed, the
powder particles need to move relative to each
other. There are three main mechanisms by which
powder mixing occurs: namely, convection, shear
and diffusion.

Convective mixing arises when there is the transfer
of relatively large groups of particles from one
part of the powder bed to another, e.g. as might
occur when a mixer blade or paddle moves through
the mix. This type of mixing contributes mainly
to the macroscopic mixing of powder mixtures
and tends to produce a large degree of mixing
fairly quickly (as evidenced by a rapid drop in Sacr).
Mixing does not, however, occur within the group
of particles moving together as a unit, and thus in
order to achieve a random mix, an extended mixing
time is required.

Shear mixing occurs when a ‘layer’ of material
flows over another ‘layer’, resulting in the layers
moving at different speeds and therefore mixing at
the layer interface. This might occur when the removal
of a mass by convective mixing creates an unstable
shear/slip plane which causes the powder bed to
collapse, or in high-shear or tumbling mixers, where
the action of the mixer induces velocity gradients
within the powder bed and hence ‘shearing’ of one
layer over another.

In order to achieve a true random mix, movement
of individual particles is required. This occurs
with diffusive mixing. When a powder bed is forced
to move or flow, it will ‘dilate’, i.e. the volume
occupied by the bed will increase. This arises because
the powder particles become less tightly packed
and there is an increase in the air spaces or voids
between them. Under these circumstances there
is the potential for the powder particles to pass
through the void spaces created either under
gravitational forces (e.g. in a tumbling mixer) or by
forced movement (e.g. in a fluidized bed). Mixing
of individual particles in this way is referred to as
diffusive mixing.

All three mixing mechanisms are likely to occur
in a mixing operation. Which mechanism predomi-
nates and the extent to which each occurs will depend
on the mixer type, mixing process conditions (mixer
load, speed, etc.), particle characteristics and flowabil-
ity of the components of the powder.
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Liquids

The three main mechanisms by which liquids are
mixed are bulk transport, turbulent mixing and
molecular diffusion.

Bulk transport is analogous to the convective mixing
of powders and involves the movement of a relatively
large amount of material from one position in the
mix to another, e.g. due to a mixer paddle. It too
tends to produce a large degree of mixing fairly
quickly, but leaves the liquid within the moving
material unmixed.

Turbulent mixing arises from the haphazard move-
ment of molecules when forced to move in a turbulent
manner. The constant changes in speed and direction
of movement mean that induced turbulence is a highly
effective mechanism for mixing. Within a turbulent
fluid there are, however, small groups of molecules
moving together as a unit, referred to as eddies. These
eddies tend to reduce in size and eventually break
up, being replaced by new eddies. Turbulent mixing
alone may therefore leave small unmixed areas within
the eddies and in areas near the container surface,
which will exhibit streamlined flow (see Chapter 6).
Mixing of individual molecules in these regions will
occur by the third mechanism, which is molecular
diffusion (analogous to diffusive mixing in powders).
This will occur with miscible fluids wherever a
concentration gradient exists, and will eventually
produce a well-mixed product, although considerable
time may be required if this is the only mixing
mechanism. In most mixers all three mechanisms
will occur, bulk transport and turbulence arising from
the movement of a stirrer or mixer paddle set at a
suitable speed.

Powder segregation (demixing)

Segregation is the opposite effect to mixing, i.e.
components tend to separate out. This is very
important in the preparation of pharmaceutical
products because if it occurs, an already formed
random mix may change to a nonrandom mix, or a
random mix may never be achieved. Care must be
taken to avoid segregation occurring during handling
after powders have been satisfactorily mixed, e.g.
during transfer to filling machines or in the hopper
of a tablet/capsule/sachet filling machine. Segregation
will cause an increase in content variation in samples
taken from the mix, i.e. it will result in a reduction
in the quality of the mix and may cause a batch to
fail a test for uniformity of content or uniformity of
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dosage units. If segregation of granules occurs in the
hopper of a filling machine, an unacceptable variation
in weight may result.

Segregation arises because powder mixes encoun-
tered in practice are not composed of monosized
spherical particles but contain particles that differ
in size, shape, density and surface properties. These
variations in particle properties mean that the particles
will tend to behave differently when forced to move
and hence tend to separate. Particles exhibiting similar
properties tend to congregate together, giving regions
in the powder bed which have a higher concentration
of a particular component. Segregation is more likely
to occur, or may occur to a greater extent, if the
powder bed is subjected to vibration and when the
particles have greater flowability.

Particle size effects

Differences in the particle sizes of components of a
formulation are the main cause of segregation in
powder mixes in practice. Smaller particles tend to
fall through the voids between larger particles and
thus move to the bottom of the mass. This is known
as percolation segregation. It may occur in static
powder beds if the percolating particles are small
enough to fall into the void spaces between larger
particles, but occurs to a greater extent as the bed
‘dilates’ on being disturbed. Domestically, percolation
segregation is often observed in cereal packets or jars
of coffee, where the smaller ‘particles’ congregate
towards the bottom of the container.

Percolation can occur whenever a powder bed
containing particles of different sizes is disturbed in
such a way that particle rearrangement occurs, e.g.
during vibration, stirring or pouring.

During mixing, larger particles will tend to have
greater kinetic energy imparted to them (owing to
their larger mass) and therefore move greater distances
than smaller particles before they come to rest. This
may result in separation of particles of different size,
an effect referred to as trajectory segregation. This
effect, along with percolation segregation, accounts
for the occurrence of the larger particles at the edge
of a powder heap when it is poured from a
container.

During mixing, or when a material is discharged
from a container, very small particles (‘dust’) in a
mix may tend to be ‘blown’ upwards by turbulent
air currents as the mass tumbles, and remain sus-
pended in the air. When the mixer is stopped or
material discharge is complete, these particles will



sediment and subsequently form a layer on top of
the coarser particles. This is called elutriation segrega-
tion and is also referred to as dusting out or fluidization
segregation.

Particle density effects

If the components are of different density, the denser
particles will have a tendency to move downwards,
even if their particle sizes are similar. Trajectory
segregation may also occur with particles of the same
size but different densities due to their difference
in mass. The effect of density on percolation segrega-
tion may be potentiated if the denser particles are
also smaller. Often materials used in pharmaceutical
formulations have similar densities and density effects
are not generally too important. An exception to this
is in fluidized beds, where density differences often
have a greater adverse effect on the quality of the
mix than particle size differences.

Particle shape effects

Spherical particles exhibit the greatest flowability
and therefore are more easily mixed, but they also
segregate more easily than nonspherical particles.
Irregular or needle-shaped particles may become
interlocked, decreasing the tendency to segregate
once mixing has occurred. Nonspherical particles will
also have a greater surface area to weight ratio (specific
surface area), which will tend to decrease segregation
by increasing any cohesive effects (greater contact
surface area) but will increase the likelihood of
‘dusting out’.

It should be remembered that the particle size
distribution and particle shape may change during
processing (due to attrition, aggregation, etc.) and
therefore the tendency to segregate may also change.

Non-segregating mixes will improve with continued
increases in mixing time, as shown in Fig. 11.3. This
may not, however, occur for segregating mixes, where
there is often an optimum mixing time. This arises
because the factors causing segregation generally require
a longer time to take effect than the time needed to
produce a reasonable degree of mixing. During the
initial stages of the process, the rate of mixing is
greater than the rate of demixing. After a period of
time, however, the rate of demixing may predominate,
until eventually an equilibrium situation will be reached
where the two effects are balanced. This is illustrated
in Fig. 11.4, which demonstrates that, if factors exist
which may cause segregation, then a random mix will

Mixing

Y =mixing time range
giving an accectable
product

Z =optimum mixing time

SACT

Content standard deviation

Se
Sr

Y2

Mixing time/number of mixer rotations

Fig.11.4 ¢ Possible effect of extended mixing time on
the content standard deviation of samples taken from a
mix prone to segregation. Sxcr represents the content
standard deviation of samples taken from the mix, Sg
represents the estimated acceptable standard deviation
and Sy represents the standard deviation expected from
a random mix.

not be achieved and there may be both an optimum
mixing time and a time range over which an acceptable
mix can be produced.

Approaches to minimize segregation

If segregation is a problem with a formulation, there
are a number of approaches that may be attempted
to rectify the situation. These include the
following:

* selection of particular size fractions (e.g. by
sieving to remove fines or lumps) to achieve
drug and excipients of the same narrow particle
size range;

* milling of components (size reduction) either to
reduce the particle size range (this may need to
be followed by a sieving stage to remove fines)
or to ensure all particles are smaller than
approximately 30 um, at which size segregation
does not tend to cause serious problems (but
may give rise to aggregation);

* controlled crystallization during production of
the drug/excipients to give components of a
particular crystal shape or size range,

* selection of excipients which have a density
similar to that of the active component(s)

— there is usually a range of excipients which
will produce a product of the required
properties;
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* granulation of the powder mix (size
enlargement) so that large numbers of different
particles are evenly distributed in each
segregating ‘unit’/granule (see Fig. 28.1);

* reducing the extent to which the powder mass
is subjected to vibration or movement after
mixing (e.g. avoid the use of pneumatic transfer
systems);

* using filling machine hoppers designed so that
the powder residence time is minimized;

* using equipment where several operations can
be carried out without transferring the mix, e.g.
a fluidized-bed dryer or high-speed mixer/
granulator for mixing and granulating; and

* production of an ‘ordered’ mix — this technique
is also referred to as adhesive or interactive
mixing and is described in more detail
hereafter.

Ordered mixing

It would be expected that a mix composed of very
small and much larger particles would segregate
because of the size differences. Sometimes, however,
if one powder is sufficiently small (micronized), it
may become adsorbed onto ‘active sites” on the surface
of a larger ‘carrier’ particle and exhibit a great resist-
ance to being dislodged. This has the effect of mini-
mizing segregation while maintaining good flow
properties. It was first noticed by Travers & White
(1971) during the mixing of micronized sodium
bicarbonate with sucrose crystals when the mixture
was found to exhibit minimal segregation. The
phenomenon is referred to as ordered mixing, as the
particles are not independent of each other and there
is a degree of order to the mix. If a carrier particle
is removed, then some of the adsorbed smaller
particles will automatically be removed with it.
Ordered mixing has also been used in the production
of dry antibiotic formulations to which water is added
before use to form a liquid or syrup product. In these
cases, the antibiotic in fine powder form is blended
with, and adsorbed onto the surface of, larger sucrose
or sorbitol particles (Nikolakakis & Newton, 1989).

Ordered mixing probably occurs to a certain extent
in every pharmaceutical powder mix due to interac-
tions and cohesive/adhesive forces between constitu-
ents. It is most likely to occur when smaller particles
exist, as these have a high specific surface area and
thus the attractive forces holding the particles to the
adsorption site are more likely to be greater than the
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the

gravitational forces trying to
components.

Pharmaceutical powder mixes are therefore likely
to be partly ordered and partly random, the extent
of each depending on the component properties. With
an ordered mix, it may be possible to achieve a degree
of mixing which is superior to that of a random mix,
which may be beneficial for potent drugs.

Ordered mixing has been shown to be important
in direct-compression tablet formulations (see Chapter
30) in preventing segregation of the drug from direct
compression bases.

Dry powder inhaler formulations also utilize ordered
mixing to deliver drugs to the lungs (see Chapter
37). In this case the drug needs to be in a micronized
form in order to reach its site of action. By adsorbing
the drug onto larger carrier particles (usually lactose),
it is possible to manufacture a product which will
provide an even dosage on each inhalation.

separate

Segregation in ordered mixes

Although ordered mixes can reduce or prevent
segregation, it may still occur if, for example,

* The carrier particles vary in size —
different-sized particles will have different
surface area to weight ratios and will contain
different amounts of adsorbed material per unit
mass. If the different-sized carrier particles
separate (e.g. by percolation segregation),
drug-rich areas where the smaller carrier
particles congregate may result. This is referred
to as ordered unit segregation

* There is competition for the active sites on the
carrier particle — if another component
competes for sites on the carrier, it may
displace the original adsorbed material, which
may then segregate due to its small size. This is
known as displacement segregation and has been
shown to occur under certain circumstances
with the addition of the lubricant magnesium
stearate to tablet formulations

* There are insufficient carrier particles — each
carrier particle can only accommodate a certain
amount of adsorbed material on its surface. If
there is any excess small-sized material that is
not adsorbed onto the carrier particles, this may
quickly separate. This is referred to as
saturation segregation and may limit the
proportion of the active component that can be
used in the formulation.



With an ordered mix, particles may be dislodged if
the mix is subjected to excessive vibration. The extent
to which this occurs depends on the forces of attrac-
tion between the components and therefore on how
tightly the adsorbed particles are attached to the
surface. The orientation of the particles is also
important, particles protruding out from the surface
being more likely to be dislodged than those lying
parallel to the surface.

Mixing of powders

Practical considerations

‘When mixing formulations in which there is a relatively
low proportion of active ingredient(s), a more even
distribution may be obtained by sequentially building
up the amount of material in the mixer. This may be
achieved by initially mixing the active component(s)
with an approximately equal volume of diluent(s).
Further amounts of diluents, equal to the amount of
material in the mixer, can then be added and mixed,
the process being continued until all material has been
added. It may be more appropriate to preblend the
active component with a diluent in a smaller mixer
prior to transferring it to the main mixer in cases
where the amount of active ingredient is very low.

Care must be taken to ensure that the volume of
powder in the mixer is appropriate, as both over and
underfilling may significantly reduce mixing efficiency.
In the case of overfilling, for example, sufficient bed
dilation may not take place for diffusive mixing to
occur to the required extent or the material may not
be able to flow in a way that enables shear mixing
to occur satisfactorily. Underfilling may mean the
powder bed does not move in the required manner
in the mixer or that an increased number of mixing
operations may be needed for a batch of material.

The mixer used should produce the mixing
mechanisms appropriate for the formulation. For
example, diffusive mixing is generally preferable if
potent drugs are to be mixed, and high shear is needed
to break up aggregates of cohered material and ensure
mixing at a particulate level. The impact or attrition
forces generated if too-high shear forces are used
may, however, damage fragile material and thus
produce fines. The mixer design should be such that
it is dust tight, it can be easily cleaned and the product
can be fully discharged. These features reduce the
risk of cross-contamination between batches and
protect the operator from the product.

Mixing

In order to determine the appropriate mixing time,
the process should be checked by removing and
analysing representative samples after different mixing
intervals. This may also indicate if segregation is
occurring within the mixer and whether problems
could occur if the mixing time is extended.

When particles rub past each other as they move
within the mixer, static charges will be produced.
These tend to result in ‘clumping’ and a reduction
in diffusive mixing, and cause material to adhere to
machine or container surfaces. To avoid this, mixers
should be suitably earthed to dissipate the static
charge and the process should be carried out at a
relative humidity greater (although not excessively)
than approximately 40%.

Powder-mixing equipment

Tumbling mixers/blenders

Tumbling mixers are commonly used for mixing/
blending granules or free-flowing powders. There are
many different designs of tumbling mixer, e.g. double-
cone, twin-shell, cube, Y-cone and drum mixers, some
of which are shown diagrammatically in Fig. 11.5.
It is now common to use intermediate bulk containers
(IBCs) as both the mixer bowl and to either feed

Y-cone mixer Rotating cube

Double cone Oblique cone

7

N

Twin shell (V) mixer
with agitator bar

Fig.11.5 e Different designs of tumbling mixers.
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the hopper of a tablet or a capsule machine, or act
as the hopper itself. The shape of an IBC used for
this purpose is illustrated in Fig. 11.6.

Mixing containers are generally mounted so that
they can be rotated about an axis. When operated
at the correct speed, the tumbling action indicated
in Fig. 11.7 is achieved. Shear mixing will occur as
a velocity gradient is produced, the top layer moving
with the greatest velocity and the velocity decreasing
as the distance from the surface increases. When the
bed tumbles, it dilates, allowing particles to move
downwards under gravitational force, and so diffusive
mixing occurs. Most mixing will occur towards the
surface of the bed, where the velocity gradients are
highest and the bed is most dilated. Too high a rotation
speed will cause the material to be held on the mixer
walls by centrifugal force and too low a speed will

Fig.11.6 e Typical intermediate bulk container.

T~
Mixing
zones

Circulation
path

Fig.11.7 ¢ Movement of the powder bed in a tumbling
mixer.
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generate insufficient bed expansion and little shear
mixing. Addition of ‘prongs’, baffles or rotating bars
will also cause convective mixing (e.g. the V-mixer
with agitator bar in Fig. 11.5).

Tumbling mixers are available to mix from approxi-
mately 50 g (e.g. for laboratory-scale development
work) to over 100 kg (at a production scale). The
material typically occupies approximately a half to
two-thirds of the mixer volume. The rate at which
the product is mixed will depend on the mixer
geometry and rotation speed because they influence
the movement of the material in the mixer.

Tumbling mixers are good for free-flowing powders/
granules but are less effective for cohesive/poorly
flowing powders because the shear forces generated
are usually insufficient to break up any aggregates.
Care also needs to be taken if there are significant
differences in particle size as segregation is likely to
occur. A common use of tumbling mixers is in the
blending of lubricants, glidants or external disinte-
grants with granules prior to tableting.

Tumbling mixers can also be used to produce ordered
mixes, although the process is often slow because of
the cohesiveness of the adsorbing particles.

The Turbula shaker-mixer (Willy A. Bachofen,
Muttenz, Switzerland) is a more sophisticated form
of tumbling mixer which utilizes inversional motion
in addition to the rotational and translational motion
of traditional tumbling mixers. This leads to more
efficient mixing and makes it less likely that material
of different size and density will segregate.

High-speed mixer-granulators

In pharmaceutical product manufacture it is often
preferable to use one piece of equipment to carry out
more than one function. An example of this is the use
of a mixer—granulator (one design of which is shown
diagrammatically in Fig. 11.8). As the name suggests,
it can both mix and granulate a product, thus removing
the need to transfer the product between pieces of

y

R ———

dD
Fig.11.8 ¢ A high-speed mixer—granulator.




equipment and thereby reducing the opportunity for
segregation to occur. The centrally mounted impeller
blade at the bottom of the mixer rotates at high speed,
throwing the material towards the mixer bowl wall
by centrifugal force. The material is then forced upwards
before dropping back down towards the centre of the
mixer. The particle movement within the bowl tends
to mix the components quickly owing to high shear
forces (arising from the high velocity) and the expansion
in bed volume, which allows diffusive mixing. Once
the material has been mixed, granulating agent can be
added, and granules are formed in situ using a slower
impeller speed and the action of the side-mounted
chopper blade. Further details of granule production
using this method can be found in Chapter 28.

Because of the high-speed movement within a
mixer—granulator, care needs to be taken if the mate-
rial being mixed fractures easily. This, and the
problems associated with overmixing of lubricants,
means that this type of mixer is not normally used
for blending lubricants.

Fluidized-bed mixers

The main use of fluidized-bed equipment is in the
drying of granules (see Chapter 29) or the coating
of multiparticulates (see Chapter 32). Fluidized-bed
equipment can, however, be used to mix powders
prior to granulation in the same bowl. This is discussed

in Chapter 28.

Agitator mixers

This type of mixer depends on the motion of a blade
or paddle through the product, and hence the main
mixing mechanism is convection. Examples include
the ribbon mixer and the planetary mixer.

In the ribbon mixer (Fig. 11.9), mixing is achieved
by the rotation of helical blades in a hemispherical
trough. ‘Dead spots’ are difficult to eliminate in this
type of mixer, and the shearing action caused by the
movement of the blades may be insufficient to
break up drug aggregates. The mixer does, however,

M M m M
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Fig.11.9 e Ribbon agitator powder mixer.
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mix poorly flowing material and is less likely to cause
segregation than a tumbling mixer.

A drawing of an industrial planetary mixer is shown
in Fig. 11.10. Similar designs are used for both powder
and semisolid mixing. The mixing bowl is shown in
the lowered position for filling and emptying. The
bowl is raised up to the mixing blade for the mixing
process. The mixing blade is set off centre and is
carried on a rotating arm. It therefore travels round
the circumference of the mixing bowl while simultane-
ously rotating around its own axis (Fig. 11.11). This

RS

MXE

Fig.11.10 e Planetary mixer for powders and semisolids.
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Fig.11.11 e Top view of a planetary mixer, showing the
path of the paddle.
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is therefore a double rotation similar to that of a
spinning planet around the sun — hence the name
— and is designed so that the blade covers all the
volume of the mixer.

Scale-up of powder mixing

The extent of mixing achieved at a small laboratory
scale during development work may not necessarily
be mirrored when the same formulation is mixed at
a full production scale, even if the same mixer design
is used for both. Often, mixing efficiency and the
extent of mixing are improved on scale-up owing to
increased shear forces. This is likely to be beneficial
in most cases, although when blending lubricants care
is needed to avoid overlubrication, which may, for
example, lead to soft tablets and delayed disintegration
and dissolution.

Problems associated with a deficiency of some of
the components of a formulation, which have been
encountered at a production scale but not in develop-
ment work, have been traced to adsorption of a minor
constituent (e.g. a drug or colourant) onto the mixer
wall or mixing blade.

Drug particle characteristics may also change when
the drug is manufactured on a large scale. This in
turn may affect the movement of the particles in
the mixer and the interaction with other components
and hence the tendency to mix and segregate.

The optimum mixing time and conditions
should therefore be established and validated at a
production scale so that the appropriate degree
of mixing is obtained without segregation, overlubrica-
tion or damage to component particles. Minimum
and maximum mixing times which give a satisfactory
product should be determined, if appropriate,
so that the ‘robustness’ of the mixing process is

established.

Mixing of miscible liquids and
suspensions

Mobile liquids with a low viscosity are easily
mixed with each other. Similarly, solid particles are
readily suspended in mobile liquids, although the
particles are likely to settle rapidly when mixing
is discontinued. Viscous liquids are more difficult
to stir and mix but they reduce the sedimentation
rate of suspended particles (discussed further in
Chapter 26).
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Mixers for miscible liquids and
suspensions

Propeller mixers

A common arrangement for medium-scale fluid
mixing is a propeller-type stirrer which is often
used clamped to the edge of a vessel. A propeller
has angled blades, which cause the circulation of
the fluid in both an axial and a radial direction. An
off-centre mounting discourages the formation of a
vortex, which may form when the stirrer is mounted
centrally. A vortex forms when the centrifugal force
imparted to the liquid by the propeller blades causes
it to back up round the sides of the vessel and
form a depression around the shaft. As the speed
of rotation is increased, air may be sucked into the
fluid due to the formation of a vortex; this can
cause frothing and possible oxidation (Fig. 11.12a).
Another method of suppressing a vortex is to fit
vertical baffles into the vessel. These divert the
rotating fluid from its circular path into the centre
of the vessel, where the vortex would otherwise form
(see Fig. 11.12b).

The ratio of the diameter of a propeller stirrer
to the diameter of the vessel is commonly 1:10
to 1:20, and it typically operates at speeds of 1 to
20 revolutions per second. The propeller stirrer
depends for its action on a satisfactory axial and
radial flow pattern, which will not occur if the fluid
is too viscous. There must be a fast flow of fluid
towards the propeller, which can only occur if the fluid
is mobile.

A

Flow

< / ‘\; pattern

~_ 7
| —~— || _Vertical
baffle
Vortex
=5 (o -]
Unbaffled tank Baffled tank

@ (b)

Fig.11.12 e Propeller mixer with (a) an unbaffled tank
and (b) a baffled tank.



Turbine mixers

A turbine mixer may be used for more viscous fluids,
and a typical construction is shown in Fig. 11.13.
The impeller has four flat blades surrounded by
perforated inner and outer diffuser rings. The rotating
impeller draws the liquid into the mixer ‘head’ and
forces the liquid through the perforations with
considerable radial velocity, sufficient to overcome
the viscous drag of the bulk of the fluid. One drawback
is the absence of an axial component, but a different
head with the perforations pointing upwards can be
fitted if this is desired. As the liquid is forced through
the small orifices of the diffuser rings at high velocity,
large shear forces are produced. When mixing
immiscible liquids, if the orifices are sufficiently small
and velocity sufficiently high, the shear forces pro-
duced enable the generation of droplets of the dis-
persed phase which are small enough to produce
stable dispersions (water-in-oil or oil-in-water disper-
sions). Turbine mixers of this type (homogenizers)
are therefore often fitted to vessels used for the
large-scale production of emulsions and creams.
Turbine-type mixes will not cope with liquids of
very high viscosity because the material will not be
drawn into the mixer head. These liquids are best

N
Y}

Central turbine

Perforated top

to show turbine

Central aperture

Fig.11.13 e Turbine mixer.
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treated as semisolids and handled in the same equip-
ment as used for such materials (see later).

In-line mixers

As an alternative to mixing fluids in batches in vessels,
mobile miscible components may be fed through an
‘inline’ mixer designed to create turbulence in a
flowing fluid stream. In this case, a continuous mixing
process is possible.

Mixing of semisolids

The problems that arise during the mixing of semi-
solids (ointments and pastes) stem from the fact
that, unlike liquids, semisolids will not flow easily.
Material that finds its way to a ‘dead spot’ will remain
there. For this reason, suitable mixers must have
rotating elements with narrow clearances between
themselves and the mixing vessel wall, and they must
produce a high degree of shear mixing as diffusion
mixing cannot occur.

Mixers for semisolids

Planetary mixers

This type of mixer is commonly found in the domestic
kitchen (e.g. Kenwood-type mixers), and larger
machines which operate on the same principle are
used in the pharmaceutical industry (see Fig. 11.10).
When used for the mixing of semisolids, they are
designed so that there is only a small clearance
between the vessel and the paddle in order to ensure
sufficient shear. However, ‘scraping down’ of the bowl
is usually necessary several times during a run to mix
the contents well because some materials are forced
to the top of the bowl.

Double planetary mixers that move material by
rotating two identical blades (either rectangular or
helical) on their own axes as they orbit on a common
axis are often used for mixing highly viscous semisolid
materials. As the blades continuously advance along
the periphery of the mixer vessel, they remove
material from the walls and transport it towards the
interior.

Sigma blade mixers

This robust mixer will deal with stiff pastes and
ointments and depends for its action on the close
intermeshing of the two blades which resemble

187



Particle science and powder technology

the Greek letter X in shape — hence the name. The
clearance between the blades and the mixing trough
is kept small by the design shown in Fig. 11.14.

Further treatment of semisolid
dispersions

It is very difficult, when using primary mixers, to
completely disperse powder particles in a semisolid
base so that they are invisible to the eye. The mix
is usually subjected to the further action of a roller
mill or colloid mill so as to ‘rub out’ these particles
by the intense shear generated by rollers or cones
set with a very small clearance between them.

Please check your eBook at https://studentconsult.
inkling.com/ for self-assessment questions. See inside

cover for registration details.
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KEY POINTS

® The flow of powders and granules (a very
common pharmaceutical operation) is much
more difficult than that of liquids. The flow is
often variable and unpredictable.

® These difficulties are caused by the adhesive
and cohesive characteristics of the powder.
These are surface properties and thus their
magnitude is greatly influenced by particle and

surface characteristics, such as particle size,
roughness, surface free energy and shape.

® A thorough knowledge of powder flow can
assist in the design of efficient equipment for
powder handling.

® |t is important that, even in the early stages of
formulation development, the pharmaceutical
scientist is aware of how the intended
formulation will perform; for example, on a
high-speed tableting machine.

® Because of the importance of powder flow,
many laboratory tests have been developed to
help predict how a material (or more often a mix
of materials) will perform during manufacture.
The Hausner ratio and Carr’s index have proved
to be particularly useful in this context.

® |t is an important aspect in formulation design
for the pharmaceutical scientist to make every
effort to improve the flow of the powders in a
particular product, rather than just accepting the
material supplied, in order to minimize
production problems. The scientist can help to
set the specification of size, shape, size
distribution, etc., or make formulation changes,
e.g. by adding flow activators or glidants.

Introduction

Powders are generally considered to be composed of
a collection of solid particles of the same or different
chemical compositions having equivalent diameters
less than 1000 um. Granules are aggregated groups
of small particles or individual larger particles which
may have overall dimensions greater than 1000 um.
Chapter 28 discusses the differences between powders
and granules in greater detail but, as far as powder
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flow is concerned, powders and granules will be
discussed together here and the word ‘powder’ is
used here to describe either system.

Powders exist as a dosage form in their own right,
but the largest pharmaceutical use of powders is to
produce tablets and capsules. Together with mixing
and compaction properties, the flowability of a powder
is of critical importance in the production of phar-
maceutical dosage forms. Some of the reasons for
producing free-flowing pharmaceutical powders
include:

* uniform flow from bulk storage containers or
hoppers into the feed mechanisms of tableting
or capsule-filling equipment, allowing uniform
particle packing and a constant volume-to-mass
ratio in order to maintain tablet weight
uniformity;

¢ reproducible filling of tablet dies and capsule
dosators to improve weight uniformity and
allow tablets to be produced with more
consistent physicomechanical properties;

* uneven powder flow can result in excess
entrapped air within powders, which in some
high-speed tableting conditions may promote
capping or lamination; and

* uneven powder flow can result from excess fine
particles in a powder, which increases particle—
die-wall friction, causing lubrication problems,
and increased dust contamination risks during
powder transfer.

There are many industrial processes that require
powders to be moved from one location to another,
and this is achieved by many different methods, such
as gravity feeding, mechanically assisted feeding,
pneumatic transfer, fluidization in gases and liquids
and hydraulic transfer. In each of these examples,
powders are required to flow and, as with other
operations described earlier, the efficiency with which
they do so is dependent on both process design and
particle properties.

Particle properties

Adhesion and cohesion

The presence of molecular forces produces a tendency
for individual solid particles to stick to each other
and to other surfaces. Adhesion and cohesion can be
considered as two aspects of the same phenomenon.
Cohesion occurs between like surfaces, such as the
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same component particles in a bulk solid, whereas
adhesion occurs between two different objects, e.g.
between two different particles, or between a particle
and a container wall.

Adhesive and cohesive forces acting between
particles in a powder bed are composed mainly from
short-range nonspecific van der Waals forces, which
increase as particle size decreases and vary with
changes in relative humidity. Other attractive forces
contributing to interparticulate adhesion and cohesion
may be produced by surface tension forces between
adsorbed liquid layers at the particle surfaces and by
electrostatic forces arising from contact or frictional
charging. These may have short duration but increase
adhesion and cohesion through improving interpar-
ticulate contacts and hence increasing the quantity
of van der Waals interactions. Cohesion provides a
useful method of characterizing the drag or frictional
forces acting within a powder bed to prevent powder
flow.

Angle of repose

Angle of repose is a simple measure of powder flow
but it is based on scientific principles. An object,
such as a particle, will begin to slide under gravitational
forces when the angle of inclination is large enough
to overcome frictional forces. Conversely, an object
in motion will stop sliding when the angle of inclina-
tion is below that required to overcome adhesion/
cohesion. This balance of forces causes a powder
poured from a container onto a horizontal surface to
form a heap. Initially the particles stack until the
approach angle for subsequent particles joining the
stack is large enough to overcome friction. They then
slip and roll over each other until the gravitational
forces balance with the interparticulate forces. The
sides of the heap formed in this way make an angle
with the horizontal. This angle is called the angle of
repose and is a characteristic of the internal friction
or cohesion of the particles.

The value of angle of repose will be high if a
powder is cohesive and low if a powder is noncohesive.
If the powder is very cohesive, the heap may be
characterized by more than one angle of repose.
Initially, the interparticulate cohesion causes a very
steep cone to form, but on the addition of further
powder, this tall stack may suddenly collapse, causing
air to be entrained between particles and partially
fluidizing the bed, thus making it more mobile. The
resulting heap has two angles of repose: a large angle



Fig. 12.1 ¢ Cohesive powder poured in a heap and
showing different angles of repose: 6,, maximum angle
formed by cohesive particles; 65 shallowest angle
formed by collapse of the cohesive particle heap,
resulting in flooding. In some cases, a third angle, 6, is
identifiable as an intermediate slope produced by
cohesive particles stacking on flooded powder.

remaining from the initial heap and a shallower angle
formed by the powder flooding from the initial heap
(Fig. 12.1).

Particle properties and bulk flow

In the previous discussion concerning adhesion/
cohesion it is clear that an equilibrium exists between
forces responsible for promoting powder flow and
those preventing powder flow, i.e. at equilibrium:

Z f(driving forces) = Z f(drag forces)
(12.1)

that is,

2 f(gravitational force, particle mass, angle of
inclination of power bed, static head of
powder, mechanical force, etc.) = z f(adhesive
forces, cohesive forces, other surface

forces, mechanical interlocking, etc.)

(12.2)

Some of these forces are modified or controlled by
external factors related to particle properties, such
as size, shape and density.

Particle size effects

Because adhesion and cohesion are surface phenom-
ena, particle size will influence the flowability of a
powder. In general, fine particles with a very high
surface-to-mass ratio are more adhesive/cohesive than
coarser particles. The latter are influenced more by
gravitational forces. Particles larger than 250 pm are
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usually relatively free flowing, but as the size falls
below 100 um, powders become more adhesive/
cohesive and flow problems are likely to occur.
Powders having a particle size of less than approxi-
mately 10 um are usually extremely adhesive/cohesive
and resist flow under gravity.

An important exception to this reduction in
flowability with decrease in size is when the very
small particles become adhered/cohered to larger
ones and the flowability of the powder as a whole
becomes controlled by the larger particles. This
phenomenon is important in the concept of ordered
mixing (see Chapter 11) and is exploited in the
formulation of dry powder inhalers (see Chapter 37).

Particle shape

Powders with similar particle sizes but dissimilar
shapes can have markedly different flow properties
due to differences in interparticulate contact area.
For example, a group of spheres has minimum
interparticulate contact and generally optimal flow
properties, whereas a group of particle flakes or
dendritic particles have a very high surface-to-volume
ratio, a larger area of contact and thus poorer flow
properties. Irregularly shaped particles may experience
mechanical interlocking in addition to adhesive and
cohesive forces.

Particle density (true density)

Because powders normally flow under the influence
of gravity, higher-density particles are generally less
adhesive/cohesive than less dense particles of the
same size and shape.

Packing geometry

A set of particles can be filled into a volume of space
to produce a powder bed that is in static equilibrium
due to the interaction of gravitational and adhesive/
cohesive forces. By slight vibration of the bed, particles
can be mobilized; if the vibration is stopped, the bed
is once more in static equilibrium but occupies a
different spatial volume than before. The change in
bulk volume has occurred by rearrangement of the
packing geometry of the particles. In general, such
geometric rearrangements result in a transition from
loosely packed particles to more tightly packed ones,
so that the equilibrium balance moves from left to
right in Eqs 12.1 and 12.2 and adhesion/cohesion
increases. This also means that more tightly packed
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powders require a higher driving force to induce
powder flow than more loosely packed particles of
the same powder.

Characterization of packing geometry by
porosity and bulk density

A set of monosized spherical particles can be arranged
in many different geometric configurations. At one
extreme, when the spheres form a cubic arrangement,
the particles are most loosely packed and have a
porosity of 48% (Fig. 12.2a). At the other extreme,
when the spheres form a rhombohedral arrangement,
they are most densely packed and have a porosity
of only 26% (see Fig. 12.2b). The porosity used to
characterize packing geometry is linked to the bulk
density of the powder.

Bulk density, pg, is a characteristic of the powder
bulk rather than individual particles. It is calculated
by dividing the mass, M, of powder by the volume,
V, that it occupies (Eqn 12.3):

M
Ps = ng m™

(12.3)

The bulk density of a powder is always less than the
true density of its component particles because the
powder contains interparticulate voids and intrapar-
ticulate pores (intraparticulate voids) that are filled
with air. Thus whereas a powder particle can only
possess a single true density, it can have many different
bulk densities, depending on the way in which the
particles are packed and the bed porosity. However,
a high bulk density value does not necessarily imply
a close-packed low-porosity bed, as bulk density is
directly proportional to true density:

bulk density e true density
i.e. bulk density = k x true density
(12.4)

Fig. 12.2 ¢ Different geometric packings of spherical
particles. (a) Cubic packing. (b) Rhombohedral packing.
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or:

e bulk density
true density

(12.5)

The constant of proportionality, k, is known as the
packing fraction or fractional solids content. For
example, the packing fraction for dense, randomly
packed spheres is approximately 0.65, whereas the
packing fraction for a set of dense, randomly packed

discs is 0.83. Also,
l-k=e
(12.6)
where e is the fractional voidage of the powder bed,
which is usually expressed as a percentage and termed
the bed porosity. Another way of expressing fractional

voidage is to use the ratio of particle volume, V,, to
bulk powder volume, Vy, i.e.

o 1-V,
Vs
(12.7)
A simple ratio of void volume, V,, to particle volume,
., represents the voids ratio:
& e

V, (-¢)

(12.8)

which provides information about the stability of the
powder mass.

For powders having comparable true densities, an
increase in bulk density means a decrease in porosity.
This increases the number of interparticulate contacts
and contact areas and causes an increase in adhesion/
cohesion. For very coarse particles, this may still be
insufficient to overcome the gravitational influence on
particles. Conversely, a decrease in bulk density may
be associated with a reduction in particle size and
produce a loose-packed powder bed which, although
porous, is unlikely to flow because of the inherent
adhesiveness/cohesiveness of the fine particles.

In powders where the particle shape or cohesive-
ness promotes arch or bridge formation, two equi-
librium states could have similar porosities but widely
different packing geometries. In such conditions,
interparticulate pore size distributions can be useful
for comparing packing geometry.

For example, Fig. 12.3a shows a group of particles
in which arching has occurred and Fig. 12.3b shows
a similar group of particles in which arch formation



Fig. 12.3 ¢ Two equidimensional powders having the
same porosity but different packing geometries.

% Total porosity
% Total porosity

AN

Pore size
() (b)

Fig. 12.4 « (a) Interparticulate pore size distribution
corresponding to a close-packed bed containing a
powder arch. (b) Interparticulate pore size distribution
corresponding to a loosely packed bed.

Pore size

is absent. The total porosity of the two systems can
be seen to be similar, but the pore size distributions
(Fig. 12.4) reveal that the powder in which arch
formation has occurred is generally more tightly
packed than that in which arching is absent.

Measurements of packing geometry by an assess-
ment of percentage compressibility and changes in
bulk density have proved to be useful indirect methods
to estimate powder flow in an industrial manufacturing
process (see later in this chapter).

Process conditions:
hopper design

Flow through an orifice

There are many examples of this type of flow to be
found in the manufacture of pharmaceutical solid
dosage forms, e.g. when granules or powders flow
through the opening in a hopper or bin used to feed
powder to a tableting machine, capsule-filling machine
or sachet-filling machine. Because of the importance
of such flow in the production of unit solid dosage
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forms, and the importance of flow behaviour in other
industries, the behaviour of particles being fed through
orifices has been extensively studied. A major goal
is to achieve uniformity of flow to ensure that each
single tablet, capsule, sachet, etc., contains the same
or very similar powder masses. This work has led to
the design of a hopper now used in most industrial
pharmaceutical powder applications.

A hopper or bin can be modelled as a tall cylindrical
container having a closed orifice in the base and
initially full of a free-flowing powder which has a
horizontal upper surface (Fig. 12.52). When the orifice
at the base of the container is opened, flow patterns
develop as the powder discharges (Fig. 12.5).

The observed sequence is as follows:

1. On opening the orifice, there is no
instantaneous movement at the surface but
particles just above the orifice fall freely
through it (Fig. 12.5b).

2. A depression forms at the upper surface of the
powder and spreads outwards to the sides of
the hopper (Fig. 12.5¢, d).

3. Provided that the container is tall and not too
narrow, the flow pattern illustrated in Fig. 12.5e
and shown schematically in Fig. 12.6 is rapidly
established. Particles in zone A move rapidly
over the slower-moving particles in zone B,
whereas those in zone E remain stationary. The
particles in zone A feed into zone C, where
they move quickly downwards and out through
the orifice. The more slowly moving particles in
zone B do not enter zone C.

4. Both powder streams in zones B and C converge
to a ‘tongue’ just above the orifice, where the
movement is most rapid and the particle packing
is least dense. In a zone just above the orifice,
the particles are in free flight downwards.

Important practical consequences of this flow pattern
are that if a square-bottomed hopper or bin is repeat-
edly refilled and partially emptied, the particles in
the zone towards the base and sides of the container
(Fig. 12.5f) will never be discharged and may eventu-
ally degrade. Thus process hoppers are designed to
have a conical lower section, in effect eliminating
zone E in Fig. 12.6.

Factors affecting flow rates
through orifices

The flow patterns described in the preceding section,
together with the rates of powder flow through
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Fig. 12.5 ¢ Development of flow through an orifice. The horizontal lines are formed by indicator particles to show

the course of the discharge.

Fig. 12.6 ¢ Fully developed flow of a free-flowing
powder through an orifice.

orifices, are dependent on many different factors,
some of which are particle related and some process
related. Particle-related effects, notably particle size,
were discussed earlier.

Orifice diameter. The rate of powder flow through
an orifice is proportional to a function of orifice
diameter, Do. Flow rate is directly proportional to
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Do, where A is a constant with a value of approxi-
mately 2.6. Provided that the height of the powder
bed, called the head of powder, remains considerably
greater than the orifice diameter, flow rate is virtually
independent of powder head. This situation is unlike
that relating to liquid flow through an orifice, where
the flow rate falls off continuously as the head
diminishes. The constant rate of flow for powders is
a useful property as it means that if a bulk powder
is filled into dies, sachets, capsules or other enclosures,
they will receive equal weights if filled for equal
times.

Hopper width, height of powder in the hopper
and hopper wall angle also influence the rate of
discharge of powder or granules from a hopper.

Characterization of
powder flow

When examining the flow properties of a powder, it
is useful to be able to quantify the type of behaviour
in terms of speed and (possibly more importantly)
uniformity of flow. Many different methods are



available, either directly, using dynamic or kinetic
methods, or indirectly, generally by measurements
carried out on static beds. These tests attempt to
correlate the various measures of powder flow to
manufacturing properties. A wide range of equipment
is available to cater for the wide range of powder
types and particle sizes encountered in pharmaceutical
applications.

The apparatus and techniques described in the
following sections are illustrative of the principles
on which most equipment is based. It is well estab-
lished that no single, simple test will truly characterize
the flow properties during large-scale manufacture
but, with careful control, the tests can give a good
estimate. This is particularly useful in the early stages
of preformulation, formulation and scale-up.

In general, methods of measuring powder flow
must be practical, useful, reproducible and sensitive,
and must yield meaningful results. An appropriate
strategy is to use multiple standardized test methods
to characterize the various aspects of powder flow
that need to be understood by the pharmaceutical
scientist. Pharmacopoeias are making an effort to
standardize the procedures and equipment used to
assess powder flow. Currently, the preferred assess-
ments are (1) angle of repose, (2) compressibility
index and Hausner ratio, (3) flow rate through an
orifice and (4) shear cell. Each of these is described
later in this chapter.

Indirect methods

Measurement of cohesive/adhesive
properties

Adhesive or cohesive forces (acting between particles of
different substances or between particles of the same
substance respectively) can, in practice, be determined
by studying the adhesion/cohesion characteristics of
a bed of powder. This avoids delicate and difficult
experimentation to determine the attractive forces
between, say, two individual particles.

Shear strength

Shear stress. This can be defined as the stress (force
per unit area) necessary to shear a powder bed under
conditions of zero normal load. Using this criterion,
the shear strength of a powder can be determined
from the resistance to flow caused by adhesion,
cohesion or friction and can be measured using a
shear cell.

Powder flow

Normal load

Vo

Shearing
force

1 Movable upper half

_I—~ Fixed lower half

Shear plane

Fig. 12.7 * Representation of Jenike shear cell.

The shear cell (Fig. 12.7) is a relatively simple
piece of apparatus which is designed to measure shear
stress, 7, at different values of normal stress, 0. There
are several types of shear cell which use different
methods of applying the stresses and measuring the
shear strengths, the most common being based on
the original Jenike principle. In order to carry out a
shear stress determination, powder is packed into
the two halves of the cell and a normal stress is
applied to the lid of the assembled cell. A shearing
stress across the two halves of the cell is applied and
the shear stress is determined by dividing the
shear force by the cross-sectional area of the powder
bed. The measured shear stress will increase as the
normal stress is increased. Shear cell experiments
are rather time-consuming and require a well-trained
operator.

In order to calculate the cohesion in a powder
bed using the shear cell method, the shear stress is
plotted against normal stress and extrapolated back
to zero normal stress, as the shear stress at zero
normal stress is, by definition, equal to the cohesion
of the powder. The higher the intercept the greater
are the adhesive/cohesive forces. For a completely
noncohesive powder, the extrapolated shear stress will
pass through the origin, equivalent to zero shear stress.

Tensile strength

The tensile strength of a powder bed is also a char-
acteristic of the internal friction, adhesion or cohesion
of the particles. In tensile strength determinations,
the powder bed is caused to fail in tension by splitting,
rather than failing in shear by sliding, as is the case
with shear stress determinations. The powder is
packed into a split plate, one half of which is fixed
and the other half free to move (Fig. 12.8). The table
is then tilted towards the vertical until the angle is
reached at which the powder cohesion is overcome
and the mobile half-plate breaks away from the static
half-plate. The tensile strength, o, of the powder
can then be determined from Eq. 12.9:
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Powder bed failed
in tension Static

half-plate

Mobile
half-plate

6tilt angle

Fig. 12.8 ¢ Measurement of tensile strength of a
powder bed using the tilting table method.

o, = Mg;m@
(12.9)

where M is the mass of the mobile half-plate plus
powder, Ois the angle of the tilted table to the hori-
zontal at the point of failure and A is the cross-
sectional area of the powder bed.

The tensile strength values of different powders have
been found to correlate reasonably well with another
measurement of powder flowability — angle of repose.

Angle of repose

Angles of repose have been used as indirect methods
of quantifying powder flowability, because of their
relationship with interparticulate cohesion. There
are many different methods of determining angles
of repose, and some of these are shown in Table
12.1. The different methods may produce different
values for the same powder, although these may
be self-consistent. It is also possible that different
angles of repose could be obtained for the same
powder, owing to differences in the way the samples
were handled prior to measurement. For these
reasons, angles of repose tend to be variable and
are not always representative of flow under specific
conditions.

It is particularly difficult to determine this angle
with very poor flowing material (see the discussion
of Fig. 12.1). In order to overcome this problem, it
is suggested that determinations of angles of repose
be carried out using different concentrations of a
very adhesive/cohesive powder and a nonadhesive/
non-cohesive powder. The angles of repose are plotted
against mixture concentration and extrapolated to
100% of the more adhesive/cohesive powder content
so as to obtain the appropriate angle of repose that
would be unobtainable in practice (Fig. 12.9).

As a general guide, powders with angles of repose
greater than 45° have unsatisfactory flow properties,
whereas minimum angles close to 25° will have
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Fig.12.9 e Determination of angle of repose for very
cohesive powders.

Initial level of powder V,
Final level of powder V;

To motor
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Fig. 12.10 e Mechanical tapping device (jolting
volumeter).

excellent flow properties. A more detailed correlation
was suggested by Carr. This is shown in Table 12.2.

Determinations based on
bulk density

Bulk density measurements

The bulk density of a powder is dependent on particle
packing and changes as the powder consolidates. A
consolidated powder is likely to have a greater arch
strength than a less consolidated one and may
therefore be more resistant to powder flow. The ease
with which a powder consolidates can be used as an
indirect method of quantifying powder flow.

Fig. 12.10 shows a mechanical tapping device or
jolting volumeter which can be used to follow the
change in packing volume that occurs when void space
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Table 12.1 Methods of measuring angle of repose

Apparatus Method Angle defined Apparatus Method Angle defined
Fixed height cone  Angle of repose a b Ledge Drained angle of
repose
Crater Drained angle of
Fixed base cone Angle of repose repose
Platform Drained angle of
repose

Tilting table Angle of repose

Rotating cylinder Dynamic angle of
repose

diminishes and consolidation occurs. The powder
contained in the measuring cylinder is mechanically
Table 12.2 Angle of repose as an indication of powder ~ tapped by means of a constant-velocity rotating cam.
flow properties (based on Carr) The volume decreases from its original state (V) to
a final state (V}). The initial bulk density pgmn (also

Angle of Type of flow
repgose ) 4 known as fluff or poured bulk density) and the final
bulk density Py (also known as equilibrium, tapped

25-30 Excellent or consolidated bulk density when it has attained its
31-35 Good most stable, i.e. unchanging, arrangement) are cal-
36-40 Fair (flow aid not needed) culated from the mass (m) and bulk volume of the
41-45 Passable (may hang up, flow aid might powder (Eqns 12.10 and 12.11):

be needed) Pmin =M/ Vy
46-55 Poor (agitation or vibration needed) (12.10)
56-65 Very poor Pimax =M /V;
>65 Very, very poor (12.11)
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In recent years the popularity and perceived useful-
ness of flowability tests based on bulk density have
increased. The two most useful and best characterized
indices are the Hausner ratio and compressibility index.

Hausner ratio

Hausner found that the ratio Pgmay/Pamin (o1 the ratio
V./V, which is quantitatively identical) is related to
interparticulate friction. Because of this, he was able
to demonstrate that the following ratio was predictive
of powder flow.

tapped density (g max ) %100
poured density (Pgmin)

(12.12)

Hausner ratio =

He showed that powders with low interparticulate
friction, such as coarse spheres, had ratios of less
than 1.2, whereas more cohesive, less free-flowing
powders such as flakes have Hausner ratios greater
than 1.5.

Carr’s index (compressibility index)

Another indirect method of measuring powder flow
from bulk densities was developed by Carr. The
percentage compressibility of a powder (Carr’s index)
is a direct measure of the potential powder arch or
bridge strength and stability and is calculated accord-
ing to Eq. 12.13:

compressibility (%) = 22me ~Pimin o 10

Bmax

(12.13)

Table 12.3 shows the generalized relationship between
descriptions of powder flow and percent compress-
ibility according to Carr. It also includes the equivalent
Hausner ratios.

Critical orifice diameter

The critical orifice diameter is a measure of powder
cohesion and arch strength. In order to carry out
measurements of critical orifice diameter, powder is
filled into a shallow tray to a uniform depth with
near-uniform packing. The base of the tray is perfo-
rated with a graduated series of holes, which are
blocked either by resting the tray on a plane surface
or by the presence of a simple shutter. The critical
orifice diameter is the size of the smallest hole through
which powder discharges when the tray is lifted or
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Table 12.3 Relationship between powder flowability,
percentage compressibility and Hausner ratio

Compressibility Type of flow Hausner ratio
index (%)

(Carr’s index)

1-10 Excellent 1.00-1.11
11-15 Good 1.12-1.18
16-20 Fair 1.19-1.25
21-25 Passable 1.26-1.34
26-31 Poor 1.35-1.45
32-37 Very poor 1.46-1.59

>37 Very, very poor >1.59

the shutter removed. Sometimes repetition of the
experiment produces a range of values for critical
orifice diameter; in these cases, maximum and
minimum values are sometimes quoted.

An alternative critical orifice method for deter-
mining powder flowability uses a cylinder with a
series of interchangeable base plate discs having
different-diameter orifices. Flow rate through a par-
ticular orifice size can be used as a simple standard to
specify materials for use in filling given capsule sizes
or sachets or producing particular tablet sizes at a
specified rate.

Direct measurements of flow

Hopper flow rate

A simple direct method of determining powder
flowability is to measure the rate at which powder
discharges from a hopper. A simple shutter is placed
over the hopper outlet and the hopper is filled with
powder. The shutter is then removed and the time
taken for the powder to discharge completely is
recorded. By dividing the discharged powder mass
by this time, a mass flow rate is obtained which can
be used for quantitative comparison of different
powders.

Hopper or discharge tube outlets should be
selected to provide a good model for a particular
flow application. For example, if a powder discharges
well from a hopper into a tablet machine feed frame
but does not flow reproducibly into the tablet die,
then it is likely that more useful information will
be generated by selecting experimental conditions
to model those occurring in flow from the feeder to



the die, rather than those in flow from the hopper to
the feeder.

Recording flowmeter

A recording flowmeter is essentially similar to the
method described in the previous section for measure-
ment of the hopper flow rate except that powder is
allowed to discharge from a hopper or container onto
a balance. The digital signal from the balance records
the increase in powder mass with time. Recording
flowmeters allow mass flow rates to be determined
and also provide a means of quantifying uniformity
of flow.

Improvement of
powder flowability

Alteration of particle size and
particle size distribution

Because coarse (larger) particles are generally less
cohesive than fine (smaller) particles and an optimum
size for free flow exists, there is a distinct processing
disadvantage in using a finer grade of powder than
is necessary.

The size distribution can also be altered to improve
flowability by removing a proportion of the fraction
of fine particles or by increasing the proportion of
coarser particles, such as may be achieved through
granulation.

Alteration of particle shape
or texture

In general, for a given particle size, more spherical
particles have better flow properties than more
irregular particles. The process of spray-drying can
be used to produce near-spherical excipients (e.g.
spray-dried lactose). Under certain circumstances,
drug particles that are normally acicular (needle
shaped) can be made more spherical by spray-drying
or by temperature-cycling crystallization.

The surface texture of particles may also influence
powder flowability, as particles with very rough
surfaces will have a greater tendency to interlock
than smooth-surfaced particles. The shape and texture
of particles can also be altered by control of produc-
tion methods, such as crystallization conditions.

Powder flow

Alteration of surface forces

Reduction of electrostatic charges can improve powder
flowability, and this can be achieved by altering process
conditions to reduce frictional contacts. For example,
where powder is poured down chutes or conveyed
along pipes pneumatically, the speed and length of
transportation should be minimized. Electrostatic
charges in powder containers can be prevented or
discharged by efficient earth connections.

The moisture content of particles is also of
importance for powder flowability, as adsorbed surface
moisture films tend to increase bulk density and
reduce porosity. In cases where moisture content
is excessive, powders should be dried, and if hygro-
scopic, stored and processed under low-humidity
conditions.

Formulation additives:
flow activators

Flow activators are commonly referred to pharma-
ceutically as ‘glidants’, although some also have
lubricant or antiadherent properties. Flow activators
improve the flowability of powders by reducing
adhesion and cohesion.

A flow activator with an exceptionally high specific
surface area is colloidal silicon dioxide, which may
act by reducing the bulk density of tightly packed
powders. Colloidal silicon dioxide also improves
flowability of formulations, even those containing
other glidants, although if used excessively it can
cause flooding.

Where powder flowability is impaired through
increased moisture content, a small proportion of
very fine magnesium oxide may be used as a flow
activator. Used in this way, magnesium oxide appears
to disrupt the continuous film of adsorbed water
surrounding the moist particles.

The use of silicone-treated powder, such as silicone-
coated talc or sodium bicarbonate, may also be
beneficial in improving the flowability of a moist or
hygroscopic powder.

Alteration of process conditions

Use of vibration-assisted hoppers

In cases where the powder arch strength within a
bin or hopper is greater than the stresses in it due
to gravitational effects, powder flow will be
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interrupted or prevented. If the hopper cannot be
redesigned to provide adequate downward stresses
and if the physical properties of the particles cannot
be adjusted or the formulation altered, then extreme
measures are required. One method of encouraging
powder flow where arching or bridging has occurred
within a hopper is to add to the flow-inducing stresses
by vibrating the hopper mechanically. Both the
amplitude and the frequency of vibration can be
altered to produce the desired effect. This may vary
from a single cycle or shock, produced by a
compressed-air device or hammer, to continuous high
frequencies produced, for example, by out-of-balance
electric motors mounted on a hopper frame.

Use of force feeders

The flow of powders that discharge irregularly or
flood out of hoppers can be improved by fitting
vibrating baffles at the base of the conical section
within a hopper.

The outflowing stream from a hopper can be
encouraged to move towards its required location
using a slightly sloping moving belt or, in the case of
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KEY POINTS

® Microorganisms have the capacity to cause
disease and to contaminate and spoil
pharmaceutical products, but they can also be
used to produce materials such as antibiotics
and steroids for use in medicine.

® Viruses are not cellular structures but are
packages of protein and nucleic acid. They have
no independent existence and are obligate
intracellular parasites.

® Bacteria are prokaryotic cells and the main
focus of interest in pharmaceutical microbiology.
They are found everywhere in the environment
and are broadly divided into Gram-positive and
Gram-negative cells based upon their cell wall
structure.

® Fungi are eukaryotic organisms and as such
their cells resemble mammalian cells in their
general structure. They are primarily
saprophytes but a small number of species are
capable of causing disease. Many fungi are
capable of producing materials which are of use
industrially.

Introduction

Microorganisms are ubiquitous in nature and are vital
components in the cycle of life. The majority are
free-living organisms growing on dead or decaying
matter whose prime function is the turnover of
organic materials in the environment. Pharmaceutical
microbiology, however, is concerned with the rela-
tively small group of biological agents that cause
human disease, spoil prepared medicines or can be
used to produce compounds of medical interest.
In order to understand microorganisms more fully,
living organisms of similar characteristics have been
grouped together into taxonomic units. The most
fundamental division is between prokaryotic and
eukaryotic cells, which differ in a number of respects
(Table 13.1) but particularly in the arrangement of
their nuclear material. Eukaryotic cells contain
chromosomes, which are separate from the cytoplasm
and contained within a limiting nuclear membrane,
i.e. they possess a true nucleus. Prokaryotic cells do
not possess a true nucleus, and their nuclear material
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Table 13.1 Differences between prokaryotic and
eukaryotic organisms

Structure Prokaryotes Eukaryotes
Cell wall structure  Usually contains Peptidoglycan
peptidoglycan absent
Nuclear Absent Present. Possess
membrane a true nucleus
Nucleolus Absent Present
Number of 1 More than 1
chromosomes
Mitochondria Absent Present
Mesosomes Present Absent
Ribosomes 70S 80S

is free within the cytoplasm, although it may be
aggregated into discrete areas called nuclear bodies.
Prokaryotic organisms make up the lower forms of
life and include Eubacteria and Archaeobacteria.
Eukaryotic cell types embrace all the higher forms
of life, of which only the fungi will be dealt with in
this chapter.

One characteristic shared by all microorganisms
is the fact that they are small; however, it is a philo-
sophical argument whether all infectious agents can
be regarded as living. Some are little more than simple
chemical entities incapable of any free-living existence.
Viroids, for example, are small circular, single-stranded
RNA molecules not complexed with protein. One
particularly well-studied viroid has only 359 nucleo-
tides (1/10 the size of the smallest known virus) and
yet causes a disease in potatoes. Prions are small,
self-replicating proteins devoid of any nucleic acid.
The prion associated with Creutzfeldt-Jakob disease
in humans, scrapie in sheep and bovine spongiform
encephalopathy in cattle has only 250 amino acids
and is highly resistant to inactivation by normal
sterilization procedures.

Viruses are more complex than viroids or prions,
possessing both protein and nucleic acid. Despite
being among the most dangerous infectious agents
known, they are still not regarded as living. Table
13.2 shows the major groups of viruses infecting
humans.

Viruses

Viruses are obligate intracellular parasites with no
intrinsic metabolic activity, being devoid of ribosomes
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and energy-producing enzyme systems. They are thus
incapable of leading an independent existence and
cannot be cultivated on cell-free media, no matter
how nutritious. The size of human viruses ranges
from the largest poxviruses, measuring approximately
300 nm, to the picornaviruses, such as poliovirus,
which is approximately 20 nm. When one considers
that a bacterial coccus measures 1000 nm in diameter,
it can be appreciated that only the very largest virus
particles may be seen under the light microscope,
and electron microscopy is required for visualizing
the majority. It will also be apparent that few of
these viruses are large enough to be retained on the
200 nm (0.2 wm) membrane filters used to sterilize
thermolabile liquids.

Viruses consist of a core of nucleic acid (either
DNA as in vaccinia virus or RNA as in poliovirus)
surrounded by a protein shell, or capsid. Most DNA
viruses have linear, double-stranded DNA but in
the case of the parvoviruses it is single stranded.
The majority of RNA-containing viruses contain
one molecule of single-stranded RNA, although in
reoviruses it is double stranded. The protein capsid
constitutes 50% to 90% of the weight of the virus
and, as nucleic acid can only synthesize approxi-
mately 10% its own weight of protein, the capsid
must be made up of a number of identical protein
molecules. These individual protein units are called
capsomeres and are not in themselves symmetrical
but are arranged around the nucleic acid core in
characteristic symmetrical patterns. Additionally,
many of the larger viruses possess a lipoprotein
envelope surrounding the capsid arising from the
membranes within the host cell. In many instances the
membranes are virus modified to produce projections
outwards from the envelope, such as haemagglutinins
or neuraminidase as found in influenza virus. The
enveloped viruses are often called ether sensitive,
as ether and other organic solvents may dissolve the
membrane.

The arrangement of the capsomeres can be of a
number of types.

e Helical. The classic example is tobacco mosaic
virus (TMV), which resembles a hollow tube
with capsomeres arranged in a helix around the
central nucleic acid core

* Icosahedral. Such viruses often resemble
spheres on cursory examination but when
studied more closely, they are seen to be made
up of icosahedra that have 20 triangular faces,
each containing an identical number of



Fundamentals of microbiology

Table 13.2 The major groups of viruses that infect humans

Family Capsid Nucleic acid Envelope Example
Adenoviridae Icosahedral dsDNA No Human adenovirus
Arenaviridae Helical SSRNA Yes Lassa fever virus
Flaviviridae Icosahedral SSRNA Yes Yellow fever virus
Hepatitis C virus
Hepadnaviridae Icosahedral dsDNA No Hepatitis B virus
Herpesviridae Icosahedral dsDNA Yes Herpes simplex virus
Cytomegalovirus
Varicella zoster virus
Orthomyxoviridae Helical SSRNA Yes Influenza virus
Papovaviridae Icosahedral dsDNA No Papillomavirus
Paramyxoviridae Helical SSRNA Yes Respiratory syncytial virus
Measles virus
Mumps virus
Picornaviridae Icosahedral sSRNA No Rhinovirus
Poliovirus
Coxsackie virus
Poxviridae Complex dsDNA Yes Molluscum contagiosum
Vaccinia virus
Variola virus
Reoviridae Icosahedral dsRNA No Rotavirus
Colorado tick fever virus
Retroviridae Icosahedral SSRNA Yes HIV
Rhabdoviridae Helical sSRNA Yes Rabies virus
Togaviridae Icosahedral ssRNA Yes Rubella virus

asDNA, Double-stranded DNA; dsRNA, double-stranded RNA; HIV, human immunodeficiency virus; ssRNA, single-stranded RNA.

capsomeres. Examples include the poliovirus
and adenovirus.

* Complex. The poxviruses and bacterial viruses
(bacteriophages) make up a group whose
members have a geometry that is individual and
complex.

Reproduction of viruses

Because viruses have no intrinsic metabolic capability,
they require the functioning of the host cell machinery
in order to manufacture and assemble new virus
particles. It is this intimate association between the
virus and its host that makes the treatment of viral
infections so complex. Any chemotherapeutic
approach which damages the virus will almost inevi-
tably cause injury to the host cells and hence lead
to side effects. An understanding of the life cycle of

the virus is, therefore, vital in determining suitable
target sites for antiviral chemotherapy. The replication
of viruses within host cells can be broken down into
a number of stages.

Adsorption to the host cell

The first step in the infection process involves virus
adsorption onto the host cell. This usually occurs via
an interaction between protein or glycoprotein moie-
ties on the virus surface with specific receptors on
the host cell outer membrane. Different cells possess
receptors for different viruses. For example, the
human immunodeficiency virus (HIV) possesses two
proteins involved in adsorption to T lymphocytes;
these are known as gp4l and gpl20. There are
receptors on the lymphocyte surface to which HIV
will bind. The main receptor is CD4, to which the
protein gp120 attaches. Other receptors are CXCR4

203



Pharmaceutical microbiology and sterilization

and CCRS5, to which the protein gp41 binds. Both
attachments are necessary for infection and lead to
conformational changes in the HIV envelope proteins,
resulting in membrane fusion.

Penetration

Enveloped viruses fuse the viral membrane with the
host cell membrane and release the nucleocapsid
directly into the cytoplasm. Naked virions generally
penetrate the cell by phagocytosis. Bacteriophages
are viruses which specifically attack bacteria, and
they inject their DNA into the host cell, while the
rest of the virus remains on the outside.

Uncoating

In this stage the capsid is removed as a result of
attack by cellular proteases, and this releases the
nucleic acid into the cytoplasm. These first three
stages are similar for both DNA viruses and RNA
viruses.

Nucleic acid and protein synthesis
The detailed mechanisms by which DNA- and RNA-

containing viruses replicate inside the cell are outside
the scope of this chapter and the reader is referred
to the bibliography for further information. After
nucleic acid replication, early viral proteins are
produced, the function of which is to switch off host
cell metabolic activity and direct the activities of the
cell towards the synthesis of proteins necessary for
the assembly of new virus particles.

Assembly of new virions

Again, there are differences in the detail of how the
viruses are assembled within the host cell, but
construction of new virions occurs at this stage,
and up to 100 new virus particles may be produced
per cell.

Release of virus progeny

The newly formed virus particles may be liberated
from the cell as a burst, in which case the host cell
ruptures and dies. Infection with influenza virus results
in a lytic response. Alternatively, the virions may be
released gradually from the cell by budding of the
host cell plasma membrane. These are often called
‘persistent’ infections, an example being hepatitis B.
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Latent infections

In some instances, a virus may enter a cell but not
go through the replicative cycle outlined in the previ-
ous sections and the host cell may be unharmed. The
genome of the virus is conserved and may become
integrated into the host cell genome, where it may
be replicated along with the host DNA during cell
division. At some later stage the latent virus may
become reactivated and progress through a lytic phase,
causing cell damage/death and the release of new
virions. Examples of this type of infection are those
which occur with the herpes simplex viruses associated
with cold sores, genital herpes and also chickenpox,
where the dormant virus may reactivate to give
shingles later in life.

Oncogenic viruses

Oncogenic viruses have the capacity to transform
the host cell into a cancer cell. In some cases, this
may lead to relatively harmless, benign growths, such
as warts caused by papovavirus, but in other cases
more severe, malignant tumours may arise. Cellular
transformation may result from viral activation or
mutation of normal host genes, called protooncogenes,
or the insertion of viral oncogenes.

Bacteriophages

Bacteriophages (phages) are viruses that attack
bacteria but not animal cells. It is generally accepted
that the interaction between a phage and a bacterium
is highly specific, and there is probably at least one
phage for each species of bacterium. In many cases
the infection of a bacterial cell by a phage results in
lysis of the bacterium; such phages are termed viru-
lent. Some phages, however, can infect a bacterium
without causing lysis. In this case the phage DNA
becomes incorporated within the bacterial genome.
The phage DNA can then be replicated along with
the bacterial cell DNA,; this is then termed a prophage.
Bacterial cells carrying a prophage are called lysogenic,
and phages capable of inducing lysogeny are called
temperate. Occasionally some of the prophage genes
may be expressed, and this will confer on the bacterial
cell the ability to produce new proteins. The ability
to produce additional proteins as a result of prophage
DNA is termed lysogenic conversion.
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The discovery of bacteriophages in the early 20th
century is attributed to two workers, Frederick Twort
and Felix d'Herelle. In 1896 Ernest Hankin had made
an observation that the waters of the Ganges River
possessed antibacterial properties which may have
led to a reduction in cases of dysentery and cholera
in the areas surrounding the river. Twort and d'Herelle
independently came to the conclusion that this effect
must be due to a virus. Twort did not continue with
his research, but d'Herelle quickly established the
potential of bacteriophages in antibacterial therapy
10 years before the advent of antibiotics. It was the
discovery of penicillin by Alexander Fleming in 1928
that led to the demise of bacteriophage therapy, but
interest is now increasing again due to the emergence
of antibiotic-resistant strains of bacteria.

Archaea

Archaea are a fascinating group of prokaryotic
microorganisms that are frequently found living in
hostile environments. They differ in a number of
respects from Eubacteria, particularly in the composi-
tion of their cell walls. They comprise methane
producers, sulfate reducers, halophiles and extreme
thermophiles. However, at present they have not
been found to be of any value from a pharmaceutical
or clinical standpoint and so will not be considered
further.

Eubacteria

Eubacteria constitute the major group of prokaryotic
cells that have pharmaceutical and clinical significance.
They include a diverse range of microorganisms, from
the primitive parasitic rickettsias that share some of
the characteristics of viruses, through the more typical
free-living bacteria to the branching, filamentous
actinomycetes, which at first sight resemble fungi
rather than bacteria.

Atypical bacteria

Rickettsiaceae, Coxiellaceae and
Bartonellaceae

The families Rickettsiaceae, Coxiellaceae and Bartonel-
laceae include a number of clinically important genera,
Rickettsia, Coxiella and Bartonella. Although these
are prokaryotic cells, they differ from most other

bacteria both in their structure and in the fact that
the majority of species lead an obligate intracellular
existence. This means that, with a few exceptions,
they cannot be grown on cell-free media, although
unlike many viruses they do possess some independent
enzymes. They have a pleomorphic appearance,
ranging from coccoid through to rod-shaped cells;
multiplication is by binary fission. Their cell wall
composition bears similarities to that of Gram-negative
bacteria (see later in this chapter) and in general
they stain this way. The genus Rickettsia has a number
of species that give rise to human diseases, in par-
ticular epidemic typhus (Rickettsia prowazekii),
murine typhus (Ricketisia typhi) and spotted fevers
(various species). These are characterized by transmis-
sion via insect vectors, particularly mites, ticks, fleas
and lice.

The mode of transmission by these vectors varies
depending on the insect concerned. In the case of
lice and fleas, the microorganisms multiply within
the insect and get into the faeces. These insects then
colonize humans and transmit the microorganism
when the faeces or the insect itself is crushed onto
the skin. No bite is necessary, and the faeces may
also be inhaled. Mites and ticks pick up the micro-
organism when they take a blood meal from an
infected animal. They then pass on the infection to
humans when they accidentally bite us.

Coxiella burnetii is the only species in the genus
Coxiella and it gives rise to a disease called Q fever.
Although the source of the disease is infected animals,
usually no insect vector is involved, and the most
common route of transmission is by inhalation of
infected dust. Bartonella quintana is the causative
agent of trench fever, which, as the name suggests,
occurs typically under conditions of war and depriva-
tion. Each of the infections described here can be
treated with the antibiotic doxycycline, although the
duration of therapy may vary depending upon the
nature of the disease and its severity.

Chlamydiae

These are obligate intracellular parasitic bacteria that
possess some independent enzymes but lack the ability
to generate ATP. Two cellular forms are identified: a
small (0.3 um) highly infectious elementary body,
which, after infection, enlarges to give rise to the
replicative form called the initial or reticulate body
(0.8 um to 1.2 um). This divides by binary fission
within membrane-bound vesicles in the cytoplasm
of infected cells. Insect vectors are not required for
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the transmission of infection. Chlamydiae lack
peptidoglycan in their cell walls and have weak
Gram-negative characteristics.

Chlamydia trachomatis is a clinically important
member of the group, being responsible for the disease
trachoma, characterized by inflaimmation of the
eyelids, which can lead to scarring of the cornea.
This is the most common cause of infectious blindness
worldwide. It is estimated that 400 million people
are infected, with at least 6 million totally blind. The
same species is also recognized as one of the major
causes of sexually transmitted disease. Chlamydophilia
psittaci and Chlamydophilia pneumoniae are respon-
sible for respiratory tract infections. Chlamydial
infections are responsive to treatment with tetracy-
clines, administered either topically or systemically
as appropriate.

Mycoplasmas

The mycoplasmas are a group of very small (0.3 um
to 0.8 um) prokaryotic microorganisms that are
capable of growing on cell-free media but which lack
cell walls. The cells are surrounded by a double-
layered plasma membrane that contains substantial
amounts of phospholipids and sterols. This structure
has no rigidity owing to the absence of peptidoglycan,
and so the cells are susceptible to osmotic lysis. The
lack of peptidoglycan is also the reason for these
bacteria being resistant to the effects of cell-wall-
acting antibiotics such as the penicillins, and also the
enzyme lysozyme. Members of this group are called
pleomorphic, which means they can vary in shape,
and these cells range from coccoid to filamentous.
Most are facultative anaerobes capable of growth at
35°C, and on solid media produce colonies with a
characteristic ‘fried egg’ appearance. They contain a
number of genera, of which the most important from
a clinical point of view are Mycoplasma and Urea-
plasma. Mycoplasma pneumoniae is a major cause of
respiratory tract infections in children and young
adults, whereas Ureaplasma urealyticum has been
implicated in nonspecific genital infections. Despite
being resistant to the B-lactam antibiotics, these
infections can be effectively treated using either
tetracyclines or erythromycin.

Actinomycetes

Many of the macroscopic features of the actinomy-
cetes are those that are more commonly found among
the filamentous fungi but they are indeed prokaryotic
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cells. They are a diverse group of Gram-positive
bacteria morphologically distinguishable from other
bacteria because they have a tendency to produce
branching filaments and reproductive spores. Actino-
myces israelii is the most common cause of actino-
mycosis, which can manifest itself as abscesses in
the oral cavity or gastrointestinal tract. It may also
cause endocarditis. The genus Nocardia contains a
number of species that have been shown to be
pathogenic to humans, but they are of low virulence
and infect mainly immunocompromised patients.
Reproduction in this genus is by fragmentation of
the hyphal strands into individual cells, each of which
can form a new mycelium. The genus Streptomyces
contains no human pathogens, and most species are
saprophytic bacteria found in the soil. They are aerobic
microorganisms producing a nonfragmenting, branch-
ing mycelium that may bear spores. The reason for
their pharmaceutical importance is their ability to
produce a wide range of therapeutically useful
antibiotics, including streptomycin, chloramphenicol,
oxytetracycline, erythromycin and neomycin.

Typical bacteria

Shape, size and aggregation

Bacteria occur in a variety of shapes and sizes,
determined not only by the nature of the organisms
themselves but also by the way in which they are
grown (Fig. 13.1). In general, bacterial dimensions
lie in the range from 0.75 um to 5 um. The most
common shapes are the sphere (coccus) and the rod
(bacillus).

Some bacteria grow in the form of rods with a
distinct curvature, e.g. vibrios are rod-shaped cells
with a single curve resembling a comma, whereas a
spirillum possesses a partial rigid spiral; spirochaetes
are longer and thinner, exhibit a number of turns
and are also more flexible. Rod-shaped cells occasion-
ally grow in the form of chains but this is dependent
on growth conditions rather than being a characteristic
of the species.

Cocci, however, show considerable variation in
aggregation, which is characteristic of the species.
The plane of cell division and the strength of adhesion
of the cells determine the extent to which they
aggregate after division. Cocci growing in pairs are
called diplococci, those growing in groups of four are
called tetrads and those growing in groups of eight
are called sarcina. If a chain of cells is produced
resembling a string of beads this is termed a
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Approximate
dimensions

Genus (um)

Staphylococcus

Irregular clusters of
spherical cells. Resemble
bunch of grapes.
Nonmotile

0.5-1.5

Streptococcus
Spherical or ovoid
cells occurring in
pairs or in chains.
Nonmotile

<2.0

Neisseria
Small Gram-negative fos)

cocci. Oceur in pairs @
with adjacent sides @®
flattened. Nonmotile

0.6-1.0

Lactobacillus

Shape variable between
long and slender to
short coccobacillus.
Nonmotile, chain
formation common

0.5-0.8
x2-9

Escherichia

Short rods, motile
by peritrichous
flagella

1.1-1.5
x 2—6

Bacillus

Large endospore-
forming rods. Motile
by lateral flagella (not
shown). Gram positive
Vibrio

Short curved or
straight rods. Some-
times ‘S’ shaped.
Motile by single polar
flagella

0.3-2.2
x1.2-7.0

Spirochaeta

Thin, flexible,
helically coiled cells.
Motile, possess axial
fibrils (not shown)

YW
N Q2

Spirillum

Long, slender cells in
rigid spirals. Number

of turns differs. Motile
bipolar flagellation

0.2-1.7
x 0.5-60

Streptomyces
Slender, nonseptate
branching filaments.
Form reproductive
spores. Nonmotile

0.5-2.0
(diameter)

Fig. 13.1 e Morphology of different bacterial genera.

streptococcus and demonstrates division in one plane
only and adhesion between cells after division. An
irregular cluster similar in appearance to a bunch of
grapes is called a staphylococcus and shows division
in a number of different directions, as well as adhesion
between cells after division. In many cases the
aggregation of cells is sufficiently characteristic to
give rise to the name of the bacterial genus, e.g.
Staphylococcus aureus or Streptococcus pneumoniae.

Glycogen Nuclear — Lipid
granule — material Mesosome granule
Cell wall Capsule
o <]o o ©
° o
[e]
[e]
o
| / Eir
Ribosomes X»;({«f
Volutin granule Pili
Cytoplasmic — )
membrane Sex pilus Flagellum

Fig. 13.2 ¢ A typical bacterial cell.

Anatomy

Fig. 13.2 shows a diagrammatic representation of a
typical bacterial cell. The various components are
described in the following section.

Capsule

Many bacteria produce extracellular polysaccharides,
which may take the form of either a discrete capsule,
firmly adhered to the cell, or a more diffuse layer
of slime. Not all bacteria produce a capsule, and even
those that can will only do so under certain circum-
stances. For instance, many encapsulated pathogens,
when first isolated, give rise to colonies on agar which
are smooth (S) but subculturing leads to the formation
of rough colonies (R). This S to R transition is due
to loss of capsule production. Reinoculation of the
R cells into an animal results in the resumption of
capsule formation, indicating that the capacity has
not been lost and that the cell can determine when
production is required.

The function of the capsule is generally regarded
as protective, as encapsulated cells are more resistant
to disinfectants, desiccation and phagocytic attack.
In some organisms, however, it serves as an adhesive
mechanism; for example, Streptococcus mutans is an
inhabitant of the mouth that metabolizes sucrose to
produce a polysaccharide capsule enabling the cell
to adhere firmly to the teeth. This is the initial step
in the formation of dental plaque, which is a complex
array of microorganisms and organic matrix that
adheres to the teeth and ultimately leads to decay.
The substitution of sucrose by glucose prevents
capsule formation and hence eliminates plaque.
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A similar picture emerges with Staphylococcus
epidermidis. This bacterium forms part of the normal
microflora of the skin and was originally thought of
as nonpathogenic. With the increased use of indwelling
medical devices, coagulase-negative staphylococci, in
particular S. epidermidis, have emerged as the major
cause of device-related infections. The normal
microbial flora has developed the ability to produce
extracellular polysaccharide, which enables the cells
to form resistant biofilms attached to the devices.
These biofilms are very difficult to eradicate and
have profound resistance to antibiotics and disinfect-
ants. It is now apparent that the dominant mode of
growth for aquatic bacteria is not planktonic (free
swimming) but sessile, i.e. attached to surfaces and
covered with protective extracellular polysaccharide
or glycocalyx.

Cell wall

Bacteria can be divided into two broad groups by
the use of the Gram-staining procedure (see later in
this chapter for details), which reflects differences
in cell wall structure. The classification is based on
the ability of the cells to retain the dye methyl violet
after they have been washed with a decolourizing
agent such as absolute alcohol. Gram-positive cells
retain the stain, whereas Gram-negative cells do not.
As a very rough guide, the majority of small rod-
shaped cells are Gram negative. Most large rods,
such as the Bacillaceae, lactobacilli and actinomycetes,
are Gram positive. Similarly, most cocci are Gram
positive, although there are notable exceptions, such
as the Neisseriaceae.

Bacteria are unique in that they possess peptido-
glycan in their cell walls. This is a complex molecule
with repeating units of N-acetylmuramic acid and
N-acetylglucosamine (Fig. 13.3). This extremely long
molecule is wound around the cell and cross-linked
by polypeptide bridges to form a structure of great
rigidity. The degree and nature of cross-linking vary
between bacterial species. Cross-linking imparts to
the cell its characteristic shape and has principally a
protective function. Peptidoglycan (also called murein
or mucopeptide) is the site of action of a number
of antibiotics, such as penicillin, bacitracin, vanco-
mycin and cycloserine. The enzyme lysozyme is also
capable of hydrolysing the B-1-4 linkages between
N-acetylmuramic acid and N-acetylglucosamine.

Fig. 13.4 shows simplified diagrams of a Gram-
positive and a Gram-negative cell wall. The
Gram-positive cell wall is much simpler in layout,
containing peptidoglycan interspersed with teichoic
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Fig. 13.3 ¢ Peptidoglycan.
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acid polymers. These latter compounds are highly
antigenic but do not provide structural support.
Functions attributed to teichoic acids include the
regulation of enzyme activity in cell wall synthesis,
sequestration of essential cations, cellular adhesion
and mediation of the inflammatory response in disease.
In general, proteins are not found in Gram-positive
cell walls. Gram-negative cell walls are more complex,
comprising a much thinner layer of peptidoglycan
surrounded by an outer bilayered membrane. This
outer membrane acts as a diffusional barrier and is
the main reason why many Gram-negative cells are
much less susceptible to antimicrobial agents than
are Gram-positive cells.

The lipopolysaccharide component of the outer
membrane can be shed from the wall on cell death.
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It is a highly heat-resistant molecule known as
endotoxin, which has a number of toxic effects on
the human body, including fever, shock and even
death. For this reason, it is important that solutions
for injection or infusion are not just sterile but are
also free from endotoxins.

Cytoplasmic membrane

The cytoplasmic membranes of most bacteria are

very similar and are composed of protein, lipids,

phospholipids and a small amount of carbohydrate.

The components are arranged in a bilayer structure

with a hydrophobic interior and a hydrophilic

exterior. The cytoplasmic membrane has a variety

of functions:

It serves as an osmotic barrier.

* It is selectively permeable and is the site of
carrier-mediated transport.

* It is the site of ATP generation and cytochrome
activity.

* It is the site of cell wall synthesis.

* It provides a site for chromosome attachment.

The cytoplasmic membrane has very little tensile
strength, and the internal hydrostatic pressure of up
to 20 bar forces it firmly against the inside of the
cell wall. Treatment of bacterial cells with lysozyme
may remove the cell wall and, as long as the conditions
are isotonic, the resulting cell will survive. These
cells are called protoplasts and, as the cytoplasmic
membrane is now the limiting structure, the cell
assumes a spherical shape. Protoplasts of Gram-
negative bacteria are difficult to obtain because the
layer of lipopolysaccharide protects the peptidoglycan
from attack. In these cases, mixtures of EDTA and
lysozyme are used, and the resulting cells, which still
retain fragments of the cell envelope, are termed
spheroplasts.

Nuclear material

The genetic information necessary for the functioning
of the cell is contained within a single circular
molecule of double-stranded DNA. When unfolded,
this would be approximately 1000 times as long as
the cell itself and so exists within the cytoplasm in
a considerably compacted state. It is condensed into
discrete areas called chromatin bodies that are not
surrounded by a nuclear membrane. Rapidly dividing
cells may contain more than one area of nuclear
material but these are copies of the same chromosome,
not different chromosomes, and arise because DNA
replication proceeds ahead of cell division.

In addition to the main chromosome, cells may
contain extra pieces of circular double-stranded DNA
which are called plasmids. These can encode a variety
of products which are not necessary for the normal
functioning of the cell but confer some sort of selec-
tive advantage. For example, the plasmids may contain
genes conferring antibiotic resistance or the ability
to synthesize toxins or virulence factors. Plasmids
replicate autonomously (i.e. independent of the main
chromosome) and in some cases are able to be
transferred from one cell to another (maybe of a
different species).

Mesosomes

These are irregular invaginations, or infoldings, of
the cytoplasmic membrane which are quite prominent
in Gram-positive bacteria but less so in Gram-negative
bacteria. It has been proposed that they have a variety
of functions, including cross-wall synthesis during
cell division and furnishing an attachment site for
nuclear material, facilitating the separation of segregat-
ing chromosomes during cell division. They have also
been implicated in enzyme secretions and may act
as a site for cell respiration. However, it has also
been suggested that they are simply artefacts which
arise as a result of preparing samples for electron
microscopy.

Ribosomes

The cytoplasm of bacteria is densely populated with
ribosomes, which are complexes of RNA and protein
in discrete particles 20 nm in diameter. They are the
sites of protein synthesis within the cell, and the
numbers present reflect the degree of metabolic
activity of the cell. They are frequently found organ-
ized in clusters called polyribosomes or polysomes.
Prokaryotic ribosomes have a sedimentation coefficient
of 70 svedberg units (1 S =1 x 1073 s), compared
with 80 S for ribosomes of eukaryotic cells. This
distinction aids the selective toxicity of a number of
antibiotics. The 70S ribosome is made up of RNA
and protein, and can dissociate into one 30S subunit
and one 50S subunit.

Inclusion granules

Certain bacteria tend to accumulate reserves of
materials after active growth has ceased, and these
become incorporated within the cytoplasm in the
form of granules. The most common are glycogen
granules, volutin granules (containing polymetaphos-
phate) and lipid granules (containing poly(B-
hydroxybutyric acid)). Other granules, such as sulphur
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and iron, may also be found in the more primitive
bacteria.

Flagella

A flagellum is made up of protein called flagellin and
it operates by forming a rigid helix that turns rapidly
like a propeller. This can propel a motile cell a distance
up to 200 times its own length in 1 second. Under
the microscope, bacteria can be seen to exhibit two
kinds of motion: swimming and tumbling. When
tumbling, the cell stays in one position and spins on
its own axis, but when swimming, it moves in a straight
line. Movement towards or away from a chemical
stimulus is referred to as chemotaxis. The flagellum
arises from the cytoplasmic membrane and is composed
of a basal body, hook and filament. The number and
arrangement of flagella depend on the organism and
vary from a single flagellum (monotrichous) to a
complete covering (peritrichous).

Pili and fimbriae

These terms are often used interchangeably but in
reality these structures are functionally distinct from
each other. Fimbriae are smaller than flagella and are
not involved in motility. They are found all over the
surface of certain bacteria (mainly Gram-negative
cells) and are believed to be associated with adhesive-
ness and pathogenicity. They are also antigenic. Pili
(of which there are different types) are larger and
of a different structure to fimbriae and can be involved
in the transfer of genetic information from one cell
to another. This is of major importance in the transfer
of drug resistance between cell populations. Other
types of pili have been shown to be involved in a
form of movement known as twitching. Pseudomonas
aeruginosa, for example, exhibits three types of
motility; swimming, swarming and twitching. Swim-
ming and swarming are interlinked and are brought
about by the use of flagella. Swimming is a charac-
teristic of individual cells, whereas swarming is a
coordinated migration of groups of cells. Twitching
occurs on solid substrates when the cells are attaching
to a surface during biofilm formation. It results from
the repeated extension and retraction of type IV pili
allowing the cells to translocate across the surface
and thus form discrete microcolonies.

Endospores

Under conditions of specific nutrient deprivation,
some genera of bacteria, in particular Bacillus and
Clostridium, undergo a differentiation process at the
end of logarithmic growth and change from an actively
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metabolizing vegetative form to a resting spore form.
The process of sporulation is not a reproductive
mechanism, as found in certain actinomycetes and
filamentous fungi, but serves to enable the organism
to survive periods of hardship. A single vegetative
cell differentiates into a single spore. Subsequent
encounter with favourable conditions results in
germination of the spore and the resumption of
vegetative activities.

Endospores are very much more resistant to heat,
disinfectants, desiccation and radiation than are
vegetative cells, making them difficult to eradicate
from foods and pharmaceutical products. Heating at
80°C for 10 minutes would kill most vegetative
bacteria, whereas some spores will resist boiling for
several hours. The sterilization procedures now
routinely used for pharmaceutical products are thus
designed specifically with reference to the destruction
of the bacterial spore.

The mechanism of this extreme heat resistance
was a perplexing issue for many years. At one time
it was thought to be due to the presence of a unique
spore component, dipicolinic acid (DPA). This
compound is found only in bacterial spores, where
it is associated in a complex with calcium ions. The
isolation of heat-resistant DPA-less mutants, however,
led to the demise of this theory. Spores do not have
a water content appreciably different from that of
vegetative cells, but the distribution within the dif-
ferent compartments is unequal, and this is thought
to generate the heat resistance. The central core of
the spore houses the genetic information necessary
for growth after germination, and this becomes
dehydrated by expansion of the cortex against the
rigid outer protein coats. Water is thus squeezed out
of the central core. Osmotic pressure differences
also help to maintain this water imbalance. Endospores
are also highly unusual because of their ability to
remain dormant and ametabolic for prolonged periods
of time. Bacterial spores have been isolated from
lake sediments where they were deposited 1000 years
previously, and there have even been claims of spores
revived from geological specimens up to 40 million
years old.

The sequence of events involved in sporulation is
illustrated in Fig. 13.5. It is a continuous process,
although for convenience it may be divided into six
stages. The complete process takes approximately 8
hours, although this may vary depending on the species
and the conditions used. Occurring simultaneously
with the morphological changes are a number of
biochemical events that have been shown to be
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associated with specific stages and occur in an exact
sequence. One important biochemical event is the
production of antibiotics. Peptides possessing anti-
microbial activity have been isolated from the majority
of Bacillus species and many of these have found
pharmaceutical applications. Examples of antibiotics
include bacitracin, polymyxin and gramicidin. Simi-
larly, the proteases produced by Bacillus species during
sporulation are used extensively in a wide variety of
industries.

Microscopy and staining
of bacteria

Bacterial cells contain approximately 80% water by
weight and this accounts for their very low refractility,
i.e. they are transparent when viewed under ordinary
transmitted light. Consequently, in order to visualize
bacteria under the microscope, the cells must be
killed and stained with some compound that scat-
ters the light or, if live preparations are required,
special adaptations must be made to the microscope.
Such adaptations are found in phase-contrast,
dark-ground and differential-interference contrast
microscopy.

The microscopic examination of fixed and stained
preparations is a routine procedure in most labora-
tories, but it must be appreciated that not only are

the cells dead but they may also have been altered
morphologically by the often quite drastic staining
process. The majority of stains used routinely are
basic dyes, i.e. the chromophore has a positive charge
and this readily combines with the abundant negative
charges present both in the cytoplasm in the form
of nucleic acids and on the cell surface. These dyes
remain firmly adhered even after the cells have been
washed with water. This type of staining is called
simple staining, and all bacteria and other biological
material are stained the same colour. Differential
staining is a much more useful process as different
organisms or even different parts of the same cell
can be stained distinctive colours.

To prepare a film ready for staining, the glass
microscope slide must be carefully cleaned to remove
all traces of grease and dust. If the culture of bacteria
is in liquid form, then a loopful of suspension is
transferred directly to the slide. Bacteria from solid
surfaces require suspension with a small drop of water
on the slide to give a faintly turbid film. A common
fault with inexperienced workers is to make the film
too thick. The films must then be allowed to dry in
air. When thoroughly dry, the film is fixed by passing
the back of the slide through a small Bunsen flame
until the area is just too hot to touch on the palm
of the hand. The bacteria are killed by this procedure
and are also stuck onto the slide. Fixing also makes
the bacteria more permeable to the stain and inhibits
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lysis. Chemical fixation is commonly carried out using
formalin or methyl alcohol; this causes less damage
to the specimen but tends to be used principally for
blood films and tissue sections.

Differential stains

A large number of differential stains have been
developed, and the reader is referred to the bibliog-
raphy for more details. Only a few of those available
will be discussed here.

Gram stain. By far the most important in terms
of use and application is the Gram stain, developed
by Christian Gram in 1884 and subsequently modi-
fied. The fixed film of bacteria is flooded initially
with a solution of methyl violet. This is followed by
a solution of Gram’s iodine, which is an iodine—
potassium iodide complex acting as a mordant, fixing
the dye firmly in certain bacteria and allowing easy
removal in others. Decolourization is achieved with
either alcohol or acetone or mixtures of the two.
After treatment, some bacteria retain the stain and
appear dark purple and these are called Gram positive.
Others do not retain the stain and appear colourless
(Gram negative). The colourless cells may be stained
with a counterstain of contrasting colour, such as
0.5% safranin, which is red.

This method, although extremely useful, must be
used with caution as the Gram reaction may vary
with the age of the cells and the technique of the
operator. For this reason, known Gram-positive and
Gram-negative controls should be stained alongside
the specimen of interest.

Ziehl-Neelsen acid-fast stain. The bacterium
responsible for the disease tuberculosis (Mycobac-
terium tuberculosis) contains within its cell wall a high
proportion of lipids, fatty acids and alcohols, which
render it resistant to normal staining procedures.
The inclusion of phenol in the dye solution, together
with the application of heat, enables the dye (basic
fuchsin) to penetrate the cell and, once attached, to
resist vigorous decolourization by strong acids, e.g.
20% sulphuric acid. These organisms are therefore
called acid fast. Any unstained material can be coun-
terstained with a contrasting colour, e.g. methylene

blue.

Fluorescence microscopy

Certain materials when irradiated by short-wave
radiation (e.g. UV light) become excited and emit
visible light of a longer wavelength. This phenomenon
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is termed fluorescence and will persist only for as
long as the material is irradiated. A number of dyes
have been shown to fluoresce and are useful in that
they tend to be specific to various tissues, which can
then be demonstrated by UV irradiation and subse-
quent fluorescence of the attached fluorochrome.
Coupling antibodies to the fluorochromes can enhance
specificity, and this technique has found wide
application in microbiology. As with the staining
procedures described earlier, this technique can only
be applied to dead cells. The three following tech-
niques have been developed for the examination of
living organisms.

Dark-ground microscopy

The usual function of the microscope condenser is
to concentrate as much light as possible through the
specimen and into the objective lens. The dark-ground
condenser performs the opposite task, producing a
hollow cone of light that comes to a focus on the
specimen. The rays of light in the cone are at an
oblique angle, such that after passing across the
specimen, they continue without meeting the front
lens of the objective, resulting in a dark background.
Any objects present at the point of focus scatter the
light, which then enters the objective and shows up
as a bright image against the dark background.

Specimen preparation is critical, as very dilute
bacterial suspensions are required, preferably with
all the objects in the same plane of focus. Air bubbles
must be absent from both the film and the immersion
oil, if used. Dust and grease also scatter light and
destroy the uniformly black background required for
this technique. With this technique it is not possible
to see any real detail but it is useful to study
motility.

Phase-contrast microscopy

This technique allows us to see transparent objects
well contrasted from the background in clear detail
and is the most widely used image-enhancement
method in microbiology. In essence, an annulus of
light is produced by the condenser of the microscope
and focused on the back focal plane of the objective,
where a phase plate, comprising a glass disc containing
an annular depression, is situated. The direct rays of
the light source annulus pass through the annular
groove and any diffracted rays pass through the
remainder of the disc. Passage of the diffracted light
through this thicker glass layer results in retardation
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of the light. This alters its phase relationship to the
direct rays and increases contrast.

Differential-interference
contrast microscopy

This method uses polarized light and has other
applications outside the scope of this chapter, such
as detecting surface irregularities in opaque specimens.
It offers some advantages over phase-contrast
microscopy, notably the elimination of haloes around
the object edges, and enables extremely detailed
observation of specimens. It does, however, tend to
be more difficult to set up.

Electron microscopy

The highest magnification available using a light
microscope is approximately x1500. This limitation
is imposed not by the design of the microscope itself,
as much higher magnifications are possible, but by
the wavelength of light. An object can only be seen
if it causes a ray of light to deflect. If a particle is
very small, then no deflection is produced and the
object is not seen. Visible light has a wavelength
between 0.3 um and 0.8 um, and objects less than
0.3 um will not be clearly resolved, i.e. even if the
magnification were increased no more detail would
be seen. In order to increase the resolution it is
necessary to use light of a shorter wavelength, such
as UV light. This has been done and resulted in some
useful applications but generally, for the purposes of
increased definition, electrons are used and they can
be thought of as behaving like very short wavelength
light. Transmission electron microscopy requires the
preparation of ultrathin (50 nm to 60 nm) sections
of material mounted on grids for support. Because
of the severe conditions applied to the specimen
during preparation, and the likelihood of artefacts,
care must be taken in the interpretation of information
from electron micrographs.

Growth and reproduction
of bacteria

The growth and multiplication of bacteria can be
examined in terms of individual cells or populations
of cells. During the cell division cycle a bacterium
assimilates nutrients from the surrounding medium
and increases in size. When a predetermined size
has been reached, the DNA duplicates itself and a
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cross-wall will be produced, dividing the large cell
into two daughter cells, each containing a copy of
the parent chromosome. The daughter cells part,
and the process is known as binary fission. In a closed
environment, such as a culture in a test tube, the
rate at which cell division occurs varies according to
the conditions, and this manifests itself in charac-
teristic changes in the population concentration. When
fresh medium is inoculated with a small number of
bacterial cells, the number remains static for a short
time while the cells undergo a period of metabolic
adjustment. This period is called the lag phase (Fig.
13.6) and its length depends on the degree of readjust-
ment necessary. Once the cells have adapted to the
environment, they begin to divide in the manner
described previously, and this division occurs at regular
intervals. The numbers of bacteria during this period
increase in an exponential fashion (i.e. 2, 4, 8, 16,
32, 64, 128, etc.), and this is therefore termed the
exponential or logarithmic phase. When cell numbers
are plotted on a log scale against time, a straight line
results for this phase.

During exponential growth (see Fig. 13.6) the
medium undergoes continuous change, as nutrients
are consumed and metabolic waste products excreted.
The fact that the cells continue to divide exponentially
during this period is a tribute to their physiological
adaptability. Eventually, the medium becomes so
changed, due to either substrate exhaustion or exces-
sive concentrations of toxic products, that it is unable
to support further growth. At this stage cell division
slows and eventually stops, leading to the stationary
phase. During this period some cells lyse and die,
whereas others sporadically divide, but the cell
numbers remain more or less constant. Gradually all
the cells lyse and the culture enters the phase of
decline.
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It should be appreciated that this sequence of
events is not a characteristic of the cell but a conse-
quence of the interaction of the organisms with the
nutrients in a closed environment. It does not neces-
sarily reflect the way in which the organism would
behave in vivo.

Genetic exchange

In addition to mutations, bacteria can alter their
genetic make-up by transferring information from
one cell to another, either as fragments of DNA or
in the form of small extrachromosomal elements
(plasmids). Transfer can be achieved in three ways:
by transformation, transduction or conjugation.

Transformation. When bacteria die, they lyse and
release cell fragments, including DNA, into the
environment. Several bacterial genera (e.g. Bacillus,
Haemophilus, Streptococcus) are able to take up these
DNA fragments and incorporate them into their own
chromosome, thereby inheriting the characteristics
carried on that fragment. Cells able to participate in
transformation are called competent. The develop-
ment of competence has been shown in some cases
to occur synchronously in a culture under the action
of specific inducing proteins.

Transduction. Some bacteriophages can infect a
bacterial cell and incorporate their nucleic acid into
the host cell chromosome, with the result that the
viral genes are replicated along with the bacterial
DNA. In many instances this is a dormant lysogenic
state for the phage but sometimes it is triggered into
action and lysis of the cell occurs with liberation of
phage particles. These new phage particles may have
bacterial DNA incorporated into the viral genome,
and this will infect any new host cell. On entering
a new lysogenic state, the new host cell will replicate
the viral nucleic acid in addition to that portion
received from the previous host. Bacteria in which
this has been shown to occur include members of
the genera Mycobacterium, Salmonella, Shigella and
Staphylococcus.

Conjugation. Gram-negative bacteria such as
Salmonella species, Shigella species and Escherichia
coli have been shown to transfer genetic material
conferring antibiotic resistance by cellular contact.
This process is called conjugation and is controlled
by an R-factor plasmid, which is a small circular strand
of duplex DNA replicating independently from the
bacterial chromosome. R factor comprises a region
containing resistance transfer genes that control the
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formation of sex pili, together with a variety of genes
that code for the resistance to drugs. Conjugation is
initiated when the resistance transfer genes stimulate
the production of a sex pilus and random motion
brings about contact with a recipient cell. One strand
of the replicating R factor is nicked and passes through
the sex pilus into the recipient cell. On receipt of
this single strand of plasmid DNA, the complementary
strand is produced and the free ends are joined. For
a short time afterwards this cell has the ability to
form a sex pilus itself and so transfer the R factor
further.

This is by no means an exhaustive discussion of
genetic exchange in bacteria, and the reader is referred
to the bibliography for further information.

Bacterial nutrition

Bacteria require certain elements in fairly large quanti-
ties for growth and metabolism, including carbon,
hydrogen, oxygen and nitrogen. Sulphur and phos-
phorus are also required but not in such large amounts.
Only low concentrations of iron, calcium, potassium,
sodium, magnesium and manganese are needed. Some
elements, such as cobalt, zinc and copper, are required
only in trace amounts, and an actual requirement
may be difficult to demonstrate.

The metabolic capabilities of bacteria differ
considerably, and this is reflected in the form in which
nutrients may be assimilated. Bacteria can be classified
according to their requirements for carbon and energy.

Lithotrophs (synonym: autotrophs). These utilize
carbon dioxide as their main source of carbon. Energy
is derived from different sources within this group:

* chemolithotrophs (chemosynthetic autotrophs)
obtain their energy from the oxidation of
inorganic compounds; and

* photolithotrophs (photosynthetic autotrophs)
obtain their energy from sunlight.

Organotrophs (synonym: heterotrophs). Organo-
trophs utilize organic carbon sources and can similarly
be divided into:

* chemoorganotrophs, which obtain their energy
from oxidation or fermentation of organic
compounds; and

* photoorganotrophs, which utilize light energy.

Oxygen requirements

As mentioned already, all bacteria require elemental
oxygen in order to build up the complex materials
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necessary for growth and metabolism, but many
organisms also require free oxygen as the final electron
acceptor in the breakdown of carbon and energy
sources. These organisms are called aerobes. If the
organism will only grow in the presence of air, it is
called a strict aerobe, but most organisms can either
grow in its presence or its absence and are called
facultative anaerobes. A strict anaerobe cannot grow
and may even be killed in the presence of oxygen,
because some other compound replaces oxygen as
the final electron acceptor in these organisms. A fourth
group of microaerophilic organisms has also been
recognized which grow best in only trace amounts
of free oxygen and usually prefer an increased carbon
dioxide concentration.

Influence of environmental factors on
the growth of bacteria

The rate of growth and metabolic activity of bacteria
is the sum of a multitude of enzyme reactions. It
follows that those environmental factors that influence
enzyme activity will also affect growth rate. Such
factors include temperature, pH and osmolarity.

Temperature. Bacteria can survive wide limits of
temperature but each organism will exhibit minimum,
optimum and maximum growth temperatures and
on this basis bacteria fall into three broad groups:

* Psychrophiles. These grow best below 20°C but
have a minimum growth temperature of
approximately 0°C and a maximum growth
temperature of 30°C. These organisms are
responsible for low-temperature spoilage.

* Mesophiles. These exhibit a minimum growth
temperature of 5°C to 10°C and a maximum
growth temperature of 45°C to 50°C. Within
this group, two populations can be identified:
saprophytic mesophiles, with an optimum
temperature of 20°C to 30°C, and parasitic
mesophiles, with an optimum temperature of
37°C. The vast majority of pathogenic
organisms are in this latter group.

* Thermophiles. These can grow at temperatures
up to 70°C to 90°C but have an optimum of
50°C to 55°C and a minimum of 25°C to
40°C.

Organisms kept below their minimum growth

temperature will not divide but can remain viable.

As a result, very low temperatures (-70°C) are used

to preserve cultures of organisms for many years.

Temperatures in excess of the maximum growth

temperature have a much more injurious effect, and
this is considered in more detail in Chapter 16.

PH. Most bacteria grow best at around neutral pH,
in the pH range from 6.8 to 7.6. There are, however,
exceptions, such as the acidophilic organism lactobacil-
lus, a contaminant of milk products, which grows
best at pHs between 5.4 and 6.6. Helicobacter species
have been associated with gastric ulcers and are found
in the stomach growing at pHs of 1-3. At the other
extreme, Vibrio cholera is capable of growing at pHs
between 8 and 9. Yeasts and moulds prefer acid
conditions with an optimum pH range of 4-6. The
difference in pH optima between fungi and bacteria
is used as a basis for the design of media permitting
the growth of one group of organisms at the expense
of others. Sabouraud medium, for example, has a
pH of 5.6 and is a fungal medium, whereas nutrient
broth, which is used routinely to cultivate bacteria,
has a pH of 7.4. The adverse effect of extremes of
pH has for many years been used as a means of
preserving foods against microbial attack, e.g. by
pickling in acidic vinegar.

Osmotic pressure. Bacteria tend to be more resist-
ant to extremes of osmotic pressure than other cells
owing to the presence of a very rigid cell wall. The
concentration of intracellular solutes gives rise to an
osmotic pressure equivalent to between 5 bar and
20 bar, and most bacteria will thrive in a medium
containing approximately 0.75% w/v sodium chloride.
Staphylococci have the ability to survive higher than
normal salt concentrations. This has enabled the
formulation of selective media, such as mannitol salt
agar containing 7.5% w/v sodium chloride, which
will support the growth of staphylococci but restrict
the growth of other bacteria. Halophilic organisms
can grow at much higher osmotic pressures but these
are all saprophytic and are not pathogenic to humans.
High osmotic pressures generated by either sodium
chloride or sucrose have for a long time been used
as preservatives. Syrup BP contains 66.7% w/w sucrose
and is of sufficient osmotic pressure to resist microbial
attack. This is used as a basis for many oral pharma-
ceutical preparations.

Handling and storage of
microorganisms

Because microorganisms have such a diversity of

nutritional requirements, there has arisen a bewilder-
ing array of media for the cultivation of bacteria,
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yeasts and moulds. Media are produced either as
liquids or solidified with agar. Agar is an extract of
seaweed, which at concentrations between 1% and
2% sets to form a firm gel below 45°C. Unlike gelatin,
bacteria cannot use agar as a nutrient, and so even
after growth on the medium, the gel remains firm.
Liquid media are stored routinely in test tubes or
flasks, depending on the volume, both secured with
either loose-fitting caps or plugs of sterile cotton
wool. Small amounts of solid media are stored in
Petri dishes or slopes (also known as slants), whereas
larger volumes may be incorporated in Roux bottles
or Carrell flasks.

Bacteria may only be maintained on agar in Petri
dishes for a short time (days) before the medium
dries out. For longer storage periods the surface of
an agar slope is inoculated, and after growth the
culture may be stored at 4°C for several weeks. If
even longer storage periods are required, then the
cultures may be stored at low temperatures (-70°C),
usually in the presence of a cryoprotectant such as
glycerol. Alternatively, they may be freeze-dried
(lyophilized) before being stored at 4°C. Some
vegetative cells can survive lyophilization and may
retain their viability for many years.

When a single cell is placed on the surface of an
overdried agar plate, it becomes immobilized but can
still draw nutrients from the substrate, and conse-
quently grows and divides. Eventually the numbers
of bacterial cells are high enough to become visible
and a colony is formed. Each of the cells in that
colony is a descendant from the initial single cell or
group of cells, and so the colony is assumed to be a
pure culture, with each cell having identical charac-
teristics. The formation of single colonies is one of
the primary aims of surface inoculation of solid media
and allows the isolation of pure cultures from speci-
mens containing mixed flora.

Inoculation of agar surfaces by streaking

The agar surface must be smooth. The surface should
also be without moisture as this could cause the
bacteria to become motile and the colonies to merge
together. To dry the surface of the agar, the plates
are placed in an incubator or drying cabinet for a
short time. Inoculating loops are traditionally made
of either platinum or nichrome wire twisted along
its length to form a loop 2 mm to 3 mm in diameter
at the end. Nichrome wire is cheaper than platinum
but has similar thermal properties. The wire is held
in a handle with an insulated grip, and the entire
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Fig. 13.7 * Typical streaking methods for obtaining
isolated colonies.

length of the wire is heated in a Bunsen flame to red
heat to sterilize it. The first few centimetres of the
holder are also flamed before the loop is set aside in
a rack to cool. Alternatively, disposable presterilized
plastic loops are now frequently used.

The loop is used to remove a small portion of
liquid from a bacterial suspension and this is then
drawn across the agar surface from A to B, as indicated
in Fig. 13.7. The loop is then resterilized (or replaced
if plastic) and without reinoculating is streaked over
the surface again, ensuring a small area of overlap
with the previous streak line. The procedure is
repeated as necessary. The pattern of streaking (other
examples are shown in Fig. 13.7) is dictated largely
by the concentration of the original bacterial suspen-
sion. The object of the exercise is to dilute the culture
such that, after incubation, single colonies will arise
in the later streak lines where the cells were suffi-
ciently separated. All plates are incubated in an
inverted position to prevent condensation from the
lid falling on the surface of the medium and spreading
the colonies.

Inoculation of slopes

A wire needle may be used to transfer single colonies
from agar surfaces to the surface of slopes for
maintenance purposes. The needle is similar to the
loop except that the wire is single and straight, not
terminating in a closed end. This is flamed and cooled
as before, and a portion of a single colony is picked
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off the agar surface. The needle is then drawn upwards
along the surface of the slant. Before incubation, the
screw cap of the bottle should be loosened slightly
to prevent oxygen starvation during growth. Some
slopes are prepared with a shallower slope and a
deeper butt to allow the needle to be stabbed into
the agar when testing for gas production.

Transference of liquids

Graduated pipettes and Pasteur pipettes may be used
for this purpose, the latter being short glass tubes
one end of which is drawn into a fine capillary. Both
types should be plugged with sterile cotton wool and
filled via pipette fillers of appropriate capacity. Mouth
pipetting should never be permitted. Automatic
pipettes have generally replaced glass graduated
pipettes in most areas of science for the measurement
of small volumes of liquid. Provided they are properly
maintained and calibrated, they have the advantage
of being easy to use and reliable in performance.

Release of infectious aerosols

During all of these manipulations two considerations
must be borne in mind. First, the culture must be
transferred with the minimum risk of contamination
from outside sources. To this end all pipettes, tubes,
media, etc., are sterilized and the manipulations
carried out under aseptic conditions. Second, the
safety of the operator is paramount. During operations
with microorganisms, it must be assumed that all
organisms are capable of causing disease and that any
route of infection is possible.

Most infections acquired in laboratories cannot
be traced to a specific incident but arise from the
inadvertent release of infectious aerosols. Two types
of aerosols may be produced. The first kind produces
large droplets (> 5 um), containing many organisms,
which settle locally and contaminate surfaces in the
vicinity of the operator. These may initiate infections
if personnel touch the surfaces and subsequently
transfer the organisms to the eyes, nose or mouth.
The second type of aerosol contains droplets smaller
than 5 um, which dry instantly to form droplet nuclei
that remain suspended in the air for considerable
periods. This allows them to be carried on air currents
to places far removed from the site of initiation.
These particles are so small that they are not trapped
by the usual filter mechanisms in the nasal passages
and may be inhaled, giving rise to infections of the
lungs.

The aerosols described previously may be produced
by a variety of means, such as heating wire loops,
placing hot loops into liquid cultures, splashing during
pipetting, rattling loops and pipettes inside test tubes
and opening screw-capped tubes and ampoules. All
microbiologists should have an awareness of the
dangers of aerosol production and learn the correct
techniques to minimize them.

Cultivation of anaerobes

Anaerobic microbiology is a much neglected subject
owing principally to the practical difficulties involved
in growing organisms in the absence of air. However,
with the increasing implication of anaerobes in
certain disease states and improved cultivation
systems, the number of workers in this field is
growing.

A common liquid medium for the cultivation of
anaerobes is thioglycollate medium. In addition to
sodium thioglycollate, the medium contains methylene
blue as a redox indicator, and it permits the growth
of aerobes, anaerobes and microaerophilic organ-
isms. When in test tubes, the medium may be used
after sterilization until not more than one-third of
the liquid is oxidized, as indicated by the colour of the
methylene blue indicator. Boiling and cooling of the
medium just prior to inoculation are recommended
for maximum performance. In some cases, the
presence of methylene blue poses toxicity problems,
and under these circumstances the indicator may be
removed.

Anaerobic jars have improved considerably in recent
years, making the cultivation of even strict anaerobes
now relatively simple. A common system consists of
a clear polycarbonate jar designed to be used with
disposable oxygen absorbants and CO, generators
such as the AnaeroGen® sachet. Once opened, the
sachet will rapidly absorb atmospheric oxygen from
the jar and simultaneously generate carbon dioxide.
It is important therefore to open the sachet, place
it within the jar and seal the lid of the jar within 1
minute. The oxygen level will be reduced to below
1% within 30 minutes and the final carbon dioxide
level will be between 9% and 11%. Carbon dioxide
is produced to allow the growth of many fastidious
anaerobes, which fail to grow in its absence. The
absence of oxygen can be demonstrated by the action
of a redox indicator, which in the case of methylene
blue will be colourless.
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Counting bacteria

Estimates of bacterial numbers in a suspension can
be evaluated from a number of standpoints, each
equally valid, depending on the circumstances and
the information required. In some cases, it may be
necessary to know the total amount of biomass
produced within a culture, irrespective of whether
the cells are actively metabolizing. In other instances,
only an assessment of living bacteria may be required.
Bacterial counts can be divided into total counts and
viable counts.

Total counts

These counts estimate the total number of bacteria
present within a culture, both dead and living cells.
A variety of methods are available for the determina-
tion of total counts, and the one chosen will depend
largely on the characteristics of the cells being studied,
i.e. whether they aggregate.

Microscope methods. Microscope methods employ
a haemocytometer counting chamber (Fig. 13.8),
which has a platform engraved with a grid of small
squares each 0.0025 mm? in area. The platform is

- 0.1 mm
Side view ,—LI—I_,—l

Top view
Grid dimensions
€
€
-~ T
0.2 mm 0.05 mm

Fig. 13.8 ¢ Counting chamber for microscope method
estimation of cell numbers.
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depressed 0.1 mm and a glass coverslip is placed over
the platform, enclosing a space of known dimensions.
The volume above each square is 0.00025 mm?®. For
motile bacteria the culture is fixed by adding two to
three drops of 40% formaldehyde solution per 10 mL
of culture to prevent the bacteria from moving across
the field of view. A drop of the suspension is then
applied to the platform at the edge of the coverslip.
The liquid is drawn into the space by capillary action.
It is important to ensure that liquid does not enter
a trench that surrounds the platform; the liquid must
fill the whole space between the coverslip and the
platform. This slide is examined using phase-contrast
or dark-ground microscopy and, if necessary, the
culture is diluted to give 2-10 bacteria per small
square. A minimum of 300 bacterial cells should
be counted to give statistically significant results

(Box 13.1).

Spectroscopic methods. These methods are simple
to use and very rapid but require careful calibration
if meaningful results are to be obtained. Either opacity
or light scattering may be used but both methods
may only be used for dilute, homogeneous suspensions
as at higher concentrations the cells obscure
each other in the light path and the relationship
between optical density and concentration is not
linear. Simple colorimeters and nephelometers can
be used but more accurate results are obtained using
a spectrophotometer.

Electronic methods. A variety of automated
methods are available for bacterial cell counting,
including electronic particle counting, microcalorim-
etry, changes in impedance or conductivity, and
radiometric and infrared systems for monitoring CO,
production.

| Box 13.1

Example calculation for the haemocytometer
method
Assume the mean cell count per small square is 6.

The volume above each small square = 2.5 x 10 mm?
=25x107 cm?®

As the volume above each square contains six
cells, there are

6

2Ex107 - 2.4 x107 cells per millilitre
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Other methods. 1f an organism is prone to excessive
clumping, or if a measure of biomass is needed rather
than numbers, then estimates may be made by
performing dry weight or total nitrogen determina-
tions. For dry weight determinations, a sample of
suspension is centrifuged and the pellet washed free
of culture medium by further centrifugation in water.
The pellet is collected and dried to a constant weight
in a desiccator. Total nitrogen measures the total
quantity of nitrogenous material within a cell popula-
tion. A known volume of suspension is centrifuged
and washed as before and the pellet digested using
sulphuric acid in the presence of a CuSO,-K,SO,-
selenium catalyst. This produces ammonia, which is
removed using boric acid and estimated either by
titration or colorimetrically.

Viable counts

These are counts to determine the number of bacteria
in a suspension that are capable of division. In all
these methods, the assumption is made that a colony
arises from a single cell, although clearly this is often
not the case, as cells frequently clump or grow as
aggregates, e.g. S. aureus. For this reason, viable counts
are usually expressed as colony-forming units (cfu)
per mL rather than cells per mL.

Spread plates. A known volume, usually no more
than 0.2 mL, of a suitably diluted culture is pipetted
onto an overdried agar plate and distributed evenly
over the surface using a sterile spreader made of glass
or plastic. All the liquid must be allowed to soak in
before the plates are inverted. A series of 10-fold
dilutions should be made in a suitable sterile diluent
and replicates plated out at each dilution in order to
ensure that countable numbers of colonies (30-300)
are obtained per plate.

The viable count is calculated from the average
colony count per plate, knowing the dilution and the
volume pipetted onto the agar (Box 13.2).

Pour plates. A series of dilutions of original culture
are prepared as before, ensuring that at least one is
in the range of 30-300 organisms/mL. One-millilitre
quantities are placed into empty sterile Petri dishes.
Molten agar, cooled to 45°C, is poured onto the
suspension and mixed by gentle swirling. After setting
of the agar, the plates are inverted and incubated.
Because the colonies are embedded within the agar,
they do not exhibit the characteristic morphology
seen with surface colonies. In general, they assume
a lens shape and are usually smaller. Because the
oxygen tension below the surface is reduced, this

| Box 132

Example calculation of a serial
dilution scheme

Stock bacterial suspension, 1 mL added to 99 mL of

sterile diluent — call dilution A. At this point the stock

suspension has therefore been diluted by a factor of

100 (109).

1 mL of dilution A added to 99 mL of sterile diluent —
call dilution B (dilution B has been diluted by a
factor of 10%).

1 mL of dilution B added to 9 mL of sterile diluent —
call dilution C (dilution C has been diluted by a
factor of 10°).

1 mL of dilution C added to 9 mL of sterile diluent —
call dilution D (dilution D has been diluted by a
factor of 10°).

1 mL of dilution D added to 9 mL of sterile diluent —
call dilution E (dilution E has been diluted by a
factor of 107).

0.2 mL of each dilution plated in triplicate.

The mean colony counts for each dilution after
incubation at 37 °C are as follows:

Dilution A Too many to count
Dilution B Too many to count
Dilution C 400 colonies
Dilution D 45 colonies
Dilution E 5 colonies

The result for dilution C is unreliable, as the count
is too high. If the colony count exceeds 300, errors
arise because the colonies become very small and
some may be missed. This is why the colony count for
dilution C does not exactly correspond to 10 times
that found for dilution D. Similarly, the count for
dilution E is unreliable because at counts below
approximately 30 small variations introduce high
percentage errors.

The result from dilution D is therefore taken for the
calculation, as the colony count lies between 30 and
300.

45 colonies in 0.2 mL, therefore

45 x 5 colonies per millilitre

=225 cfu mL™" in dilution D.

This was diluted by a factor of 10° (100 x 100 x 10

x 10) and so the count in the stock suspension was
225 x 10° = 2.25 x 10% cfu mL™".

method is not suitable for strict aerobes. Calculations
are similar to that given in the previous paragraph,
except that no correction is necessary for the volume
placed on the plate.

Membrane filiration. This method is particularly
useful when the level of contamination is very low,

219



Pharmaceutical microbiology and sterilization

such as in water supplies. A known volume of sample
is passed through a membrane filter, typically made
of cellulose acetate/nitrate, of sufficient pore size to
retain bacteria (0.2 um to 0.45 um). The filtrate
is discarded and the membrane placed bacteria
uppermost on the surface of an overdried agar
plate, avoiding trapped air between the membrane
and the surface. On incubation, the bacteria draw
nutrients through the membrane and form countable
colonies.

ATP determination. There are sometimes instances
when viable counts are required for clumped cultures
or for bacteria adhered to surfaces, e.g. in biofilms.
Conventional plate count techniques are not appropri-
ate here, and ATP determinations can be used. The
method assumes that viable bacteria contain a rela-
tively constant level of ATP but that this falls to zero
when the cells die. ATP is extracted from the cells
using a strong acid such as trichloroacetic acid, and
the extract is then neutralized by dilution with buffer.
The ATP assay is based on the quantitative measure-
ment of a stable level of light produced as a
result of an enzyme reaction catalysed by firefly
luciferase.

luciferase

ATP + luciferin + O, —=*— oxyluciferin + AMP
+ PP, + CO, + light
(13.1)

where PP; is pyrophosphate.

The amount of ATP is calculated by reference to
light output from known ATP concentrations and
the number of bacterial cells is calculated by reference
to a previously constructed calibration plot.

Isolation of pure bacterial cultures

Mixed bacterial cultures from pathological specimens
or other biological materials are isolated first on solid
media to give single colonies. The resultant pure
cultures can then be subjected to identification
procedures. The techniques used for isolation depend
on the proportion of the species of interest compared
to the background contamination. Direct inoculation
can only be used when an organism is found as a
pure culture in nature. Examples include bacterial
infections of normally sterile fluids such as blood or
cerebrospinal fluid.

Streaking is the most common method employed.
If the proportions of bacteria in the mixed culture
are roughly equal, then streaking on an ordinary
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nutrient medium should yield single colonies of all
microbial types. More usually, the organism of interest
is present only as a very small fraction of the total
microbial population, necessitating the use of selective
media.

A selective enrichment broth is initially inoculated
with the mixed population of cells and this inhibits
the growth of the majority of the background popula-
tion. At the same time the growth of the organism
of interest is encouraged. After incubation in this
medium, the cultures are streaked out onto solid
selective media, which frequently contain indicators
to further differentiate species on the basis of fer-
mentation of specific sugars.

Classification and identification

Taxonomy is the ordering of living organisms into
groups on the basis of their similarities. In this way
we can construct a hierarchy of interrelationships
such that species with similar characteristics are
grouped within the same genus, genera which have
similarities are grouped within the same family,
families grouped into orders, orders into classes and
classes into divisions. The classification of bacteria
does pose a problem because a species is defined as
a group of closely related organisms that reproduce
sexually to produce fertile offspring. Of course,
bacteria do not reproduce sexually, and so a bacterial
species is simply defined as a population of cells with
similar characteristics.

Nomenclature

The total number of different bacterial species on
the planet can only be speculated and probably runs
into tens of millions; however, the number of known,
named species is just over 6000. It is therefore
extremely important to be sure there is no confusion
when describing any one particular bacterial species.
Although we are familiar with the use of trivial names
in ornithology and botany (we understand what we
mean when we describe a sparrow or a daffodil),
such an approach could have disastrous consequences
in clinical microbiology. For this reason, we use the
binomial system of nomenclature developed by
Carolus Linnaeus in the 18th century. In this system
every bacterium is given two names, the first being
the genus name and the second the species name.
By convention, the name is italicized, and the genus
name always begins with a capital letter, whereas the
species name begins in lower case.
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Identification

The organization of bacteria into groups of related
microorganisms is based on the similarity of their
chromosomal DNA. Although this provides a very
accurate indicator of genetic relatedness, it is far too
cumbersome a tool to use for the identification of
an unknown bacterium isolated from a routine sample.
In this instance, a series of rapid and simple tests is
required that probe the phenotypic characteristics
of the microorganism. The tests are conducted in a
logical series of steps, the results from each test
providing information for the next stage of the
investigation. An example of such a procedure is
given:

Morphology Microscope investigations using a wet
mount to determine cell size, shape,
formation of spores, aggregation,
motility, etc.

Staining reactions Gram stain, acid-fast stain, spore stain

Cultural reactions Appearance on solid media (colony
formation, shape, size, colour, texture,
smell, pigments, etc.), aerobic/
anaerobic growth, temperature

requirements, pH requirements

Biochemical reactions Enzymatic activities are probed to
distinguish between closely related
bacteria. This can be performed in

traditional mode or with kits

Biochemical tests

These are designed to examine the enzymatic capabili-
ties of the organism. As there are a large number of
biochemical tests that can be performed, the pre-
liminary steps help to narrow down the range to
those that will be most discriminatory. A few examples
of commonly used biochemical tests are given
hereafter. It should be noted that the methods
described here are those traditionally used in the
laboratory in order to convey the basic principles of
the tests.

Sugar fermentation is very frequently used and
examines the ability of the organism to ferment a
range of sugars. A number of tubes of peptone water
are prepared, each containing a different sugar. An
acid-base indicator is incorporated into the medium,
which also contains a Durham tube (a small inverted
tube filled with medium) capable of collecting any
gas produced during fermentation. After inoculation
and incubation, the tubes are examined for acid
production (as indicated by a change in the colour

of the indicator) and gas production (as seen
by a bubble of gas collected in the inverted Durham
tube).

Proteases are produced by a number of bacteria,
e.g. Bacillus and Pseudomonas species, and they are
responsible for the breakdown of protein into smaller
units. Gelatin is a protein that can be added to liquid
media to produce a stiff gel similar to agar. Unlike
in the case of agar, which cannot be utilized by
bacteria, those organisms producing proteases will
destroy the gel structure and liquefy the medium.
A medium made of nutrient broth solidified with
gelatin is traditionally incorporated in boiling tubes
or small bottles and inoculated by means of a stab
wire. After incubation, it is important to refrigerate
the gelatin prior to examination; otherwise false
positives may be produced. Proteases can also be
detected using milk agar, which is opaque. Protease
producers form colonies with clear haloes around
them where the enzyme has diffused into the medium
and digested the casein.

Oxidase is produced by Neisseria and Pseudomonas
and can be detected using 1% tetramethyl-p-phenylene
diamine. The enzyme catalyses the transport of
electrons between electron donors in the bacteria
and the redox dye. A positive reaction is indicated
by the deep purple colour of the reduced dye. The
test is carried out by placing the reagent directly
onto an isolated colony on an agar surface. Alterna-
tively, a filter paper strip impregnated with the dye
is moistened with water and, using a platinum loop,
a bacterial colony is spread across the surface. If the
test is positive, a purple colour will appear within
10 seconds. Note that the use of iron loops may give
false-positive reactions.

The indole test distinguishes those bacteria capable
of decomposing the amino acid tryptophan to indole.
Any indole produced can be tested for by a colori-
metric reaction with p-dimethylaminobenzaldehyde.
After incubation in peptone water, 0.5 mL Kovacs
reagent is placed on the surface of the culture, the
culture is shaken, and a positive reaction is indicated
by a red colour. Organisms giving positive indole
reactions include E. coli and Proteus vulgaris.

Catalase is responsible for the breakdown of
hydrogen peroxide into oxygen and water. The test
may be performed by addition of 1 mL of 10 vol
hydrogen peroxide directly to the surface of colonies
growing on an agar slope. A vigorous frothing of the
surface liquid indicates the presence of catalase.
Staphylococcus and Micrococcus are catalase positive,
whereas Streptococcus is catalase negative.
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Urease production enables certain bacteria to break
down urea to ammonia and carbon dioxide:

NH,-CO-NH, + H,0 —¥==¢_5 2NH, + CO,
(13.2)

This test is readily carried out by growing the bacteria
on a medium containing urea and an acid-base indica-
tor. After incubation the production of ammonia will
be shown by the alkaline reaction of the indicator.
Examples of urease-negative bacteria include E. coli
and Enterococcus faecalis.

Simmons citrate agar was developed to test for
the presence of organisms that can utilize citrate as
the sole source of carbon and energy and ammonia
as the main source of nitrogen. It is used to differenti-
ate members of the Enterobacteriaceae. The medium,
containing bromothymol blue as indicator, is surface
inoculated on slopes and citrate utilization is dem-
onstrated by an alkaline reaction and a change in the
indicator colour from a dull green to a bright blue.
E. coli, Shigella, Edwardsiella and Yersinia do not
utilize citrate, whereas Serratia, Enterobacter, Kleb-
siella and Proteus do and so give a positive result.

The methyl red test is used to distinguish organisms
that, during metabolism of glucose, produce and
maintain a high level of acidity from those that initially
produce acid but restore neutral conditions with
further metabolism. The organism is grown on glucose
phosphate medium and, after incubation, a few drops
of methyl red are added and the colour is immediately
recorded. A red colour indicates acid production
(positive), whereas a yellow colour indicates alkali
(negative).

Some organisms can convert carbohydrates to
acetyl methyl carbinol (CH;~CO-CHOH-CHs). This
may be oxidized to diacetyl (CH;~-CO-CO-CHj),
which will react with guanidine residues in the
medium under alkaline conditions to produce a colour.
This is the basis of the Voges—Proskauer test, which
is usually carried out at the same time as the methyl
red test. The organism is again grown in glucose
phosphate medium and, after incubation, 40% KOH
is added together with 5% a-naphthol in ethanol.
After mixing, a positive reaction is indicated by a
pink colour in 2-5 minutes, gradually becoming darker
red within 30 minutes. Organisms giving positive
Voges—Proskauer reactions usually give negative methyl
red reactions, as the production of acetyl methyl
carbinol is accompanied by low acid production.
Klebsiella species typically give a positive Voges—
Proskauer reaction.
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Rapid identification systems

With the increasing demand for quick and accurate
identification of bacteria, a number of micromethods
have been developed combining a variety of biochemi-
cal tests selected for their rapidity of reading and
high discrimination. The API bacterial identification
system is an example of such a micromethod and
comprises a plastic tray containing dehydrated
substrates in a number of wells. Culture is added to
the wells, dissolving the substrate and allowing the
fermentation of carbohydrates or the presence of
enzymes similar to those just described to be dem-
onstrated. In some cases, incubation times of 2 hours
are sufficient for accurate identification. Kits are
available with different reagents, permitting the
identification of Enterobacteriaceae, Streptococcaceae,
staphylococci, anaerobes, yeasts and moulds. Accurate
identification is made by reference to a table of
results.

Matrix-assisted laser desorption/ionization time
of flight (MALDI-TOF) mass spectrometry is used
increasingly. Here a bacterial sample is transferred
to a MALDI target plate and overlaid with matrix
solution. The sample is loaded into the mass spec-
trometer and a profile acquired. This profile is a
unique fingerprint of the microorganism and is
compared with the library of electronic mass spectra
held within the software database. Although the
equipment cost is high, this procedure is ideal for
those laboratories that have a high throughput of
microbial samples that require rapid processing.

The tests described so far will enable differentiation
of an unknown bacterium to species level. However,
it is apparent that not all isolates of the same species
behave in an identical manner. For example, E. coli
isolated from the intestines of a healthy person is
relatively harmless compared with the well-publicized
E. coli O157.H7, which causes intense food poisoning
and haemolytic uraemic syndrome. On occasions it
is therefore necessary to distinguish further between
isolates from the same species. This can be performed
using, among other things, serological tests and phage
typing. The use of DNA profiling has now become
a much more accessible tool for bacterial identifica-
tion, but it is beyond the scope of the current chapter
to describe this further.

Serological tests

Bacteria have antigens associated with their cell
envelopes (O antigens), with their flagella (H antigens)
and with their capsules (K antigens). When injected
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into an animal, antibodies will be produced directed
specifically towards those antigens and able to react
with them. Specific antisera are prepared by immuniz-
ing an animal with a killed or attenuated bacterial
suspension and taking blood samples. Serum contain-
ing the antibodies can then be separated. If a sample
of bacterial suspension is placed on a glass slide and
mixed with a small amount of specific antiserum,
then the bacteria will be seen to clump when exam-
ined under the microscope. The test can be made
more quantitative by using the tube dilution technique,
where a given amount of antigen is mixed with a
series of dilutions of specific antisera. The highest
dilution at which agglutination occurs is called the
agglutination titre.

Phage typing. Many bacteria are susceptible to lytic
bacteriophages whose action is very specific. Identifica-
tion may be based on the susceptibility of a culture
to a set of such type-specific lytic bacteriophages.
This method enables very detailed identification of
the organisms to be made, e.g. one serotype of
Salmonella typhi has been further subdivided into
80 phage types using this technique.

Fungi

‘Fungus’ is a general term used to describe all yeasts
and moulds, whereas a mould is a filamentous fungus
exhibiting a mycelial form of growth. The study of
fungi is called mycology. Yeasts and moulds are
eukaryotic microorganisms possessing organized
demonstrable nuclei enclosed within an outer mem-
brane, a nucleolus and chromatin strands that become
organized into chromosomes during cell division.
Fungal cell walls are composed predominantly of
polysaccharide. In most cases this is chitin mixed
with cellulose, glucan and mannan. Proteins and
glycoproteins are also present but peptidoglycan is
absent. The polysaccharide polymers are cross-linked
to provide a structure of considerable strength which
gives the cell osmotic stability. The fungal membrane
contains sterols such as ergosterol and zymosterol
not found in mammalian cells, and this provides a
useful target for antifungal antibiotics. The role of
fungi in nature is predominantly a scavenging one
and in this respect fungi are vital for the decomposi-
tion and recycling of organic materials. Of the more
than 100 000 species of known fungi, fewer than
100 are human pathogens and most of these are
facultative and not obligate parasites.

Fungal morphology

Fungi can be divided into five broad groups on the
basis of their morphology.

Yeasts

These are spherical or ovoid unicellular bodies 2 um
to 4 um in diameter which typically reproduce by
budding. In liquid cultures and on agar they behave
very much like bacteria. Examples include Saccha-
romyces cerevisiae, strains of which are used in baking
and in the production of beers and wines. Cryptococ-
cus neoformans is the only significant pathogen and
this gives rise to a respiratory tract disease called
cryptococcosis, which in most cases is relatively
mild. However, the microorganism may disseminate,
leading to multiorgan disease, including meningitis.
Cryptococcosis is of particular significance in immu-
nocompromised patients. If left untreated, 80% of
patients with disseminated cryptococcosis will die
within 1 year.

Yeast-like fungi

These organisms normally behave like typical budding
yeasts but under certain circumstances the buds do
not separate, and they become elongated. The result-
ing structure resembles a filament and is called a
pseudomycelium. It differs from a true mycelium in
that there are no interconnecting pores between the
cellular compartments comprising the hyphae.

The most important member of this group is
Candida albicans, which is usually resident in the
mouth, intestines and vagina. Under normal conditions
C. albicans does not cause problems but if the
environmental balance is disturbed, then problems
can arise. These include vaginal thrush (vaginitis) and
oral thrush. Overgrowth of C. albicans within the
gut can lead to symptoms of inexplicable fatigue and
malaise that is difficult to diagnose. Predisposing
factors may include poor diet, diabetes, alcoholism
and long-term treatment with steroids.

Dimorphic fungi

These grow as yeasts or as filaments depending on
the culture conditions. At 22°C, either in the soil or
in culture media, filamentous mycelial forms and
reproductive spores are produced, whereas at 37°C
in the body, the microorganisms assume a yeast-like
appearance. Histoplasma capsulatum is an important
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pathogen that gives rise to respiratory illness. The
infectious form is the spore that is borne on the wind
and is inhaled. It has been postulated that a single
spore can elicit an infection. On entering the body,
the spores germinate to give rise to the yeast form.
Primary infections are often mild but progressive
disseminated histoplasmosis is a very severe disease
that can affect many organs of the body.

Filamentous fungi

This group comprises those multicellular moulds that
grow in the form of long, slender filaments 2 um to
10 um in diameter called hyphae. The branching
hyphae, which constitute the vegetative or somatic
structure of the mould, intertwine and gradually
spread over the entire surface of the available sub-
strate, extracting nutrients and forming a dense mat
or mycelium. The hyphae may be nonseptate (coe-
nocytic) or septate, but in each case the nutrients
and cellular components are freely diffusible along
the length of the filament. This is facilitated by the
presence of pores within the septa.

Mushrooms and toadstools

This group is characterized by the production of large
reproductive fruiting bodies of complex structure.
They also possess elaborate propagation mechanisms.
Some of these fungi are edible and are used in cooking
but others, such as Amanita phalloides (death cap),
produce potent mycotoxins that may result in death
if eaten.

Reproduction of fungi

In the somatic portion of most fungi the nuclei are
very small and the mechanism of nuclear division is
uncertain. Under the correct environmental condi-
tions, the organisms will switch from the somatic or
vegetative growth phase to a reproductive form, so
that the fungus may propagate the species by produc-
ing new mycelia on fresh food substrates. Two types
of reproduction are found: asexual and sexual.

Asexual reproduction

Asexual reproduction is, in general, more important
for the propagation of the species. Mechanisms include
binary fission, budding, hyphal fragmentation and
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spore formation. Each progeny is an exact replica of
the parent and no species variation can occur. Some
yeasts (e.g. Schizosaccharomyces pombe) reproduce
by binary fission in the same way as bacteria. The
parent cell enlarges, its nucleus divides and, when a
cross-wall is produced across the cell, two identical
daughter cells form.

Budding occurs in the majority of yeasts and is
the production of a small outgrowth or bud from
the parent cell. As the bud increases in size, the
nucleus divides and one of the pair migrates into the
bud. The bud eventually breaks off from the parent
to form a new individual. A scar is left behind on
the parent cell, and each parent can produce up to
24 buds.

Fungi growing in a filamentous form may employ
hyphal fragmentation as a means of asexual propaga-
tion. The hyphal tips break up into component
segments (called arthroconidia or arthrospores), each
of which can disperse on the wind to other environ-
ments and fresh food substrates.

The formation of specialized spore-bearing
structures containing reproductive spores is the most
common method of asexual reproduction (Fig. 13.9).
The spores can be borne in a sporangium, supported
on a sporangiophore. A limiting membrane surrounds
the sporangium, and the spores contained within it are
called sporangiospores. The spores are released when
the sporangium ruptures. This type of reproduction
is found in the lower fungi possessing nonseptate
hyphae (e.g. Mucor and Rhizopus). Separate spores
produced at the tips of specialized conidiophores are
called conidiospores. A diverse range of structures
is found in nature, and Fig. 13.9 illustrates some
of the different types of asexual spores found in
fungi.

Sexual reproduction

Sexual reproduction involves the union of two
compatible nuclei and allows variation of the species.
Mycology is made much more complex because
individual fungi are given different names depending
on whether they are in the sexual or the asexual
stage. Not all fungi have been observed to carry out
sexual reproduction. Some species produce distin-
guishable male and female sex organs on the same
mycelium and are therefore hermaphroditic, i.e. a
single colony can reproduce sexually by itself. Others
produce mycelia which are either male or female
(called dioecious) and can therefore reproduce only
when two dissimilar organisms come together.
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Fig. 13.9 ¢ Spore-bearing structures of selected fungi (a) Mucor, (b) Aspergillus and (c) Penicillium.

Fungal classification

The pharmaceutically important fungi can be found
within four main taxonomic classes.

Zygomycetes

These are terrestrial saprophytes possessing nonseptate
hyphae and are sometimes referred to as the lower
fungi. Apart from their hyphae, they can be distin-
guished from other filamentous fungi by the presence
of sporangia. Examples are Mucor and Rhizopus, which
are important in the manufacture of organic acids
and the biotransformation of steroids. They are also
common spoilage organisms.

Ascomycetes

Ascomycetes possess septate hyphae, and the sexual
or perfect stage is characterized by the presence of a
sac-like reproductive structure called an ascus. This
typically contains eight ascospores. The asexual or
imperfect stage involves conidiospores. An example
is Claviceps purpurea, which is a parasite of rye and
is important as a source of ergot alkaloids used to
control haemorrhage and in treating migraine. The
Ascomycetes include the yeasts, such as Saccharomy-
ces and Cryptococcus, together with Candida yeasts
such as Saccharomyces and Cryptococcus, together
with Torulopsis and Candida.

Deuteromycetes

Sometimes called the Fungi Imperfecti, this group
includes those fungi in which the sexual stage of
reproduction has not been observed. Penicillium and
Aspergillus are ascomycetes but are classified among
the Deuteromycetes as the perfect stage is apparently
absent. Penicillium chrysogenum is important in the
production of the antibiotic penicillin, whereas
Aspergillus species have found widespread industrial
use owing to their extensive enzymic capabilities.
Some Aspergillus species also produce mycotoxins
and can cause serious infections in humans. The
Deuteromycetes contain most of the human patho-
gens, such as Blastomyces and Coccidioides, and some
of the dermatophyte fungi.

Basidiomycetes

This is the most advanced group, containing the
mushrooms and toadstools. Sexual reproduction is
by basidiospores. The group also includes the rusts
(cereal parasites) and smuts.

Please check your eBook at https://studentconsult.

inkling.com/ for self-assessment questions. See inside
cover for registration details.
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KEY POINTS

® Two of the major aspects of microbiology
relevant to pharmacy are the measurement of
activity of antimicrobial chemicals and the
control of the microbiological quality of
manufactured medicines.

® In order to obtain reliable and reproducible
results in the measurement of antimicrobial
activity it is necessary to rigorously control
factors associated with both the test organism
and the conditions of the test itself.

® Antibiotics can be assayed by conventional
chemical methods or by biological (agar
diffusion) methods. High-performance liquid
chromatography (HPLC) is usually the method
of choice, but it cannot be used in all situations.

®