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The health care sector, now representing more than one-sixth of the U.S. economy in terms
of economic activity, continues to change in unimaginable ways. Sweeping transforma-
tions in the organizational arrangements of health care providers, newly developed medi-
cal technologies, the creation of new health insurance products, and the development and
evaluation of various public policy initiatives all make the health care sector a dynamic
and exciting area for applying the lens and tools of economic analysis. Indeed, not a day
goes by without the unfolding of a medical event that requires the insights of economics to
unravel the depths of its implications.

Our textbook, now in its fifth edition, is written expressly to capture the excitement
generated by the health care field. As in the earlier editions, we take a fresh, contemporary
approach to the study of health economics. We present the material in a lively and inviting
manner by providing numerous and timely real-world examples throughout the text. At
the same time, we resist the temptation of becoming overly encyclopedic and avoid purely
technical issues that interest only academics and not students.

As a result of the approach taken, our book has wide appeal. Many business schools;
liberal arts colleges; medical schools; and schools of public health, pharmacy, and health
administration, at both the undergraduate and graduate levels, have chosen to use our
textbook. In addition, the national Certified Employee Benefits Specialist (CEBS) program,
cosponsored by the International Foundation of Employee Benefit Plans and The Wharton
School of the University of Pennsylvania, has selected our text. The mix of adopters attests
to the relevance and practicality of the material and the consistent and inviting manner
in which various principles and concepts of health economics are presented throughout
the text.

What's New in the Fifth Edition?

In addition to updating all figures and adding new empirical studies, several changes have
been made in this edition in response to the suggestions of various individuals.

e Among the more important changes, Chapter 1 now serves as more of an introductory
chapter. To accomplish that objective, some material has been taken out and moved
to other areas in the text. In the place of this previous material, a discussion has been
added about the three legs of the medical care stool. The three legs of costs, access, and
quality often act as barometers of a health economy. With that in mind we initially ac-
cess the status of the U.S. health economy by presenting and examining time series data
on national health care spending, along with its sources and uses of funds, uninsured
rates, and infant mortality. We believe this new focus on the three-legged medical care
stool acts as an effective springboard to motivate the rest of the material in the text.
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e Appendix 1 provides material formerly in Chapter 1 on models and empirical estima-
tion and provides a discussion on the difference between establishing association and
causation when applying multiple regression analysis. This chapter also includes an
introductory discussion about observational, quasi-experimental, instrumental, fixed
effects, and social experiment studies.

e Chapter 2 offers more empirical evidence on factors influencing the health of infants
and elderly individuals. The role of public health is also discussed in this chapter.

e Consumer-directed health plans are examined in Chapter 6.

e Chapter 8 now includes a discussion about measuring market power and the role of
buyer power.

¢ The efficiency implication of a price ceiling is examined in greater detail in Chapter 9 and
shown to depend on the type of moral hazard and competitiveness of the marketplace.
Chapter 11 provides more information on ex post and ex ante moral hazard.

Health insurance reform in Massachusetts is discussed in Chapter 16.

Organization of the Textbook

The textbook contains four parts: Part I, Chapters 1 through 8, deals with basic health
economic concepts, such as trade-offs, the production of health, health care systems and
institutions, the demands for medical care and health insurance, the health insurance prod-
uct, production and cost theories, cost and benefit analysis, and market analysis. More
specifically, Chapter 2 examines theoretically and empirically the different factors that help
produce health. Not surprisingly, the role of medical care in producing health is given par-
ticular attention in this chapter.

Chapter 3 covers cost-benefit and cost effectiveness analysis, among other topics. Knowl-
edge of these two methods helps policy makers determine efficient and effective ways to
keep people healthy at minimum cost. An overview of health care system elements and
an introduction to the U.S. health care system are provided in Chapter 4. A general model
of a health care system and the role of financing, reimbursement, and delivery in a health
economy are some of the issues discussed in this chapter.

Chapters 5 and 6 provide theoretical and empirical material on the demands for medical
care and medical insurance. This information becomes important, for example, when ask-
ing questions concerning the utilization of medical care and why some people lack health
insurance. Chapter 7 provides basic instruction on production and cost theories. These
theories are crucial for understanding the behavior of any type of medical firm, regardless
of its ownership type and how much competition it faces in the marketplace. Lastly, tools
of market analysis are provided in Chapter 8. In this chapter, different market structures,
such as perfect competition and monopoly, are discussed and compared in the context of a
medical care industry.

In Part II, Chapters 9 and 10 focus on the important role of government in health matters
and medical care markets. In particular, Chapter 9 provides an overview of government
functions, such as regulation, antitrust, and redistribution, as applied to health and medical
care issues. Chapter 10 discusses government’s ever-increasing role as a producer of health
insurance and examines the Medicaid and Medicare programs in considerable detail.
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Part III includes Chapters 11 through 15. These chapters use the concepts and theories
developed in the earlier chapters to extensively analyze specific health care industries by
applying the structure, conduct, and performance paradigm of industrial organization. The
private health insurance, physician, hospital, pharmaceutical, and nursing home industries
are covered in great depth, and the analysis is kept as current as possible. Various health
care topics and issues are examined in these chapters.

Finally, Part IV, or Chapter 16, deals with health insurance reform. Some of the more
debated plans for reforming the U.S. health insurance system at the federal and state levels
are discussed and evaluated. The book ends with a glossary.

In most colleges and universities, a course in health economics is offered on a one-
semester basis. Within one semester, it is difficult to cover all of the material in this text.
The business curriculum at the University of Connecticut offers the typical health eco-
nomics course in two semesters at both the undergraduate and MBA/MPH levels. (Not all
students always take both courses, however.) The first-semester course is titled Health In-
surance. This first course covers Chapters 4 (Health Care Systems and Institutions), 6 (The
Demand for Medical Insurance), 10 (Government as Health Insurer), 11 (The Private Health
Insurance Industry), and 16 (Health Care Reform). Parts of Chapter 2 (Health and Medical
Care) are also covered before Chapter 6 and Chapter 8 (Structure, Conduct, Performance,
and Market Analysis) is briefly reviewed before introducing Chapter 11.

The second-semester course is titled Health Care Economics, which covers Chapters 1
(Introduction), 2 (Health and Medical Care), 3 (Cost and Benefit Analysis), 5 (The Demand
for Medical Services), 7 (Medical Care Production and Costs), 8 (Structure, Conduct, Per-
formance, and Market Analysis), 9 (Government, Health, and Medical Care), and the four
remaining industry chapters (12-15). Supplemental readings are assigned in both courses,
and typically student presentations or point/counterpoint debates are assigned. Spreading
the material over two courses means less rushing from topic to topic and provides more
time to explore individual issues in greater detail. The students seem to appreciate the two-
course approach.

Supplements

Economic Applications: Economic Applications includes South-Western’s dynamic Web
features: EconNews, EconDebate, and EconData Online. Organized by pertinent economic
topics and searchable by topic or feature, these features are easy to integrate into the class-
room. EconNews, EconDebate, and EconData all deepen students’ understanding of theo-
retical concepts through hands-on exploration and analysis of the latest economic news
stories, policy debates, and data. These features are updated on a regular basis. For more
information, visit http://www.cengage.com/economics/infoapps

InfoTrac: With InfoTrac College Edition, students can receive anytime, anywhere online
access to a database of full-text articles from thousands of popular and scholarly periodi-
cals, such as Newsweek, Fortune, and Nation’s Business. InfoTrac is a great way to expose
students to online research techniques, with the security that the content is academically
based and reliable. For more information, visit http://www.cengage.com/economics/infoapps

vii
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Web Site: The support site for Health Economics can be accessed at www.cengage.
com/economics/santerre and contains chapter-by-chapter web links, term paper tips, in-
structor resources, and other teaching and learning resources.

If a 1pass access card came with this book, you can start using many of these resources
right away by following the directions on the card. One username and password gives you
multiple resources. Get started today at www.cengage.com/economics/santerre/

Web-Based Instructor’s Manual: The Health Economics support site (www.cengage.
com/economics/santerre) contains password-protected material for instructors only, includ-
ing answers to end-of-chapter questions in the text, teaching notes for the case studies, a sam-
ple syllabus with web links, a list of readings for each chapter, and ideas for course projects.

PowerPoint™ Slides: PowerPoint slides are also located on the support site and are avail-
able for use by instructors for enhancing lectures. Each chapter’s slides include a lecture

outline illustrated with key tables and graphs.

Instructor’s Resource CD-ROM: Get quick access to the Instructor’s Manual and Power-
Point slides from your desktop via one CD-ROM.
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Introduction

Like millions of Americans at some point in their lives, Joe awoke one night feeling a
crushing weight on his chest. As the pain spread down his arm, he realized he was experi-
encing his worst dread: a heart attack. His wife, Angela, called the paramedics. While the
ambulance rushed Joe to the hospital, she anguished over the kind of care he would re-
ceive. Angela’s anxiety starkly illustrates the basic questions any health care system faces:

1. Who should receive medical goods and services? Would a person like Joe
receive care merely because he is a citizen, or would he receive care only if he
worked for a large company that provides health insurance for its employees?

2. What types of medical goods and services should be produced? Should the
most expensive tests (such as angiograms) be performed without regard to cost?
What treatments (such as balloon angioplasties) should be provided?

3. What inputs should be used to produce medical goods and services? Should the
hospital use high-tech medical equipment, a large nursing staff, or both?’

All health care systems face questions such as these, but sometimes choose to answer
them differently. When responding to health and health care questions, societies
around the world take into account important moral, cultural, legal, economic, and
other considerations. Addressing all of these concerns simultaneously and thoroughly
is a daunting task, in part, because one concern often conflicts with another, but also
because this task involves a substantial amount of time, effort, and knowledge. Indeed,
the intellectual resource commitment would be so great that no one book could ad-
equately cover all of the pertinent issues.

Instead, this textbook focuses solely on the economic aspects of questions involving
health and health care. The general objective of this textbook is to develop a set of ana-
lytical and conceptual tools that can be used to gain valuable insights into a host of health
care issues and problems from an economic perspective. This chapter takes the first step
in accomplishing this important objective. In particular, this chapter:

e introduces the discipline of health economics

e discusses resource constraints, trade-offs, efficiency, and equity

* highlights the state of the health economy in the United States and sets the
stage for the material in the remaining chapters

1. We are indebted to Gary Wyckoff of Hamilton College for providing us with this example.



PART 1 Basic Health Care Economic Tools and Institutions

What Is Health Economics?

For many of you, this textbook provides your first exposure to the study of health
economics. Perhaps the ongoing controversy regarding health care reform or the pros-
pect of a career in the health care field motivated you to learn more about health eco-
nomics. Or perhaps you need only three more credits to graduate. Whatever the reason,
we are sure you will find health economics to be challenging, highly interesting, and
personally rewarding.

The study of health economics involves the application of various microeconomics
tools, such as demand or cost theory, to health issues and problems. The goal is to promote
a better understanding of the economic aspects of health care problems so that correc-
tive health policies can be designed and proposed. A thorough understanding of microeco-
nomic analysis is essential for conducting sound health economics analyses. If you lack a
background in microeconomics, don’t worry. This textbook is intended to help you learn
and apply basic microeconomic theory to health economics issues. Before long, you will be
thinking like a health economist!

The tools of health economics can be applied to a wide range of issues and problems
pertaining to health and health care. For example, health economics analysis might
be used to investigate why 25 of every 1,000 babies born in Turkey never reach their
first birthday, whereas all but 3 of every 1,000 babies born in Japan live to enjoy their
first birthday cake. The tools of health economics analysis might also be used to exam-
ine the economic desirability of a hotly contested merger between two large hospitals
in a major metropolitan area. The burning question is: Will the merger of the two hos-
pitals result in lower hospital prices due to overall cost savings or higher prices due to
market power?

Health economics is difficult to define in a few words because it encompasses such
a broad range of concepts, theories, and topics. The Mosby Medical Encyclopedia (1992,
p. 361) defines health economics as follows:

Health economics. .. studies the supply and demand of health care resources and the
impact of health care resources on a population.

Notice that health economics is defined in terms of the determination and allocation of
health care resources. This is logical, because medical goods and services cannot exist with-
out them.? Health care resources consist of medical supplies, such as pharmaceutical goods,
latex rubber gloves, and bed linens; personnel, such as physicians and lab assistants; and
capital inputs, including nursing home and hospital facilities, diagnostic and therapeutic
equipment, and other items that provide medical care services. Unfortunately, health care
resources, like resources in general, are limited or scarce at a given point in time, and
wants are limitless. Thus, trade-offs are inevitable and a society, whether it possesses a
market-driven or a government-run health care system, must make a number of fundamen-
tal but crucial choices. These choices are normally couched in terms of four basic ques-
tions, discussed next.

2. Even health care services produced in the home, such as first aid (therapeutic services) or home pregnancy tests (diagnostic
services), require resources.
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The Four Basic Questions

As just noted, resources are scarce. Scarcity means that each society must make important
decisions regarding the consumption, production, and distribution of goods and services as
a way of providing answers to the four basic questions:

1. What mix of nonmedical and medical goods and services should be produced in the
macroeconomy?

2. What mix of medical goods and services should be produced in the health economy?

3. What specific health care resources should be used to produce the chosen medical
goods and services?

4. Who should receive the medical goods and services that are produced?

How a particular society chooses to answer these four questions has a profound impact on
the operation and performance of its health economy.

The first two questions deal with allocative efficiency: What is the best way to allocate
resources to different consumption uses? The first decision concerns what combination of
goods and services to produce in the overall economy. Individuals in a society have unlimited
wants regarding nonmedical and medical goods and services, yet resources are scarce. As a
result, decisions must be made concerning the best mix of medical and nonmedical goods
and services to provide, and this decision-making process involves making trade-offs. If more
people are trained as doctors or nurses, fewer people are available to produce nonmedical
goods such as food, clothing, and shelter. Thus, more medical goods and services imply
fewer nonmedical goods and services, and vice versa, given a fixed amount of resources.

The second consumption decision involves the proper mix of medical goods and services
to produce in the health economy. This decision also involves trade-offs. For example, if
more health care resources, such as nurses and medical equipment, are allocated to the
production of maternity care services, fewer resources are available for the production of
nursing home care for elderly people. Allocative efficiency in the overall economy and the
health economy is achieved when the best mix of goods is chosen given society’s underly-
ing preferences.

The third question—what specific health care resources should be used?—deals with
production efficiency. Usually resources or inputs can be combined to produce a particu-
lar good or service in many different ways. For example, hospital services can be produced
in a capital- or labor-intensive manner. A large amount of sophisticated medical equip-
ment relative to the number of patients served reflects a capital-intensive way of producing
hospital services, whereas a high nurse-to-patient ratio indicates a labor-intensive process.
Production efficiency implies that society is getting the maximum output from its limited
resources because the best mix of inputs has been chosen to produce each good.

Production and Allocative Efficiency and the
Production Possibilities Curve

The most straightforward way to illustrate production and allocative efficiency is to use the
production possibilities curve (PPC). A PPC is an economic model that depicts the vari-
ous combinations of any two goods or services that can be produced efficiently given the
stock of resources, technology, and various institutional arrangements. Figure 1-1 displays
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FIGURE 1-1
Production Possibilities Curve for Maternity and Nursing Home Services
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The PPC shows the trade-off between any two goods given a fixed stock of resources and technology. Any point on
the PPC, such as points A through E, reflects efficiency because units of one good must be given up to receive more
of the other. A point in the interior, such as F, reflects inefficiency because more of one good can be attained without
necessarily reducing the other. A point outside the PPC, such as G, is not yet attainable but can be reached with an
increase in resources or through institutional or technological changes that improve productivity.

a PPC. The quantities of maternity services, M, and nursing home services, N, are shown
on the vertical and horizontal axes, respectively.> Points on the bowed-out PPC depict the
various combinations of maternity and nursing home care services that can be efficiently
produced within a health economy assuming the amounts of health care resources and
technology are fixed at a given point in time.

Every point on the PPC implies production efficiency, since all health care resources are
being fully utilized. For example, notice points A, B, C, D, and E on the PPC. At each of
these points, medical inputs are neither unemployed nor underemployed (for example, a

3. We assume society has already made its choice between medical and nonmedical goods.
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nurse involuntarily working part time rather than full time) and are being used in the most
productive manner so that society is getting their maximum use. If a movement along the
curve from one point to another occurs, units of one medical service must be forgone to
receive more units of the other medical service.

Specifically, assume the health economy is initially operating at point C with M. units of
maternity care services and N, units of nursing home services. Now suppose health care
decision makers decide that society is better off at point D with one more unit of nurs-
ing home services, N, - N.. The movement from point C to point D implies that M. - M,
units of maternity care services are given up to receive the additional unit of nursing home
services. Because medical resources are fully utilized at point C, a movement to point D
means that medical inputs must be drawn or reallocated from the maternity care services
market to the nursing home services market. As a result, the quantity of maternity care ser-
vices must decline if an additional unit of nursing home services is produced. The forgone
units of maternity care services, M. - M, represent the opportunity cost of producing an
additional unit of nursing home services.* Generally, opportunity cost is the value of the
next best alternative that is given up.

The bowed-out shape of the PPC implies that opportunity cost is not constant but in-
creases with a movement along the curve. Imperfect substitutability of resources is one
reason for this so-called law of increasing opportunity cost. For example, suppose the
nursing home services market expands downward along the PPC. To produce more nurs-
ing home services, employers must bid resources away from the maternity care services
market. Initially, the least productive inputs in the maternity care services market are likely
to be bid away, because they are available at a lower cost to nursing home employers.
Consequently, very few maternity care services are given up at first. As the nursing home
services market continues to expand, however, increasingly productive inputs in the ma-
ternity care services market must be drawn away. The implication is that society gives up
ever-increasing units of maternity care services. Thus, the law of increasing opportunity
cost suggests that ever-increasing amounts of one good must be given up to receive succes-
sively more equal increments of another good.

If medical inputs are not fully utilized because some inputs are idle or used unproduc-
tively, more units of one medical service can be produced without decreasing the amount
of the other medical service. An example of an underutilization of resources is indicated
by point F in the interior of the PPC. At point F, the health care system is producing only
M, units of maternity services and N units of nursing home services. Notice that by mov-
ing to point B on the PPC, both maternity care services and nursing home services can be
increased without decreasing the other. The quantities of both goods increase only because
some resources are initially idle or underutilized at point F. Health care resources are inef-
ficiently employed at point E

A point outside the current PPC, such as G, is attainable in the future if the stock of
health care resources increases; a new, productivity-enhancing technology is discovered; or
various economic, political, or legal arrangements change and improve productive relation-
ships in the health economy. If so, the PPC shifts out and passes through a point like G. For
example, technological change may enable an increased production of both maternity and

4. As economists are fond of reminding noneconomists, “There is no such thing as a free lunch!”
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nursing home services from the same original stock of health care resources. Alternatively,
a greater quantity of maternity and nursing home services can be produced and the PPC
shifts outward if more people enter medical professions (possibly at the expense of all
other goods and services).

Production efficiency is attained when the health economy operates at any point on the
PPC, since medical inputs are producing the maximum amount of medical services and
no unproductive behavior or involuntary unemployment exists. Allocative efficiency is at-
tained when society chooses the best or most preferred point on the PPC. All points on the
PPC are possible candidates for allocative efficiency. The ideal, or optimal, point for alloca-
tive efficiency depends on society’s underlying preferences for the two medical services.

Of course, the real world is much more complex than the example depicted by the PPC.
Rather than only two goods, an unimaginable number of goods and services are produced
in a society. The PPC is a model because it offers a simplification of reality. As pointed out
in more depth in appendix A1, models are useful in the field of economics because they
serve as conceptual devices or tools for organizing our thoughts about a topic. The PPC
provides a good example of a simple but powerful model because it sheds light on a num-
ber of important lessons including: (1) the all-important economic role of scarcity; (2) the
significance of economic choices; (3) the costs of inefficiency; and (4) how growth takes
place in an economy.

The Distribution Question

The answer to the fourth question—who should receive the medical goods and services?—
deals with distributive justice or equity. It asks whether the distribution of services is eg-
uitable, or fair, to everyone involved. In practice, countries around the world have chosen
to address this medical care distribution question in many different ways.

When thinking about the distribution question, it is sometimes useful to consider two
theoretically opposite ways of distributing output: the pure market system and a perfect
egalitarian system. Goods and services are distributed in a pure market system based solely
on each person’s willingness and ability to pay because decisions concerning the four basic
questions are answered on a decentralized basis within a system of markets. That is, goods
and services are distributed, or rationed, to only those people who are both willing and able
to purchase them in the marketplace. Because people face an incentive to earn income to
better afford goods and services in a pure market system, they tend to work hard and save
appropriately for present and future consumption. Consequently, productive resources tend
to be allocated efficiently in a pure market system. In other words, the incentives associated
with a pure market system typically mean that the economy operates on the PPC.

In many cases, differences in ability to pay among individuals reflect that some have
consciously chosen to work harder and save more than others. Unfortunately, differences in
ability to pay may also indicate that some people have less income because of unfortunate
life circumstances such as a mental, physical, or social limitation. Regardless of the specific
reason, it follows that people without sufficient incomes face a financial barrier to obtaining
goods and services in a pure market system in which price serves as a rationing mechanism.
Given income disparities, some people may be denied access to needed goods and services.
Consequently, the pure market system is typically viewed as inherently unfair by many
when it comes to the distribution of important goods and services such as health care.
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In direct contrast, a central committee, such as a federal or subnational unit of govern-
ment, may answer the distribution question by ensuring everyone receives an equal share
of goods and services. In an egalitarian system of this kind, everyone has access to the
same goods and services without regard to income status or willingness to pay. There-
fore, no one is denied access to needed goods and services. But an incentive may exist for
people to choose to work and save less because the consumption decision is divorced from
the distribution of earned income. Because of this inefficient allocation of resources, fewer
goods and services may be available for distribution in an egalitarian system. In this case,
the economy may operate inside the PPC.

In practice, most countries have adopted a mixed distribution system, with the reliance
on central versus market distribution varying by degree across countries. For example,
in the United States, many goods and services are distributed by both the market and
the government. The food stamp, temporary assistance for needy families, and Medicaid
programs represent some of the many policies adopted by the U.S. government to redis-
tribute goods and services. Some people applaud these programs, whereas others argue
that they worsen both efficiency and equity. They argue that efficiency and equity are com-
promised when those who choose to commit fewer resources to production are rewarded
through redistributive programs and productive individuals are penalized via taxation. The
efficiency and equity implications of various redistributive policies are constantly debated
in the United States and elsewhere. In the context of health care, the consequence of this
debate regarding distribution might determine who lives and who dies. For this reason,
among others, more discussion on the redistributive function of government is taken up in
Chapters 9 and 10.

Implications of the Four Basic Questions

Given a scarcity of economic resources, a society generally wishes to produce the best com-
bination of goods and services by employing least-cost methods of production. Trade-offs
are inevitable. As the PPC illustrates, some amount of one good or service must be given
up if the production and consumption of another good or service increases. As a result,
each society must make hard choices concerning consumption and production activities
because scarcity exists. Choices may involve sensitive trade-offs, for example, between the
young and the old, between prevention and treatment, or between men (prostate cancer)
and women (breast cancer).

In addition, some individuals lack financial access to necessary goods and services
such as food, housing, and medical care. Because achieving equity is a desirable goal,
a society usually seeks some redistribution of income. Normally, the redistribution in-
volves taxation. However, a tax on labor or capital income tends to create a disincentive
for employing resources in their most efficient manner.® Inefficient production suggests
that fewer goods and services are available in the society (production inside the PPC).
Thus, a trade-off often exists between equity and efficiency goals, and, consequently,
hard choices must be made between the two objectives. The design of a nation’s health
care system normally reflects the way the society has chosen to balance efficiency and
equity concerns.

5. This point is discussed in more detail in Chapter 9.
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Taking the Pulse of the Health Economy

A health economy, like a macroeconomy, involves the production and consumption of
goods and services and the distribution of those goods to consumers. A health economy
differs from a macroeconomy because it distinctly considers production, consumption, and
distribution activities that directly relate to population health. More will be said about that
difference in chapters 2 and 4. Another difference concerns the way in which economists
take the pulse of the macroeconomy and health economy. While economists are really con-
cerned with efficiency and equity, the unemployment, inflation, and gross domestic prod-
uct growth rates are also considered when gauging the performance of a macroeconomy. If
you recall from ECON 100, gross domestic product (GDP) captures the total market value
of all goods and services produced in an economy during a particular period.

For a health economy, the analogous performance indicators are the components that make
up the so-called three-legged stool of medical care: costs, access, and quality. Again, although
health economists are more concerned about efficiency and equity, many often use some
variation of the three-legged medical stool to gauge the performance of a health economy.
We discuss and provide some historic and contemporary data for each of these components
in the following sections. The discussion not only introduces the various legs of the medical
stool, but also motivates and acts as a roadmap for the remaining material in this textbook.

Medical Care Costs

Although the topic of medical care costs is taken up more formally in Chapter 7, recall
from our earlier discussion that medical care resources, like resources in general, are scarce
at a given point in time. It follows that an opportunity cost, or a price, is associated with
each and every medical care resource because of scarcity. Thus, we can think of medical
care costs as representing the total opportunity costs when using various societal resources
such as labor and capital to produce medical care rather than other goods and services.

Each year since 1960, actuaries at the Centers for Medicare and Medicaid Services (CMS)
have collected and reported data on the uses, sources, and costs of medical care in the
United States. The data can be compared across various industries in the health care sec-
tor, like hospital, physician, and nursing home services, examined in a particular year, or
tracked over time. Funding sources including consumers, insurers, or government can also
be examined for various types of medical care, and over time. Hence, the CMS data yield
important insights with respect to how health care funds are used, where the funds come
from, and how much money in total is spent on medical care in the United States.

Uses of Medical Funds

Figure 1-2 provides a percentage breakdown of the uses of health care funds in 2006.
These statistics offer insight into the mix of medical goods and services actually produced
and consumed in the U.S. health economy. Recall that the second basic question is “what
mix of medical care ‘should be’ produced.” Also recall that more of one type of medical
care means less of the others for a given size of the medical care pie.

According to the figure, 31 percent of medical care funds is spent on hospital services. The
“big ticket” nature of hospital services should not be too surprising. Acutely ill individuals



CHAPTER 1 Introduction

FIGURE 1-2
Uses of Health Care Funds in the United States 2006
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SOURCE: Centers for Medicaid & Medicare Service, http://www.cms.hhs.gov. Accessed June 1, 2008.

typically stay for a fairly long time in a hospital at some point in time. Physician services
make up the next largest use of funds with 21 percent of the total. The dominant role of
physicians makes sense because they are primary care gatekeepers and patients must often
first pass through them before accessing other types of medical care, including hospitals and
prescription drugs. In addition, specialty physicians, such as heart surgeons, provide impor-
tant services that maintain, improve, and extend human lives. Their reimbursement reflects,
in part, the value placed on remaining healthy, which is discussed in Chapter 3.

Collectively, hospital and physician services account for more than half of all health care
spending, not only in 2006 but over time as well. We will learn more about the structure,
conduct, and performance of the physician and hospital services markets in Chapters 12
and 13, respectively. Finally, prescription drugs (10 percent), nursing home care (6 percent),
dental care (4 percent), and home health care (3 percent) represent four other major areas
where medical care funds are directly spent on patient care. The prescription drug industry
is taken up in Chapter 14, whereas the home health and nursing home care industries are
discussed in Chapter 15.

Sources of Medical Funds

The percentage of medical funds coming directly from consumers, private insurers, and
government are shown in Figure 1-3. We emphasize the word directly because all funds
ultimately come from the consumer in the form of out-of-pocket payments, premiums,
and/or taxes. In 2006, 54 percent of all funds spent on national health care came from the
private sector, down from approximately 76 percent in 1960. The bulk of this decrease took
place in the mid-1960s when two public health insurance programs—the Medicare and

1
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FIGURE 1-3
Sources of Health Care Funds in the United States 2006
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Medicaid programs—were first introduced. Since 1990, the share of national health expen-
diture emanating directly from the private sector has dropped slightly from 59 percent.

The mix between private insurance and out-of-pocket payments has also changed in
recent years. In particular, private insurance has expanded its role as a source of funds and
substituted greatly for out-of-pocket payments. In 1980, for example, private health insur-
ance provided funds for 29 percent of all health care costs in the nation and out-of-pocket
payments provided another 17 percent. By 2006, slightly over one-third of national health
care expenditures came from private insurers while consumers out-of-pocket payments fell
to 12 percent. The greater reliance on private insurance funding reflects both a greater
number of individuals and more types of medical care (e.g., pharmaceuticals and dental)
covered by medical insurance. Business payments to provide health care services directly
to employees, philanthropic sources, private construction, and nonpatient revenue sources
(such as revenues from hospital gift shops), help to account for the remaining 8 percent of
all private funds in 2006.

Figure 1-3 also shows that 46 percent of all national health spending in 2006 came from
the government. Most of the government funds were spent by the Medicare and Medicaid
public health insurance programs. Given that the government funds less than half of all
health care spending in the nation, the United States is often looked upon as possessing a
privately financed health care system. However, Woolhandler and Himmelstein (2002) offer
an alternative view of the relative share of health care spending financed through private and
public sources. In particular, they scrutinize the method used by CMS to measure government
spending in the national health accounts and show that the government has much more
responsibility than the private sector with respect to financing the U.S. health care system.
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Woolhandler and Himmelstein explain that CMS includes only direct purchasing of
medical care for programs such as Medicare, Medicaid, and government-owned hospitals
in its measure of government spending. Consequently, public employee benefits, such as
those through the Federal Employees Health Benefits Program and various state employee
health insurance programs, are missing from CMS’s reported figures. Although the govern-
ment supports these public health insurance programs with tax financing, private insurers
administer the program on behalf of the government and are responsible for writing the
actual checks. In addition, the authors point out that employer-sponsored health insurance
premiums are exempted from various federal, state, and city taxes. (We take this up later
in Chapter 6.) Thus, the government also implicitly helps to finance employer-sponsored
health insurance through these tax preferences.

To get a better idea about the extent to which health insurance is tax financed, the au-
thors add together the direct purchasing of medical care by government with expenditures
on public employee health benefits that are tax-financed but administered by the private
sector plus the value of the health insurance premium tax preference. Woolhandler and
Himmelstein report that the direct spending of government equaled 45 percent of all health
care costs, while public employee benefits accounted for another 5.4 percent, and the tax
subsidy for health insurance premiums amounted to an additional 9.1 percent. Thus, gov-
ernment, at all levels, was responsible for financing nearly 60 percent of all health care costs
in the United States. Thus, one might rightfully argue that, similar to other countries around
the world, the government largely finances the health care system in the United States.

These estimates of Woolhandler and Himmelstein are certainly provocative. They show that
tax financing represents the major source of health care funds in the United States. Indeed,
tax financing accounts for an even greater share of health care costs, considering that not-for-
profit health care organizations such as hospitals, behavioral health care organizations, and
nursing homes are also granted preferences on income, property, and sales taxes. (We also
take this up in later chapters.) How these highly credible estimates are interpreted and used in
future policy discussions concerning health care reform will be interesting to see.

Amount of Medical Care Spending

Only someone living in entire seclusion, perhaps a World War II Japanese soldier hiding
somewhere on a Pacific island or someone raised in a nuclear fallout shelter of the 1950s,
would be unaware of the situation involving medical care costs in the United States.® In-
deed, it seems that not a day goes by without a radio, television, or popular press com-
mentator pointing, with much alarm, to the high and continually rising costs of health
care. There is certainly no need to dispute those facts. According to CMS figures, the United
States spent $2.1 trillion on health care or slightly over $7,000 per person in 2006. Compare
that to the similar figures of $26.9 billion and $141 dollars in 1960.

These figures are potentially alarming because trade-offs may be involved. That is,
the PPC tells us that high health care costs translate into lower amounts of other goods
produced and consumed. Certainly, high health care costs could reflect more and better
medical care, but high spending may also involve the sacrifice of other equally important

6. One of the authors was stationed in Guam during the Vietnam conflict. A World War Il Japanese soldier was rumored to be
hiding on the island. View the movie Blast from the Past starring Brendan Fraser to learn how growing up in a fallout shelter can
affect one’s knowledge of current events.
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goods and services like food, clothing, and shelter. However, the productive capacity of the
U.S. health economy has changed over time—the situation may not be as bleak as the sta-
tistics show. For example, the economy may now possess more labor and capital resources
and productivity-improving technologies. Thus, the PPC has likely shifted out and there-
fore more of one good or service can be produced without sacrificing the others.

One way of controlling for differences in the underlying productive capacity of an econ-
omy or economies is by dividing, in this case, the amount of health care spending by GDP.
Greater productive capacity, resulting from higher amounts of resources and better tech-
nology, generally means a larger level of GDP and therefore more goods and services in
general. With that notion in mind, Figure 1-4 shows health care spending as a percentage
of GDP from 1960 to 2006.

Figure 1-4 shows that health care spending as a percentage of GDP has grown tremen-
dously over time in the United States. Standing at 5.2 percent in 1960, that same ratio of
health care spending to GDP is now about 16 percent, which means instead of spend-
ing $1 out of every $20, we now spend $1 out of every $6 on health care. However, even
the rising percentage of GDP devoted to health care does not necessarily indicate other
goods and services have been sacrificed. The GDP of $13 trillion in 2006 is much greater
than the GDP of $526 billion in 1960. Given the health care spending to GDP ratios in
the two years, spending on all other goods amounted to nearly $11 trillion in 2006 com-
pared to $495 billion in 1960. Simply put, the greater productive capacity of the U.S. econ-
omy allowed for greater amounts of both health care and all other goods to be produced.

FIGURE 1-4
National Health Care Costs as a Percentage of GDP
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In fact, productivity-enhancing technologies in the rest of the economy may have freed
up resources for use in the health economy where the labor intensity of medical services
doesn’t allow us much productivity improvement. Of course, the relative mix of goods has
certainly favored the health care sector since 1960.

Figure 1-4 also shows that health care spending has not increased at the same continu-
ous rate throughout the years. For example, health care spending grew more quickly rela-
tive to GDP prior to the 1990s. In contrast, notice that after the 1990s, the ratio of health
care spending to GDP remained relatively stable during the 1993 to 1999 period. The ratio
of health care costs to GDP has also remained fairly constant since 2003.7

Policy makers continue to debate the cause and desirability of rising health care costs
in the United States and in other countries. Some argue that the U.S. health care system
contains a lot of production inefficiency that can and should be squeezed out. Others point
out that the benefits from health care more than compensate for the costs. Much of this
debate is covered in various chapters of this book. It shouldn’t be too surprising that health
economists are heavily involved in this debate. In fact, they often draw upon the tools that
can be learned in this book when trying to make some sense of health care spending and
the health care economy. The structure of a health care system certainly plays a role so that
topic is taken up in Chapter 4. The material in Chapters 5, 6, 7, and 8 also add to our un-
derstanding of health care costs and how consumers, providers, insurers, markets, govern-
ment, and economic incentives help to shape health care spending.

Medical Care Access

Medical care access, another leg of the medical stool, relates to the distribution question.
That is: Does everyone have reasonable access to medical care on a timely basis? Timely
access is often measured by the percentage of individuals with health insurance. For most
people the cost of catastrophic care, such as organ transplants and cariovascular surgery,
lies beyond their financial means. But, as explained fully in Chapter 6, for a relatively
small payment or premium, insurance provides access to high-cost, life-saving interven-
tions if and when people experience severe illnesses. Thus, health insurance may be an
important factor in terms of ensuring timely access to medical care. Figure 1-5 offers
some information on the percentage of people without health insurance in the United
States since 1940.

Before discussing the data in Figure 1-5, it should be noted that the health insurance
product has changed considerably over time. Prior to the 1970s most people purchased only
hospital insurance. Today people purchase health insurance for other types of medical care,
as mentioned previously. Also, the amount of medical care expenditures covered by insur-
ance has increased over the years. Thus, for the sake of consistency, it may be best to think
of Figure 1-5 as showing the percentage of the U.S. population without hospital insurance.

In any case, the data in the figure show that great strides have been taken in terms of
more people insured in the United States. In 1940, only 10 percent of the U.S. popula-
tion possessed health insurance purchased almost entirely in the private marketplace. Even
before public health insurance programs, beginning with the Medicare and Medicaid Acts

7. To examine the efficiency consequences of medical spending we must consider the benefits of medical goods and services in
addition to their costs. That topic is taken up in Chapter 3.
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FIGURE 1-5
The Percentage of the U.S. Population without Health Insurance since 1940
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of the mid-1960s, many people began purchasing private health insurance in the United
States following the 1940s. By 1975 the uninsured rate in the United States dipped to about
13 percent because of both private purchases and public expansions. However, beginning
around 1980, further persistent declines in the uninsured rate have not materialized. In
20006 the uninsurance rate in the United States stood at nearly 16 percent. While we take
up the causes, types, and social costs of uninsurance in Chapters 6 and 11, it suffices to
note that a sizeable percentage of the U.S. population lacks timely access to medical care
because of their uninsured status. In addition, severe racial disparities exist with respect to
uninsured status, as noted in Chapter 11. Clearly, these are two additional areas where the
tools of health economies are needed to shed better light and bring about improvements in
the health economy and society.

Medical Care Quality

The final leg of the medical stool we consider is medical care quality. As discussed more
fully in Chapter 2, quality represents a complex and multidimensional concept. In keeping
with the other two legs of the medical stool we confine our discussion to a single measure
of quality that is easily understandable and important from a societal point of view, and
for which data can be obtained over time for comparative purposes. The chosen measure
is the infant mortality rate that tells us the number of children below one year of age that
died as a percentage of all live births in that same year. The infant mortality rate for the
United States from 1960 to 2006 is reported in Figure 1-6.
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FIGURE 1-6
Infant Mortality Rates in United States, 1960 to 2006
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Like the uninsured rate, the infant mortality rate has improved significantly over time in
the United States falling from a height of over 25 infant deaths per 1,000 live births in 1960.
Although it stands to reason that rising health care spending and increased insurance cover-
age contributed to the decline, Chapter 2 discusses the theoretical framework and empirical
findings regarding the many factors influencing health status outcomes such as infant mor-
tality. Despite the vast improvements that have taken place over time, Figure 1-6 suggests
that nearly 7 out of every 1,000 live babies in the United States do not live beyond 1 year of
age. Also, the United States lags far behind when compared to other industrialized countries
like Belgium, France, Italy, Japan, and the United Kingdom, which have infant mortality
rates below 5 deaths per 1,000 live births. Finally, the figure does not capture the vast varia-
tions in health outcome measures, such as infant mortality, among different income, racial,
and ethnic groups. Once again, the tools of health economics can prove useful for analyzing
health outcomes and proposing ways of improving societal health.

A Note on the Relation between System
Structure and Performance

Many theories and empirical findings pertaining to health economics are introduced and
developed in this text. Sometimes theories and empirical findings are of interest for their
own sake, particularly for academicians such as the authors. But the main reason for their
introduction and development is that we wish to obtain a better grasp of the operation and
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performance of the real-world health economy around us. If the health economy does not
perform in a socially efficient and equitable manner, then we would hope that solutions
could be proposed and policies could be changed to alter that undesirable performance.
An understanding of the link between structure and performance is essential when craft-
ing new policies. Structure plays a role in determining how people behave or conduct
themselves in the health economy. Figure 1-7 shows the complex interaction between

FIGURE 1-7
Structure, Performance, and Policy
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structure and performance. A health economy is structured in a particular way, and this
health economy structure is discussed in great detail in Chapter 4. Structure shows up in
the ways various organizations are designed in terms of their size and scope, the mix of
market activities and government involvement in the health economy, and financing and
reimbursement mechanisms, among others.

This underlying structure helps to establish the prevailing incentives in a health econ-
omy and thereby influences how people, organizations, and government itself, behave. If
incentives are distorted because of structural defects, then suboptimal performance likely
results in terms of inefficient and inequitable outcomes. Given the suboptimal performance,
solutions can be proposed and public policies can be designed to remedy the situation. In
particular, policies can be changed to either indirectly affect behavior through a restructur-
ing of the system or directly by introducing conduct remedies.

Just about every chapter in the book addresses an issue where incentives are discussed
or public policy plays a role. As mentioned previously, health economists are most inter-
ested in the efficiency of outcomes because resources are scarce. Unfortunately, efficiency
is often difficult to gauge or measure in practice. An alternative is to design a theoretical
benchmark where efficiency can be attained; then compare the real world, in terms of the
existing incentives because of its structure, to that theoretical benchmark. Our benchmark
for allocative efficiency (the point at which marginal social benefit equals marginal social
cost) is developed in Chapter 3. This benchmark is expanded upon in Chapter 8. The most
discussion concerning public policy shows up in Chapters 9, 10, and 16.

Summary

Health economics is concerned with the determination and allocation of health resources
and distribution of medical services in a society. Because resources are scarce, society
must determine what amounts of medical services to produce, what kinds of medical
services to produce, what mix of health care resources should be used, and who should
receive the output of health care services. Answering these four basic questions involves
tough trade-offs.

A health economy, like a macroeconomy in general, can be analyzed with respect to its per-
formance. We discussed how the health economy can be assessed with regard to medical care
cost, access, and quality and learned that the tools of health economics can and will be used
to explore more thoroughly these components of the three-legged medical stool in subsequent
chapters of this book. Controlling medical costs, access, and quality also involves trade-offs.

Finally, economic analysis can help us better understand the causes of problems relat-
ing to health and health care. The tools and concepts of health economics can also be used
to find solutions and offer public policy prescriptions. The public policy prescriptions may
involve structural and/or conduct remedies.

Review Questions and Problems

1. Draw a bowed-out PPC with an aggregate measure of medical services, Q, on the hor-
izontal axis and an aggregate measure of all other goods (and services), Z, on the
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vertical axis. Discuss the implications of the following changes on the quantities of

medical services and all other goods.

A. A movement down along the curve.

B. A movement from the interior of the curve to a northeasterly point on the curve.

C. An increase in the quantity of labor in the economy.

D. A technological discovery that increases the production of Z.

If it were your choice, where would you choose to produce on the PPC? Why?

2. Congratulations! Upon graduating you accept a well-deserved job with XER Consult-
ing. Your first job involves a consulting gig with a state subcommittee on health care
issues. The senate health care subcommittee is considering the expansion of two ex-
isting public health programs. One program concerns additional funding for nursing
homes around the state. The other program involves additional funding for community
health centers around the state. In both cases the funding is supposed to be used to at-
tract more nurses for expansion purposes. Your job involves the following four tasks:
A. Draw and use a production possibilities curve to graphically show and verbally

explain to the subcommittee members the opportunity cost at a point in time of
expanding any one of the programs, assuming that both of them are initially operat-
ing efficiently. Be sure to correctly label the axes and all points. Refer to the points
on the graph in your explanation.

B. Use the production possibilities curve to graphically show and verbally explain how
one or both programs could be expanded at a lower opportunity cost if some inef-
ficiency or slack initially exists in the overall public health system. Refer to various
points on the graph in your explanation.

C. Use the production possibilities curve to graphically show and verbally explain how
both programs could be expanded at a lower opportunity cost if growth is expected
for the public health care system. Refer to points on the graph in your explanation.

D. Verbally explain to the subcommittee members what factors might cause the public
health care system to grow.

3. Identify the so-called three legs of the medical stool. Explain how trade-offs might take
place among the three legs. If you had to choose one of the three to improve upon at
the neglect of the others, which would you choose? Why?

4. Does the U.S. health care system possess a privately or publicly financed health
care system? Explain.

5. What are two major uses of medical funds? How do the two major uses relate to
the four basic questions?

6. At this point in the book, do you think the United States spends too much on medical
care? Explain your reasoning using the PPC.

7. Explain the change in the percentage of the U.S. population with health insurance from
1940 to 1980. Can you think of any economic factors that may have caused that change?
Explain the change in the percentage insured since 1980.

8. Explain the change in the infant mortality rate (IMR) in the United States since 1960. Do
you think the IMR is too high in the United States? Why? What is the implication of a reduc-
tion in the IMR if we treat infant mortality rate reductions as one good on one axis of the
PPC and all other goods on the other axis? What is the implication of an IMR reduction if we
assume some production inefficiency initially exists in the U.S. health care system? Why?

9. In your own words, explain the general link between system structure, performance,
and policy.
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Appendix 1: Economic Models and Empirical Testing

Health economics can be considered as both a social science and a science.® As a social
science, the field of health economics studies people in their everyday lives and addresses
issues such as obesity, alcohol abuse, and abortion. As a science, health economics offers
testable hypotheses. For example, a health economist might explore empirically if people
purchase more whiskey or fast food when their prices decline—the so-called law of de-
mand. In either case, models and empirical methods are used in health economics. This
appendix offers an introduction to both of these tools of health economic analysis.

Economic Models

As mentioned earlier, the PPC is an example of an economic model. Models are abstrac-
tions of reality and are used in economics to simplify a very complex world. Economic
models can be stated in descriptive (verbal), graphical, or mathematical form. Usually an
economic model like the PPC describes a hypothesized relation between two or more vari-
ables. For example, suppose the hypothesis is that health care expenditures, E, are directly
(as opposed to inversely) related to consumer income, Y. That hypothesis simply means
that expenditures on health care services tend to rise when consumer income increases.
Mathematically, a health care expenditure function can be stated in general form as

(A1-1) E = f(Y).

Equation Al1-1 implies that health care spending is a function of consumer income. In par-
ticular, health care expenditures are expected to rise with income.

An assumption underlying economic models is that all factors, other than the variables
of interest, remain unchanged. For example, our hypothesis that health care expenditures
are directly related to income assumes that all other likely determinants of health care
spending, such as prices, tastes, and preferences, stay constant. As another example, notice
in the previous analysis that the stocks of resources and technology are held constant when
constructing the PPC. Indeed, economists normally qualify their hypotheses with the Latin
phrase ceteris paribus, meaning “all other things held constant.” By holding other things
constant, we can isolate and describe the pure relation between any two variables.

8. In fact, economics, of which health economics is a subdiscipline, touches upon history, psychology, sociology, philosophy,
mathematics, and statistics.
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The expenditure function in Equation Al-1 is expressed in general mathematical form,
but a hypothesis or model is often stated in a specific form. For example, the following
equation represents a linear expenditure function for health care services:

(A1-2) E=a+ by,

where a and b are the fixed parameters of the model. This equation simply states that
health care expenditures are directly related to consumer income in a linear (rather than
nonlinear) fashion. Mathematically, the parameter a reflects the amount of health care ex-
penditures when income is zero, whereas b is the slope of the expenditure function. The
slope measures the change in health care expenditures that results from a one-unit change
in income, or AE/AY.

For example, let us assume the parameter a equals $1,000 per year and b equals one-
tenth, or 0.1. The resulting health care expenditure function is thus

(A1-3) E = 1,000 + 0.1Y.

Equation A1-3 implies that health care expenditures rise with income. In fact, the slope
parameter of 0.1 suggests that each $1,000 increase in consumer income raises health care
spending by $100.

The health care expenditure function in Equation A1-3 is represented graphically in
Figure Al1-1. Yearly consumer income per household is shown on the horizontal axis, and
annual health care spending per household is shown on the vertical axis. According to the
function, health care spending equals $3,000 when household income is $20,000 per year.
Consumers earning $50,000 per year spend $6,000 per year on health care services. Note
that the expenditure function clearly represents our hypothesis concerning the direct rela-
tion between income and health care spending.

Now suppose some other determinants of health care expenditures change. Although
this assumption violates our implicit ceteris paribus condition, we can incorporate
changes in other factors into the health care expenditure model fairly simply. For example,
suppose people generally become sicker than before, perhaps because households have
become older on average. Obviously, this change tends to increase health care spending.
Assuming that the “aging” effect influences only the intercept term and not the value
of the slope parameter, the expenditure function shifts upward by the yearly increase
in health care spending due to the aging population. Figure A1-2 shows an example of
this effect.

Yearly medical costs are assumed to increase by $500 for the typical household. Thus,
the health care expenditure function shifts upward at each level of income by $500 to E,.
If the aging effect also influences the percentage of additional income that people spend
on health care services, the slope of the function changes as well. An increase (decrease)
in the marginal propensity to spend out of income raises (lowers) the slope and rotates the
expenditure function to the left (right).’

As you can see, a model, such as this expenditure function or the PPC, is useful because
it helps simplify an otherwise complex world. We can better and more easily understand

9. Problem 2 at the end of the chapter asks you to complete an exercise of this type.
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FIGURE A1-1
Health Care Expenditure Function
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According to the expenditure function, health care spending increases with income. For example, health care spending
equals $3,000 when household income equals $20,000 per year and $6,000 when household income equals $50,000
per year.

the relation among key variables. Models are also useful because they often offer valuable
insights into the necessity or relative effectiveness of various public policies. For example,
we saw from the PPC that policy changes typically involve trade-offs that public policy
makers should heed.

In the case of our health care expenditure function, suppose that some government
agency, such as the U.S. Government Accountability Office or Congressional Budget Office,
determines that $4,000 of annual household spending on health care is necessary to
maintain the health of family members in the typical household. Further suppose that a
study by this same government agency finds that our health care expenditure model, as
reflected in Equation A1-3, represents the true relation between household income and
health care spending. If so, our model suggests that households with incomes less than
$30,000 tend to spend less than the necessary amount on health care. The government
might use this information to determine the subsidy needed at each level of family in-
come to reach the targeted amount of $4,000. For example, a household with $10,000 of
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FIGURE A1-2
A Shift in the Health Care Expenditure Function
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Yearly health care spending is assumed to increase by $500 for a reason other than a change in income. Thus, the
expenditure function shifts upward at each level of income by $500 to E,.

income would require a $2,000 subsidy to reach the targeted amount of health care spend-
ing whereas a household with $28,000 would need only $200.

Consequently, economic models are useful because they help simplify complex situa-
tions so we can more easily understand how things fit together. Models also are of great
use for policy purposes.

Positive and Normative Analysis

Health economists perform two types of analysis. Positive analysis uses economic theory
and empirical analysis to make statements or predictions concerning economic behavior.
It seeks to answer the question “What is?” or “What happened?” For example, we might
investigate the exact relation between income and health care spending. Because positive
analysis provides or predictions, it tends to be free of personal values.

Normative analysis, on the other hand, deals with the appropriateness or desirability
of an economic outcome or policy. It seeks to answer the question “What ought to be?” or
“Which is better?” For example, an analyst might conclude that households with incomes
less than $30,000 per year should be subsidized by the government because they are unable
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to maintain a proper level of health care spending. Naturally, this implies that the analyst
is making a value judgment. Because opinions vary widely concerning the desirability of
any given economic outcome and the role government should play in achieving outcomes,
it is easy to see why normative statements generally spark more controversy than positive
ones. For instance, when 518 health economists were asked whether the Canadian health
care system is superior to the U.S. system, there was much disagreement. Fifty-two percent
of the economists agreed and 38 percent disagreed with the statement. The remaining 10
percent had no opinion or lacked the information needed to respond to the question (Feld-
man and Morrisey, 1990).

The following sets of positive and normative economic statements should give you a
better understanding of the difference between the two. Notice that the positive statements
deal with what is or what will be, whereas the normative statements concern what is
better or what ought to be.

Positive: According to Becker and Murphy (1988), a 10 percent increase in the price of
cigarettes leads to a 6 percent reduction in the number of cigarettes consumed.
Normative: The government should increase the tax on cigarettes to prevent people
from smoking.

Positive: A study by Hellinger (1991) estimates that the average yearly cost of treating
someone with AIDS is $38,300, while the lifetime costs equal $102,000.

Normative: 1t is in our country’s best interests that the federal government take a more
active role in the prevention of AIDS.

Positive: National health care expenditures per capita are higher in the United States
than Canada.

Normative: To control health care expenditures, the United States should adopt a
national health insurance program similar to Canada’s.

Empirical Testing

Empirical testing of economic theories is important for two reasons. First, economic
hypotheses require empirical validation, especially when a number of competing theo-
ries exist for the same real-world occurrence. For example, some people believe medical
illnesses occur randomly whereas others believe medical illness is largely a function of
lifestyle. The “random” and “lifestyle” explanations represent two competing theories for
medical illnesses. Empirical studies can potentially ascertain which theory does a better
job of explaining illnesses.

Second, even well-accepted theories are unable to establish the magnitude of the rela-
tion between any two variables. For example, suppose we accept the theory that lifestyle
is a very important determinant of health status. A question remains about the magnitude
or strength of the impact lifestyle has on health status. Does a young adult who adopts
a sedentary lifestyle face a 10, 20, or 50 percent chance of dying prematurely compared
to an otherwise comparable individual? Empirical studies can help provide the answer to
that question.

There are many different ways for researchers to conduct an empirical analysis. The
method we emphasize in this book, which most economists also use, is regression analy-
sis. Regression analysis is a statistical method used to isolate the cause-and-effect relation
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among variables. Our goal is to provide the reader with an elementary but sufficient un-
derstanding of regression analysis so the regression results discussed in this book can be
properly interpreted. Regression analysis is explained through an example.

The example used concerns the relation between health care expenditures, E, and
consumer income, Y. Suppose we hypothesize that health care expenditures rise with
household income and want to test our theory. Health care expenditures represent the
dependent variable, and income is the independent variable. Furthermore, suppose we
expect a linear (or straight-line) relationship between income and health care expendi-
tures, or

(A1-4) E=a+ by,

where a is the constant or intercept term and b is the slope parameter. If you recall, the
slope parameter in this case identifies the change in health care expenditures that results
from a one-unit change in income.

Because we are interested in the actual or real-world magnitudes of the parameters a
and b, we will now collect a random sample of observations relating information on both
medical expenditures and income. The data might be series observations on income and
expenditures for a particular household over time or cross-sectional observations on in-
come and expenditures across different households at a particular point in time. In this
case, the household represents the unit of analysis but the unit of analysis could be an indi-
vidual or a town, county, state, region, or country. Suppose we collect cross-sectional data
on income and medical expenditures from a random survey of 30 households.

Exhibit A1-1 shows a scatter diagram illustrating our random sample of observations
(only 5 of the 30 observations are illustrated for easier manageability). Notice that the scat-
ter diagram of observations does not automatically show a linear relation between income
and health care expenditures because of omitted factors that also influence spending on
health care, some randomness to economic behavior, and measurement error. Our objec-
tive is to find the line that passes through those observations and provides the best expla-
nation of the relation between Y and E. One can imagine numerous lines passing through
the set of observations. What we want is the line that provides the best fit to the data.

A criterion is necessary to determine which line constitutes the best fit. One popular
criterion is ordinary least squares, or OLS. OLS finds the best line by minimizing the sum
of the squared deviations, e,, from the actual observations and a fitted line passing through
the set of observations, or

(A1-5) Minimize 3 &} = 3(E, — E)? = S(E, — @ — bY)%,

where E_ is the actual observation on medical expenditures and Ef is fitted (or predicted)
expendltures from the estimated regression line, @ + bY. In Exhibit A1-2, we show an ex-
ample of a fitted line and the resulting deviations between actual and fitted expenditures.
Based upon the sample of observations, a computer program (such as SAS, SPSS, or TSP)
searches for the best line using the OLS procedure. In the process of finding the best line,
the intercept and slope are determined, and thus we estimate the best magnitudes for a
and b that minimize the sum of the squared deviations from the actual observations.
Let’s suppose the following results are obtained from the regression analysis:

(A1-6) E = 2,000 + 0.2Y.
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EXHIBIT A1-1
Scatter Diagram of Income and Health Care Expenditures
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A scatter diagram showing the actual relationship between household income and health care spending for
5 observations.

EXHIBIT A1-2
Fitted Line
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The fitted line resulting from OLS and the associated deviations between the fitted and actual values.
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The results would tell us that the best fitted line to the data has an intercept of $2,000
and a slope of 0.2. Although the fitted or estimated regression line provides the “best” fit
compared to all other lines, we do not know yet whether it represents a “good” fit to the
actual data. Fortunately, the computer estimation procedure also provides us with some
goodness-of-fit information that we can use to determine if the best fit is also a reasonably
good one.

The two most common and elementary goodness-of-fit measures are the coefficient
of determination, R?, and the t-statistic, t. The coefficient of determination identifies the
fraction of the variation in the dependent variable that is explained by the independent
variable. Thus, the R? ranges between 0 and 1. Researchers tend to place more faith in
a regression line that explains a greater proportion of the variation in the dependent
variable.

The values for the parameters d and b are average estimates rather than true values because
they are based on a sample instead of all possible observations; thus, they are associated
with some error. Accordingly, there will be some deviations around the average estimate for a
and also around the average estimate for b. In fact, if the deviations are very large, we cannot
place much faith in the estimated value for the parameters. Indeed, the true value for b may
be zero. If so, no relationship exists between income and health care expenditures.

The computed t-statistic helps us identify how much deviation occurs around the esti-
mated average value for the parameters of the model. A t-statistic of 2 or more means that
the value of the estimated parameter was at least twice as large as its average deviation.
A rule of thumb is that when the t-statistic is 2 or more, we can place about 95 percent
confidence in the estimated average value for the parameter, meaning that only a 5 per-
cent likelihood exists that the relationship could have occurred by chance. Another rule of
thumb is that when the t-statistic is 3 or more, we can place 99 percent confidence in our
estimated value for the parameter. In this case, only a 1 percent likelihood exists that the
relation occurred by chance.

Regression results are generally reported similar to the following:

(A1-7) E =2,000 + 0.2Y R?=0.47
(2.52) (3.40) N =30

The t-statistics are reported in parentheses below the parameter estimates. Because the
t-statistic associated with income is greater than 3, we can place a high degree of confi-
dence in the parameter estimate of 0.2. Also, according to the regression results, income
explains about 47 percent of the variation in health care expenditures. The number of
observations, N, is 30.

Before we move on we need to interpret the parameter estimates for Equation A1-4. The
intercept term of 2,000 tells us the level of health care expenditures when income is zero.
The parameter estimate of 0.2 on the income variable is much more telling and suggests
that expenditures on health care will increase by 20 cents if income increases by one-dollar.
If the estimated parameter was instead -0.2, it would mean that a one-dollar increase in
income causes health care expenditures to decrease by 20 cents. Thus, both the sign and
value of the parameter estimate convey important information to the researcher.

The regression analysis we have been discussing thus far is an example of a simple re-
gression because there is only one independent variable. Multiple regression refers to an
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analysis in which more than one independent variable is specified. For example, theory
might tell us that price or tastes and preferences should also be included in an expenditure
equation. The OLS procedure behind multiple regression is the same as that for simple
regression and finds the best line that minimizes the squared deviations between the ac-
tual and fitted values. The computed R? identifies the variation in the dependent variable,
say, health care expenditures, explained by the set of independent variables, which in our
example would be price, income, and tastes and preferences. Each independent variable
would be associated with an estimated parameter and t-statistic. For example:

(A1-8) E = 1,000 — 0.2P + 0.13Y + 0.84 R?> = 0.75
(2.32) (0.42) (3.23) (4.00) N =30

where P represents the price of medical services and A represents the average age in the
household as a proxy for tastes and preferences. According to the regression results, the
independent variables collectively explain 75 percent of the variation in health care expen-
ditures. Also, the regression results suggest that income and age both have a statistically
significant direct impact on health care expenditures. Price, on the other hand, has no im-
pact on health care expenditures according to the regression findings.

Association versus Causation

As mentioned previously, the intent behind multiple regression analysis is to establish a
cause and effect relationship among variables. Sometimes, however, multiple regression
analysis simply captures an association or correlation among variables rather than a true
causal relationship. That happens most often for observational studies that involve cross-
sectional or time series data but contain no correction for the circumstances behind the
observed relationship. The association but lack of causation typically occurs because the
underlying observations have not resulted from a randomized process with both a control
and a treatment group. Figure A1-3 helps to show why an observational study may be hin-
dered by its inability to distinguish between a causal relationship and an association.

FIGURE A1-3
Association Rather Than Causation

Health status affects medical care utilization
rather than the reverse.

Physical = F (office visits, X)

Health
Status

Z: Unobservable factor

Office visits are associated with physical health status because an unobservable factor, such as mental health status,
affects both.
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The figure illustrates a simple relationship between physical health status (say a self-
reported index ranging from poor to excellent physical health) and the number of physician
visits (as a measure of medical care). All other measurable factors affecting physical health
status, like age, gender, and income, are collapsed and captured in the variable X. Suppose
we are investigating if more office visits help to improve, or cause, better health. However,
even if the multiple regression analysis yields a statistically significant relation between the
number of physician visits and more favorable health we cannot be certain if the evidence
supports a causal relationship. The uncertainty holds for two reasons.

First, a third unobservable and therefore immeasurable factor, Z, that cannot be in-
cluded in X, may simultaneously affect both the number of physician visits and physi-
cal health status and thereby produce the observed association. For example, suppose
we cannot properly and completely measure mental health status (e.g., the severity of
depression) and mental health status influences both the self-reported physical health
index and the likelihood of visiting a physician. Perhaps, severely depressed individuals
simultaneously downgrade their physical health status and become more reclusive so they
fail to visit their physician. If so, any observed correlation between physician visits and
physical health status, in the presence of this important omitted unobservable variable,
may not reflect causation.

Second, reverse causality may pose a problem when attempting to draw inferences about
the direction of causal relationships from regression results. That is, physical health sta-
tus, the dependent variable in Figure A1-3, may influence the number of physician visits,
the independent variable. For example, state governments may pursue policies to encour-
age more doctors per person in areas with the highest infant mortality rates. Or, pregnant
mothers may be more likely to seek out physicians when they suspect the health of their
infants may be at greater risk. Hence, the regression results from an observational study
would actually reflect a reverse effect—health status causes visits.

As a result, investigators often use various methods to identify or isolate causal relation-
ships. Basically, some type of identification strategy is necessary to distinguish a causal
relationship from an association. One strategy randomly assigns people or households to
different situations or categories and conducts a controlled behavioral experiment. Follow-
ing our same example, on a random basis, various individuals might be required to visit
the doctor a certain number of times per year. Some individuals may not be allowed any
physician visits at all, and others may be forced to visit their doctor ranging from one to ten
times per year, regardless of their income, observable mental health status, or other per-
sonal characteristics. The random assignment of households corrects for any self-selection
bias that results when individuals with different (unobservable) mental health states are
allowed to choose the number of doctor visits.

The analyst then studies the relation between the number of office visits and physical
health status, while controlling for other observable measures that may also affect health
status using a technique such as multiple regression analysis. The hypothesis is that physi-
cal health status improves with more office visits—ceteris paribus. As you might expect,
randomized social experiments of this kind offer valuable insights but are very expensive
to conduct. In addition, the health of some individuals might be seriously compromised
if they are not permitted to visit the doctor a reasonable number of times per year. Hence
large social experiments are rarely conducted. In Chapter 5, we will discuss the RAND
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Health Insurance Study of the 1970s which randomly assigned households to different
health plans and investigated various hypotheses relating to health and health care.

A natural experiment, an alternative identification strategy, arises when some type of
external global policy, unrelated to other determinants of physical health status, produces
an uncontrollable shock in the medical care received by a treatment group. Changes in the
health outcomes of this treatment group are then compared to health outcomes of the con-
trol group that did not experience that same external shock but otherwise faced fairly simi-
lar circumstances. The uncontrollable nature of the policy shock prevents self-selection.

For example, suppose the government sharply cuts funding for various public health
insurance plans such that some low-income people are randomly terminated from the pro-
grams. Those individuals terminated from the programs represent the treatment group and
those continuing in the programs represent the control group. After a given period, we then
gather data on physical health status and other determinants of health status including age,
gender, and income.

In the multiple regression analysis, physical health status serves as the dependent vari-
able. The independent variables include a 0 or 1 dummy variable identifying if the indi-
vidual was subjected to the policy shock or not, and other measurable determinants of
physcial health status. Assuming 1 represents an individual in the treatment group, we
would expect a negative coefficient on the dummy variable because termination from the
programs causes poorer health, all other factors held constant.

Several natural experiments have studied the effect of medical care program termina-
tions (such as veteran or maternal health benefits) on the health outcomes of a treatment
group compared to an otherwise similar control group for which the termination did not
occur (Levy and Meltzer, 2001). While this method offers a valuable way of identifying
the existence of causal relationships, various drawbacks exist. First of all, not many policy
shocks occur in practice for testing various hypotheses. Even when they do, the so-called
treatment and control groups may not be randomly selected. For example, in some of the
studies just cited, only those individuals with less severe illnesses were terminated from
the medical care programs.

The third identification strategy is called the instrumental variables approach. To con-
duct the instrumental variables approach, in the context of our example, a variable (i.e., an
instrument) or a set of variables that affect the number of office visits but not physical health
status must be found. For instance, the distance of each household from the physician’s office
might be used as an instrument because it could be argued that distance helps to determine
the number of office visits (i.e., convenience), but not physical health status.

If so, a multiple regression technique called two stage least squares can be employed
to examine the extent to which distance affects the number of physician visits in the
first stage of the estimation procedure and then the effect of physician visits on physi-
cal health status in the second stage. This technique essentially purges some of the
association between physician visits and physical health status resulting from the third
variable problem or reverse causality. That is, we can identify any change in physi-
cal health that results from a change in the number of office visits because of less or
greater convenience.

The instrumental variables approach is one of the more popular methods for identify-
ing causal relationships. However, in practice, it is often difficult to find a suitable set of
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instruments. This is particularly true for health economic analyses where many variables
are highly correlated with one another such as the consumption of medical care, health
insurance status, income, and health status—it is very hard to find a factor of set of factors
that affect one but not the others.

The final method to identify a causal relationship is referred to as the fixed effects
model. A panel data set, which combines both cross-sectional and time series data, is
necessary to use a fixed effects model. The same 100,000 people over 10 years or 50 states
over 20 years represent examples of panel data sets. Because of the time dimension, we
can track how the same cross-section of observations reacts to changes in various factors
over time. More importantly, a 0/1 dummy variable for each cross-section observation in
the sample can be specified in the multiple regression equation to control for unobservable
heterogeneity (i.e., unobservable differences among the cross-section observations).

Recall from our running example that we are unable to control for the severity of men-
tal depression and that omitted variable creates a third variable problem. Assuming each
individual’s state of mental depression is fairly constant over time, the set of cross-section
dummy variables or fixed effects essentially helps to control for mental health status
differences as well as any other unobservable differences among the individuals in the
sample. This reduces the likelihood of a third variable problem and allows the researcher to
better identify a causal relationship.

For that reason, most of the statistical research today in health economics involves a
fixed effects model. There are a couple of shortcomings associated with the fixed effects
approach, however. First, data requirements are much greater. Data for the same cross-
section of observations must be obtained and inputted for a number of years. But with
greater amounts of data available on-line and in predetermined formats, that shortcoming
is becoming less troublesome. Second, the fixed effects model assumes that the unobserv-
able heterogeneity, e.g., severity of mental depression, is relatively constant over time. If
the unobservable variable changes over time, then the third variable problem may not be
eliminated and the empirical results may reflect an association instead of a causal relation-
ship. When a social or natural experiment cannot be performed, a preferred identification
strategy combines an instrumental variables approach along with a fixed effects model.

Summary

Economic models and empirical testing of hypotheses are important for making sense of
the real world, for advancing knowledge, and for public policy purposes. Economic models
help to organize our thoughts about the relationship among key variables by helping to
simplify an otherwise complex world. Positive analysis cannot be performed without eco-
nomic models and normative analysis should be based on solid positive theory.

Empirical evidence should also be based on sound economic theory. That is, the vari-
ables specified in a multiple regression equation should be based on economic reasoning
rather than ad hoc notions. Knowing the quantitative magnitude of the relationships among
variables provides important insights into the relative effectiveness of various policies. As a
result, choosing the best policy often requires hard empirical evidence.

We recognize that learning the material in this appendix does not make the reader an
econometrician. Econometrics is way too complex for that to happen. The material does,
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however, introduce the reader to the general idea behind the empirical testing of health
economic hypotheses. It also exposes the reader to some of the pitfalls involved and sev-
eral techniques for dealing with these pitfalls. The basic idea is that all multiple regression
models are not created equally; some are clearly better than others. We invite you to learn
more about the theory and practice of econometrics.!©

Review Questions and Problems

1. Determine whether the following statements are based on positive or normative analy-
sis. Be sure to substantiate your answers.

A. Prices of physician services should be controlled by the government because many
citizens cannot afford to pay for a visit to a physician.

B. According to Tosteson et al. (1990), a 25 percent drop in the number of people who
smoked in 1990 would reduce the incidence of coronary heart diseases by 0.7 per-
cent by the year 2015.

C. Rising health care costs have forced numerous rural hospitals to close their doors in
recent years.

D. According to government statistics, in 1989 7.2 deaths per 100,000 residents were
alcohol induced. To decrease this number, the government should impose higher
taxes on alcohol.

2. Suppose a health expenditure function is specified in the following manner:

E =500 + 0.2Y,

where E represents annual health care expenditures per capita and Y stands for income

per capita.

A. Using the slope of the health expenditure function, predict the change in per capita
health care expenditures that would result from a $1,000 increase in per capita
income.

B. Compute the level of per capita health care spending when per capita income takes
on the following dollar values: 0; 1,000; 2,000; 4,000; and 6,000.

C. Using the resulting values for per capita health care spending in part B, graph the
associated health care expenditure function.

D. Assume that the fixed amount of health care spending decreases to $250. Graph
the new and original health care functions on the same graph. What is the relation
between the original and new health care expenditure functions?

E. Now assume that the fixed amount of health care spending remains at $500 but
the slope parameter on income decreases to 0.1. Graph both the original and new
health care expenditure functions. Explain the relation between the two lines.

10. The website for the text at http://www.cengage.com/economics/santerre contains another more formal econometric appendix
written by Bruce Carpenter of Mansfield University. It goes into great detail on the specifics behind multiple regression analysis,
logarithmic functions, and how elasticities can be determined with the estimated coefficients among other topics. Studenmund
(2006) offers a good introduction to econometric issues. Also, Dowd and Town (2002) offer a worthwhile discussion of causation
versus association.
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3. Victor Fuchs (1996) lists the following questions in an article in The Wall Street Jour-
nal. Identify whether the following questions involve positive or normative analysis.
All the questions deal with a Republican plan to reform Medicare, the public health
insurance program for the elderly.

A. How many Medicare beneficiaries will switch to managed care?

B. How much should the younger generation be taxed to pay for the elderly?

C. Should seniors who use less care benefit financially, or should they subsidize those
who use more care?

D. How many Medicare beneficiaries will switch to medical savings accounts (see

Chapter 16)?

What effect will these changes have on utilization?

How much should society devote to medical interventions that would add one year

of life expectancy for men and women who have already passed the biblical “three

score and ten?
G. Will senior citizens’ choices about types of coverage depend on their health status?
H. If the rate of spending growth is reduced to 6 percent from 10 percent a year, what
will happen to the growth of medical services? To physician incomes?

4. Indentify two purpose of empirical testing.

5. Suppose you are explaining the technique behind OLS to a statistically-challenged
but otherwise intelligent uncle of yours. Further suppose the statistical relationship
concerns one between the number of physician visits and physical health status. Don’t
worry about drawing causality but only explaining the OLS technique itself. Explain to
him how OLS fits a line to a set of observations. You might want to use a scatter dia-
gram and an equation for a line to make your point.

6. Suppose you are presented with the following regression equation involving health
care expenditures and its determinants, where all of the variables have been defined
previously.

M

E =500 — 25P + 0.20Y — 1.2A R*>=0.30
(1.21) (2.45) (0.43) (4.13) N = 1,000

a. What percent of the variation in health care spending is explained by the various
independent variables?

b. Which of the independent variable possess a statistical significant impact on health
care spending? What do the results suggest about the relation between income and
health care spending?

c. Supposing that both P and E are measured in dollars, interpret the coefficient esti-
mate on P.

d. What does the coefficient estimate on A suggest about the relation between age and
health care spending?

e. Can you think of any omitted variables that might cause our estimates to be
suspect?

7. Some years ago several researchers found a correlation between cigarette smoking and
suicides. Do you think this correlation reflects an association or a causal relationship?
Why? If it reflects an association, can you think of a plausible third variable?

8. What are meant by the third variable problem and reverse causation?
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9. In your own words, explain the difference between a social experiment and a natural

experiment.

10. In your own words, explain how the instrumental variables and fixed effects approaches

deals with the third variable problem.
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Health and Medical Care:
An Economic Perspective

The disintegration of the Soviet Union, which many Americans viewed on their tele-
visions with the collapse of the Berlin Wall on November 6, 1989, emerged as a ma-
jor turning point in the twentieth century and radically changed the lives of millions
of people. As a case in point, in just five short years, from 1989 to 1994, the life ex-
pectancy of men in Russia fell by 6.6 years. For women over the same time period,
life expectancy fell by 3.3 years. Brainerd and Cutler (2005) investigate the impact
of five major trends on the increase in mortality rates in Russia: the deterioration
of the health care system, the increase in traditional risk factors for cardiovascular
disease such as smoking, the increase in alcohol consumption, changes in diet, and
material deprivation. Overall, they find that about half of the increase in mortality
in Russia was brought about by increased alcohol consumption and the stress that
accompanied the transition to a market economy. The other three major trends did
not appear to statistically impact the increase in mortality rates.

The study by Brainerd and Cutler illustrates the important roles that medical care,
lifestyle, socioeconomic conditions, and the environment play in the overall health
of the people in a country. This chapter explores these relationships by establishing
the theoretical and empirical connection between health and various factors such as
medical care. In particular, this chapter:

e discusses the concepts of health and medical care

e introduces utility analysis to explain why people desire health

e utilizes production theory to explain the making of health

* reviews the empirical results concerning the factors that influence health
e discusses the historical impact of public health on health outcomes.
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What Is Health?

The Mosby Medical Encyclopedia (1992, p. 360) defines health as “a state of physical, men-
tal, and social well-being and the absence of disease or other abnormal condition.” Econo-
mists take a radically different approach. They view health as a durable good, or type of
capital, that provides services. The flow of services produced from the stock of health “capi-
tal” is consumed continuously over an individual’s lifetime (see Grossman, 1972a, 1972b).
Each person is assumed to be endowed with a given stock of health at the beginning of a
period, such as a year. Over the period, the stock of health depreciates with age and may be
augmented by investments in medical services. Death occurs when an individual’s stock of
health falls below a critical minimum level.

Naturally, the initial stock of health, along with the rate of depreciation, varies from individ-
ual to individual and depends on many factors, some of which are uncontrollable. For example,
a person has no control over the initial stock of health allocated at birth, and a child with a
congenital heart problem begins life with a below-average stock of health. However, we learn
later that medical services may compensate for many deficiencies, at least to some degree. The
rate at which health depreciates also depends on many factors, such as the individual’s age,
physical makeup, lifestyle, environmental factors, and the amount of medical care consumed.
For example, the rate at which health depreciates in a person diagnosed with high blood pres-
sure is likely to depend on the amount of medical care consumed (is this person under a doc-
tor’s care?), environmental factors (does he or she have a stressful occupation?), and lifestyle
(does the person smoke or have a weight problem?). All these factors interact to determine the
person’s stock of health at any point in time, along with the pace at which it depreciates.

Regardless of how you define it, health is a nebulous concept that defies precise measure-
ment. In terms of measurement, health depends as much on the quantity of life (that is, number
of life-years remaining) as it does on the quality of life. Quality of life has become an increas-
ingly important issue in recent years due to the life-sustaining capabilities of today’s medical
technology. The issue gained national prominence in 1976 when, in a landmark court decision,
the parents of Karen Ann Quinlan were given the right to remove their daughter, who was in
a persistent vegetative state, from a ventilator. Because the quality of life is a relative concept
that is open to wide interpretation, researchers have wrestled with developing an instrument
that accurately measures health. In Chapter 3, we will discuss some of these measures.

Why Good Health? Utility Analysis

As mentioned earlier, health, like any other durable good, generates a flow of services. These
services yield satisfaction, or what economists call utility. Your television set is another
example of a durable good that generates a flow of services. It is the many hours of program-
ming, or viewing services, your television provides that yield utility, not the set itself.

As a good, health is desired for consumption and investment purposes. From a con-
sumption perspective, an individual desires to remain healthy because she or he receives
utility from an overall improvement in quality of life. In simple terms, a healthy person
feels great and thus is in a better position to enjoy life. The investment element concerns
the relation between health and time. If you are in a positive state of health, you allocate
less time to sickness and therefore have more healthy days available in the future to work
and enhance your income or to pursue other activities, such as leisure. Economists look at
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education from the same perspective. Much as a person invests in education to enhance
the potential to command a higher wage, a person invests in health to increase the likeli-
hood of having more healthy days to work and generate income.

The investment element of health can be used to explain some of the lifestyle choices
people make. A person who puts a high value on future events is more inclined to pursue
a healthy lifestyle to increase the likelihood of enjoying more healthy days than a person
who puts a low value on future events. A preference for the future explains why a middle-
aged adult with high cholesterol orders a salad with dressing on the side instead of a steak
served with a baked potato smothered in sour cream. In this situation, the utility gener-
ated by increasing the likelihood of having more healthy days in the future outweighs the
utility received from consuming the steak dinner. In contrast, a person who puts a much
lower value on future events and prefers immediate gratification may elect to order the
steak dinner and ignore the potential ill effects of high cholesterol and fatty foods.

Naturally, each individual chooses to consume that combination of goods and services,
including the services produced from the stock of health, which provides the most utility. The
isolated relation between an individual’s stock of health and utility is captured in Figure 2-1,

FIGURE 2-1
The Total Utility Curve for Health
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The total utility curve is upward sloping and depicts the relation between an individual’s stock of health and utility. The
positive slope indicates that total utility increases as an individual’s stock of health improves; the bowed shape of the
curve captures the impact of the law of diminishing marginal utility. This law is a fundamental principle of econom-
ics stating that each additional improvement in health generates an ever smaller increase in utility. Notice that the
increase in health from H, to H, causes utility to increase from U, to U,, while an equal increase in health for H, to H,
results in a smaller increase in utility from U, to U,.
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FIGURE 2-2
The Marginal Utility Curve for Health
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The MU curve illustrates the relation between marginal utility and the stock of health, and it is downward sloping
because of the law of diminishing marginal utility. The shape of curve reflects the notion that each additional improve-
ment in health results in a smaller increase in utility than the previous one.

where the quantity of health, H, is measured on the horizontal axis and the level of utility, U, is
represented on the vertical axis.! The positive slope of the curve indicates that an increase in
a person’s stock of health directly enhances total utility. The shape of the curve is particularly
important because it illustrates the fundamental economic principle of the law of diminish-
ing marginal utility. This law states that each successive incremental improvement in health
generates smaller and smaller additions to total utility; in other words, utility increases at a
decreasing rate with respect to health.

For example, in Figure 2-1 an increase in health from H, to H, causes utility to increase
from U, to U,, while an equal increase in health from H, to H, generates a much smaller
increase in utility, from U, to U;. In the second case, the increase in utility is less when the
stock of health is greater because of the law of diminishing marginal utility. The implica-
tion is that a person values a marginal improvement in health more when sick (that is,
when having a lower level of health) than when healthy. This does not mean every indi-
vidual derives the same level of utility from a given stock of health. It is possible for two or
more people to receive a different amount of utility from the same stock of health. The law

1. To simplify matters, we ignore the intermediate step between the health stock, the services it provides, and the utility received
from these services and assume that the stock of health directly yields utility.
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of diminishing marginal utility requires only that the addition to total utility decreases with
successive increases in health for a given individual.

Another way to illustrate the law of diminishing marginal utility is to focus on the mar-
ginal utility associated with each unit of health. Marginal utility equals the addition to total
utility generated by each successive unit of health. In mathematical terms,

(2-1) MUy = AU/AH,

where MU, equals the marginal utility of the last unit of health consumed and A represents
the change in utility or health. In Figure 2-1, Equation 2-1 represents the slope of a tan-
gent line at each point on the total utility curve. The bowed shape of the total utility curve
implies that the slope of the tangent line falls as we move along the curve, or that MU, falls
as health increases.

Figure 2-2 captures the relation between marginal utility and the stock of health. The
downward slope of the curve indicates the law of diminishing marginal utility holds because
each new unit of health generates less additional utility than the previous one.

What Is Medical Care?

Medical care is composed of myriad goods and services that maintain, improve, or restore
a person’s health. For example, a young man might have shoulder surgery to repair a torn
rotator cuff so that he can return to work, an elderly woman may have hip replacement
surgery so she can walk without pain, or a parent may bring a child to the hygienist for an
annual teeth cleaning to prevent future dental problems. Prescription drugs, wheelchairs,
and dentures are examples of medical goods, while surgeries, annual physical exams, and
visits to physical therapists are examples of medical services.

Because of the heterogeneous nature of medical care, units of medical care are difficult
to measure precisely. Units of medical care are also hard to quantify because most repre-
sent services rather than tangible products. As a service, medical care exhibits the four Is
that distinguish it from a good: intangibility, inseparability, inventory, and inconsistency
(Berkowitz et al., 1989).

The first characteristic, intangibility, means that a medical service is incapable of being
assessed by the five senses. Unlike a new car, a steak dinner, or a new CD, the consumer
cannot see, smell, taste, feel, or hear a medical service.

Inseparability means that the production and consumption of a medical service take
place simultaneously. For example, when you visit your dentist for a checkup, you are
consuming dental services at the exact time the dentist is producing them. In addition, a
patient often acts as both producer and consumer. Without the patient’s active participa-
tion, the medical product is likely to be poorly produced.?

Inventory is directly related to inseparability. Because the production and consumption
of a medical service occur simultaneously, health care providers are unable to stockpile or
maintain an inventory of medical services. For example, a dentist cannot maintain an in-
ventory of dental checkups to meet demand during peak periods.

2. Educational services, like medical services, require the consumer’s active participation; that is, education is likely to be poorly
provided when the student plays a passive role in the process.
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Finally, inconsistency means that the composition and quality of medical services con-
sumed vary widely across medical events. Although everyone visits a physician at some
time or another, not every visit to a physician is for the same reason. One person may go
for a routine physical, while another may go because he needs heart bypass surgery. The
composition of medical care provided or the intensity at which it is consumed can differ
greatly among individuals and at different points in time.

The quality of medical care is also difficult to measure. Quality differences are reflected
in the structure, process, and/or outcome of a medical care provider (Donabedian, 1980,
1988). Structural quality is reflected in the physical and human resources of the medical
care provider, such as the facilities (level of amenities), medical equipment (type and age),
personnel (training and experience), and administration (organization structure). Process
quality reflects the specific actions health care providers take on behalf of patients in deliv-
ering and following through with care. Process quality might include access (waiting time),
data collection (background history and testing), communication with the patient, and di-
agnosis and treatment (type and appropriateness). Outcome quality refers to the impact
of care on the patient’s health and welfare as measured by patient satisfaction, work time
lost to disability, or postcare mortality rate. Because it is extremely difficult to keep all three
aspects of quality constant for every medical event, the quality of medical services, unlike
that of physical goods, is likely to be inconsistent.

As you can see, medical care services are extremely difficult to quantify. In most in-
stances, researchers measure medical care in terms of either availability or use. If medical
care is measured on an availability basis, such measures include the number of physicians
or hospital beds available per 1,000 people. If medical care is measured in terms of use,
the analyst employs data indicating how often a medical service is actually delivered. For
example, the quantity of office visits or surgeries per capita is often used to represent the
amount of physician services rendered, whereas the number of inpatient days is frequently
used to measure the amount of hospital or nursing home services consumed.

The Production of Good Health

Health economists take the view that the creation and maintenance of health involves
a production process. Much as a firm uses various inputs, such as capital and labor, to
manufacture a product, an individual uses medical inputs and other factors, such as a
healthy lifestyle, to produce health. The relation between medical inputs and output can
be captured in what economists call a production function. A health production function
indicates the maximum amount of health that an individual can generate from a specific
set of inputs in a given period of time. In mathematical terms it shows how the level of
output (in this case, health) depends on the quantities of various inputs, such as medical
care. A generalized short-run health production function for an individual takes the fol-
lowing form:

(2-2) Health = H(medical care, technology, profile, lifestyle,
socieconomic status, environment)
where health reflects the level of health at a point in time; medical care equals the quantity

of medical care consumed; technology refers to the state of medical technology at a given
point in time; profile captures the individual’s mental and physical profile as of a point
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FIGURE 2-3
The Total Product Curve for Medical Care
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The total product curve is upward sloping and indicates that as an individual consumes more medical care, overall
health improves. The positive intercept term represents the individual’s level of health when no medical care is con-
sumed and is a function of other factors such as lifestyle and the environment. The law of diminishing marginal pro-
ductivity accounts for the bowed shape of the curve. This law is a fundamental principle of production theory and it
implies that health increases at a decreasing rate when additional units of health care are consumed, holding all other
inputs in the health production process constant.

in time; lifestyle represents a set of lifestyle variables, such as diet and exercise; socio-
econonomic status reflects the joint effect of social and economic factors, such as educa-
tion, income and poverty; and environment stands for a variety of environmental factors,
including air and water quality.

To focus on the relation between health and medical care, we assume initially that all other
factors in the health production function remain constant. Figure 2-3 depicts this relation,
where q is a hypothetical measure of medical care, holding technology constant, and H repre-
sents the level of health. The intercept term represents the individual’s level of health when
zero medical care is consumed. As drawn, the total product curve implies that an individu-
al’s level of health is positively related to the amount of medical care consumed.? The shape
of the curve is very similar to that in Figure 2-1 and reflects the law of diminishing mar-
ginal productivity. This law implies that health increases at a decreasing rate with respect to
additional amounts of medical care, holding other inputs constant. For example, suppose an

3. However, we should not rule out the possibility that poor health status or an iliness might be created by additional medical
services. An illness created by a medical care encounter is referred to as an iatrogenic disorder, “a condition caused by medical
personnel or procedures or through exposure to the environment of a health-care facility” (Mosby Medical Encyclopedia, p. 401).
For example, a physician may accidentally harm a patient by prescribing the wrong medicine for a given medical condition.
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FIGURE 2-4
The Marginal Product Curve for Medical Care
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The MP curve establishes the relation between the marginal product of medical care and the amount of medical care
consumed. The curve is downward sloping because the marginal product of the last unit of medical care consumed
decreases as the individual consumes more medical care, reflecting the law of diminishing marginal productivity.

individual makes an initial visit and several follow-up visits to a physician’s office for a spe-
cific illness or treatment over a given period of time. It is very likely that the first few visits
have a more beneficial impact on the individual’s stock of health than the later visits. Thus,
each successive visit generates a smaller improvement in health than the previous one.

The relation between health and medical care can also be viewed from a marginal per-
spective, where the marginal product of medical care represents the incremental improve-
ment in health brought about by each successive unit of medical care consumed, or

(2-3) MP, = AH/Aq,

where MP, equals the marginal product of the last unit of medical care services consumed.
The law of diminishing marginal productivity holds that the marginal product of medical
care diminishes as the individual acquires more medical care. A graph of this relationship
appears as a negatively sloped curve in Figure 2-4.4

The other variables in the health production function can also be incorporated into the anal-
ysis. In general terms, a change in any one of the other variables in the production function
alters the position of the total product curve. The total product curve may shift in some

4. As in utility analysis, the marginal product of medical care equals the slope of a tangent line drawn to every point on
Figure 2-3.
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instances and/or rotate in others. In the latter case, the curve rotates because the marginal
productivity of medical care has changed in response to the change in the other factors.

New medical technologies have profoundly affected all aspects of the production of
medical care. In the broadest of terms, examples of new technologies include the devel-
opment of sophisticated medical devices, the introduction of new drugs, the application
of innovative medical and surgical procedures, and most recently, the use of computer-
supported information systems, just to name a few. According to Cutler and Huckman
(2003) and Cutler and McClellan (2001), technological change can result in treatment
expansion, treatment substitution, or some elements of both. Treatment expansion occurs
when more patients are treated by a new medical intervention, perhaps because of a higher
success rate or lower risks to health. Treatment substitution occurs when the new technol-
ogy substitutes for or replaces an older one.

In the context of our health production model, the development and application of a
new medical technology causes the total product curve to pivot and rotate upward because
the marginal productivity of each unit of medical care consumed increases, as illustrated
in Figure 2-5. Notice that the total product curve rotates upward from TP, to TP, and each
unit of medical care consumed now generates a greater amount of health. The movement

FIGURE 2-5
The Effect of Technological Change on the Total Product Curve for Medical Care
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The total product curve shifts upward with the development and application of new medical technology because of
an increase in the marginal product of medical care. A movement from point A to point B illustrates the case in which
a new technology results in a simultaneous increase in the amount of medical care consumed and improvement in
health. A movement from point A to point C depicts the case in which the new medical technology has no impact on
health but results in less consumption of medical care.
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from point A to point B in Figure 2-5 illustrates the case in which the improvement in
medical technology brings about an increase in the amount of medical care consumed from
q, to g, along with an improvement in health from H, to H,. This movement represents the
treatment expansion resulting from the new medical technology. Movement from point A
to point C illustrates the situation in which the new technology has no impact on health
but results in less consumption of medical care from g, to g,. In this case, the new technol-
ogy is cost saving, everything else held constant. It should be noted that the increase in the
marginal product of medical care brought about by the medical technology also causes the
marginal product curve to shift to the right.

The profile variable in Equation 2-2 depends on a host of variables and controls for such
items as the person’s genetic makeup, mental state, age, gender, and race/ethnicity as of a
given point in time (such as the beginning of the year). Any change in the profile variable
affects both the intercept term and the slope of the health production function. For exam-
ple, an individual’s genetic makeup may make him or her a candidate for prostate or breast
cancer. If this individual gets cancer for that reason, then his or her total product curve
shifts downward. That is because overall health has decreased regardless of the amount
of medical care consumed. The total product curve is also likely to rotate downward at
the same time because the marginal product of medical care should decrease as the profile
worsens. The total product curve rotates downward because an otherwise healthy person
is likely to respond more favorably to medical treatments for a given medical complication
than one who is less healthy. Both of these changes are represented in Figure 2-6, where
the total product curve shifts and rotates downward at the same time from TP, to TP,. The
marginal product curve for medical services also shifts to the left, because each incremental
unit of medical care now brings about a smaller improvement in health.

The effect of age on the production of health is relatively straightforward. Age affects
health through the profile variable. As an individual ages and deteriorates physically, both
health and the marginal product of medical care are likely to fall. In addition, the rate at
which health depreciates over the period is also likely to increase with age. This causes the
total product curve to shift downward and flatten out. The decrease in the marginal prod-
uct of medical care also causes the marginal product curve to shift to the left.>

Lifestyle variables consider the impact of personal health habits on the production of
health. Personal habits include such things as whether the person smokes, drinks exces-
sively, leads a sedentary lifestyle, is overweight, or has an improper diet. For example, con-
sider a newly health-conscious individual who decides that a change in lifestyle is in order.
After a regimen of diet and exercise, this person loses some weight and improves his or her
physical conditioning. As a result of this change in lifestyle, the individual’s level of health
and the marginal product of medical care should increase. This causes the total product
curve to shift and rotate upward.

As is the case with improvements in personal habits, improved socioeconomic con-
ditions cause the intercept term and the marginal product of medical care to increase.
For example, since education is likely to make the individual a more efficient producer of
health independently of the amount of medical care consumed, the total product curve
shifts upward. An individual with more education is likely to better understand the positive

5. The impact of gender on the total and marginal product curves is left to the reader and is the focus of a review question at the
end of this chapter.
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FIGURE 2-6
A Shift in the Total Product Curve for Medical Care
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The graph illustrates what happens to the total product curve when an individual gets an illness such as cancer for a
reason other than improper medical care. The curve shifts downward because at each level of medical care consumed
the individual is less healthy than previously was the case. The curve also rotates downward and becomes flatter,
reflecting the likelihood that the now ill individual is going to respond less favorably to a given amount of medical care
consumed, such as an office visit, than previously was the case when she was healthy.

impact of a healthy diet on health. The total product curve also steepens, or the marginal
product of medical care increases, because education allows the person to utilize each unit
of medical care consumed more effectively. For example, an educated individual may be
more inclined to understand and follow a physician’s advice concerning diet and exercise
after undergoing a heart bypass operation. In addition, she or he may be able to recognize
a medical problem early and seek medical care quickly when the effectiveness of medical
treatment is generally at its maximum.

However, we cannot rule out the reverse effect that health influences education, par-
ticularly during childhood. Take the case of a child with chronic asthma where an asthma
attack can be brought on by any number of events such as exposure to allergies or viral
infections, and physical exertion. As a result, a child with chronic asthma is more likely
to miss school, learn less while attending school, and in the end acquire less education.
Over time, what the researcher may observe is a less healthy adult with only a modest
level of education.
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Some analysts have hypothesized that the relation between education and health is far
more complex. For example, Fuchs (1979) argues that the acquisition of education and
health depends on the value people place on future events, or the rate at which they dis-
count future events. Individuals who place a high value on future benefits and are willing
to postpone gratification are inclined to acquire more education and pursue a healthier
lifestyle when they are young. This is because they want to reap the rewards of a higher
income and a longer life that more education and a healthier lifestyle can bring. On the
other hand, individuals who place a low value on future events and desire immediate grati-
fication are not likely to acquire significant amounts of education or to follow a healthy
lifestyle because they have adopted a “live for today” attitude. Thus, according to Fuchs,
higher levels of education may be associated with better health not because there is a
direct link between the two variables but because both variables are directly correlated
with a third factor, the degree to which future events are valued.

The impact of income on health is also complex and is referred to as the “income
gradient” in the literature “to emphasize the gradual relationship between the two: health
improves with income throughout the income distribution” (Deaton, 2002, p. 14). Income
is likely to indirectly impact health through a number of pathways. An increase in income
provides the individual the means to consume more medical care. In addition, a more afflu-
ent individual is likely to be more educated, pursue a healthier lifestyle, and live in a safer
environment, all of which contribute to improved health. For example, a more affluent indi-
vidual may live in a suburban community where the crime rate is low, access to drugs and
alcohol is limited, and quality medical care is available just around the corner. Income may
also have a direct impact on health, although the net effect is far from clear. On the one
hand, a wealthier individual may be employed in a safer work environment where the risk
of a work-related accident or illness is slim. On the other hand, a wealthier individual may
be employed in a more stressful occupation, which can adversely impact health.

In recent years an extensive body of literature has developed that examines whether the
distribution of income impacts health, and the income-health hypothesis has taken on a
variety of forms. According to the literature (Lynch et al., 2004; Wagstaff and van Doorslaer,
2000), the various hypotheses that have been offered over time can be classified into four
broad categories: the absolute income hypothesis, the relative income or deprivation hy-
pothesis, the relative position hypothesis, and the income inequality hypotheses.

The absolute income hypothesis simply states that an individual’s absolute income is
positively related to health for the reasons discussed previously. The relative income or
deprivation hypothesis posits that an individual’s income relative to some social group
average impacts overall health. Put in more definable terms, it is a person’s income relative
to some critical level such as the poverty line in the United States that matters. The pre-
sumption is that anyone with an income below the poverty line lacks the ability to acquire
the basic necessities, such as health care.

The relative position hypothesis emphasizes that one’s social position in the income
distribution also impacts health. For example, those at the bottom of the income scale in
the United States may become frustrated and feel left behind by the “American dream”
despite the fact that they have enough income to live in reasonable housing and receive
adequate health care. Out of a sense of discouragement, these people may tend to give up
and pursue a lifestyle detrimental to their health that could involve increased alcohol con-
sumption, smoking, and obesity.
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Finally, the income inequality hypothesis states that the distribution of income itself
directly impacts health. For example, greater income inequality may create an incentive for
government to limit spending on social programs that have a direct bearing on health in
an attempt to lower taxes. Greater income inequality may also lead to an erosion of social
capital, defined as “those features of social organizations—such as the extent of interper-
sonal trust between citizens, norms of reciprocity, and vibrancy of civic organizations—that
facilitate cooperation for mutual benefit” (Kawachi and Kennedy, 1999, p. 221). As a result,
the poor may find their public health needs largely ignored by society at large.

An adjustment in a person’s physical environment is also likely to affect the total
product curve. For example, an individual with an asthmatic condition might move from
Los Angeles, where smog is intense, to a community on the far outskirts of the city. Or
the person’s spouse may give up smoking to decrease the level of secondhand smoke in
the home. As a result, the probability that this person will succumb to a respiratory ail-
ment diminishes. Both of these changes cause the total product curve to shift and rotate
upward.

In short, health production theory suggests that a variety of factors, such as the indi-
vidual’s profile, medical care, state of medical technology, lifestyle, socioeconomic status,
and environment, interact to determine health. The theory also suggests that health
increases at a diminishing rate with respect to greater amounts of medical care consumed,
provided all other inputs remain constant. If any other inputs in the production process
change, the impact of medical care on health is also likely to change. The effect of any
one nonmedical input on health is also likely to exhibit diminishing returns—all other
inputs held constant. For example, running two miles a day may reduce someone’s weight
by 15 pounds over a six-month period. It is doubtful, however, that an additional two
miles per day of running could produce additional 15 pounds of weight loss during the
next six-month period.

Before we conclude this section, you should be aware that recently Jacobson (2000),
Bolin et al. (2002), and others have extended the Grossman model and developed a number
of sophisticated mathematical models that focus on the family rather than the individual as
the main producer of health. While these models are beyond the scope of this book, they
represent a valuable addition to the literature. The common theme is that individual deci-
sions to invest in health are made within the context of a family and that any decision on
the part of one family member regarding investments in health impacts the health invest-
ment decisions of others in the family. For example, a learning-disabled child may provide
an incentive to a mother to invest more in her own health to ensure that she will have the
time to aid her child. These theoretical developments provide a number of challenges to
researchers as they strive to understand the complex relationships between family mem-
bers and individual health-related decisions.

Empirical Evidence on the Production
of Health in the United States

Health economists have long been trying to understand the complex nature in which
medical care and other factors interact to improve, maintain, and restore health. That
quest has led researchers to develop a variety of sophisticated estimation models that
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find their theoretical underpinnings in Equation 2-2 to empirically examine the pro-
duction of health. Using the literature as our guide, we review the empirical evidence
concerning the characteristics associated with the production of health for adults and
infants.

The Determinants of Health among Nonelderly Adults

Medical Care and Health To no one’s surprise, the literature has found the consumption
of medical care has a positive impact on the production of adult health. However, the re-
sults also indicate that quantitatively, the impact is relatively small. For example, Hadley
(1982) finds that a 10 percent increase in per capita medical care expenditures results in
only a 1.5 percent decrease in the adult mortality rate. His result confirms those of an
earlier study conducted by Auster et al. (1969), who estimate that a 10 percent increase
in medical services leads to a 1 percent drop in the age-adjusted mortality rate. Sickles
and Yazbeck (1998) find that a 10 percent increase in health-related consumption leads
to about a 0.3 percent improvement in health as measured by a comprehensive health
index that considers a number of quality-of-life variables. Finally, based upon a random
assignment of households to different health plans, Newhouse et al. (1993) find that
households in low coinsurance plans received more medical care yet possessed virtually
the same level of health as those households in high coinsurance plans, ceteris paribus.
Enthoven (1980) has referred to the small marginal impact of medical care services on the
health status of adults as “flat-of-the-curve” medicine. In the context of Figure 2-3, this
means the typical adult consumes medical services at the point where the slope of the
total product curve or marginal product of medicine is near zero.°

If, as the empirical evidence indicates, the overall contribution of medical care to health
is rather modest at the margin, what determines marginal improvements in health? The
answer lies in the other factors associated with the production of health, with education,
income, lifestyle, and the environment being the major contributing factors.”

Education and Health The positive relation between education and health is well docu-
mented in the literature. For example, Elo and Preston (1996) find that education had a sig-
nificant impact on mortality for both men and women in the United States during the early
1980s, with the impact of education greater for men and those of working age than for women
and the elderly. Lleras-Muney (2001) finds a significant relation between education levels and
health. In particular, she finds that one more year of schooling decreases the probability of
dying within 10 years by 3.6 percent. More recently, Cutler and Lleras-Muney (2006) estimate
that an additional year of education increases life expectancy by between 0.18 and 0.6 years.

6. Except for the RAND study, which represents a social experiment, the other studies mentioned above are observational
studies. Appendix A-1 points out that an observational study may only show an association rather than causation between two
variables. Freeman et al. (2008) survey the literature and find fourteen studies analyzing the “causal” effect of health insurance
on the utilization of medical services and health outcomes among nonelderly adults. Causality is likely because these studies
use fixed effects, instrumental variables, or quasi-experimental approaches. Their review consistently shows that health insur-
ance increases physician and preventive services, improves self-reported health status, and lowers mortality conditioned on
injury and disease. Thus, these studies clearly show that the marginal product of medical care is positive. Unfortunately, the
studies offer no direct estimates of the magnitudes of the marginal productivity of medical care among nonelderly adults.

7. A discussion of the impact of technology on health is postponed until Chapter 3.
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Income and Health Empirical studies have also documented a positive connection be-
tween income and health. Ettner (1996) finds that increases in income enhance both men-
tal and physical health, while Lantz et al. (2001) find that income and education are both
associated with improved health. More specifically, they find that people with less than a
high school education and incomes below $10,000 are between two and three times more
likely to have functional limitations and poorer self-rated health than their more advan-
taged counterparts.

While the positive relation between income and health is well established in the litera-
ture, a question remains concerning how temporary changes in the macroeconomy impact
health. In other terms, what is the relationship between cyclical changes in the macro-
economy and overall health? Your first inclination is to assume that a procyclical relation-
ship holds between the state of the economy and health. In other words, as an economy
emerges from a recession and the unemployment rate begins to fall, overall health should
improve. You might argue that higher per capita incomes should translate into improved
health as people have more discretionary income to spend on medical care. In addition, as
more people acquire jobs with employer-financed health insurance, the out-of-pocket price
of medical care should drop, causing people to consume more health care. An improved
economy may also be associated with healthier lifestyles because as unemployed work-
ers find employment, stress levels are likely to fall along with alcohol consumption and
smoking.

Ruhm (2000, 2003) argues that just the opposite may occur: an improved economy
may be linked to poorer health. He cites three reasons why health may decline during a
cyclical economic expansion. First, the opportunity cost of time is likely to increase with
an improved economy. As workers find employment, the amount of leisure time they
have to perform what Ruhm refers to as health-producing activities (such as exercise and
eating right) diminishes. Second, the act of work may adversely impact the production
of health. As the economy improves and more workers find employment, the number of
work-related accidents and work-related stress cases increases. Third, an economic expan-
sion may cause an increase in other causes of mortality such as traffic fatalities, homicide,
and suicides.

To test the relationship between cyclical conditions and health, Ruhm estimates the
impact that various economic indicators such as unemployment and personal income
have on a number of health indicators. The author utilizes a state-based data set for
the years 1972 through 1991 and estimates a number of equations utilizing a variety of
health measures. Among the measures of health included in the analysis were overall
mortality rates, age-based mortality rates, and deaths due to specific causes such as car-
diovascular diseases, chronic liver disease and cirrhosis of the liver, motor vehicle acci-
dents, and suicide.

The results are illuminating and suggest an inverse relationship between the strength
of the economy and health in the short run. Overall, Ruhm finds that a 1 percent drop in
the unemployment rate, relative to the state historical average, results in an increase in
the total mortality rate of between 0.5 and 0.6 percent. In addition, Ruhm finds that the
impact of changes in the unemployment rate on mortality rates appears to concentrate
among the relatively young, between ages 20 and 44. This makes intuitive sense given
they are the ones likely to be hit hardest by temporary changes in economic conditions.
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The author also finds fluctuations in state unemployment rates to be inversely related to a
number of specific causes of death. For example, Ruhm finds decreases in state unemploy-
ment rates to be associated with increased fatalities from auto accidents, other types of
accidents, homicides, cardiovascular disease, and influenza. Ruhm (2003) also finds that
a one-percentage-point decrease in the unemployment rate is associated with acute mor-
bidity and ischemic heart disease increases of 1.5 and 4.3 percent, respectively. Ruhm’s
empirical results are compelling because they suggest that cyclical, or temporary, changes
in economic activity inversely impact health.

Income Inequality and Health Lynch et al. (2004) and Wagstaff and van Doorslaer
(2000) provide two excellent reviews of the literature regarding the relation between
income inequality and health. Both papers agree that there is significant support in the
literature for the absolute income hypothesis. The same cannot be said for the other
alternative hypotheses, however. According to Wagstaff and van Doorslaer, there is
“no support for the relative-income hypotheses and little or no support for the income-
inequality hypothesis” (p. 543). They conclude that there is no empirical support for the
relative position hypothesis. These results were largely reaffirmed by Lynch et al. (2004)
and Lorgelly and Lindley (2008). However, Lynch et al., (2004) find some support for the
hypothesis that greater income inequality worsens health outcomes at the state level in
the United States.

Lifestyle and Health The literature abounds with studies that illustrate the important role
lifestyle plays in determining health. Among the risky lifestyle behaviors found to nega-
tively impact health are smoking, excessive alcohol consumption, lack of physical activity,
and poor diet. For example, Leigh and Fries (1992) estimate that the typical one-pack-a-day
smoker experiences 10.9 more sick days every six months than comparable nonsmokers,
while a person who consumes two or more drinks a day has 4.6 more sick days than a
comparable light drinker (one or fewer drinks a day). Strum (2002) analyzes the impact of
obesity, being overweight, smoking, and problem drinking on health and the consumption
of health care for a sample of adults between ages 18 and 65 in 1997-1998. He finds that all
four risk behaviors impact health to some degree, with obesity having the greatest impact.
In fact, Strum estimates that obesity has the same impact on health as 20 years of aging
when health status is measured by the number of seventeen common chronic conditions
present. Finally, Balia and Jones (2008) find that lifestyle, particularly smoking and sleep
patterns, play a significant role in predicting mortality. Using some rather sophisticated
modeling and econometric techniques that focus on the distribution of health inequality,
they estimate that predicted mortality rates may be much more sensitive to lifestyle factors,
and less sensitive to socioeconomic factors and aging, than previously thought.

In the context of Figure 2-6, these results collectively suggest that adverse lifestyles
cause the total product curve for medical care to shift downward and possibly flatten out.
To compensate for the loss in health, a person may opt to slide up the total product curve
by consuming more medical care. For example, Strum (2002) finds that obesity is related to
an average increase in expenditures on inpatient and ambulatory care of $395 per year.

Environment and Health The relation between environmental factors and health is mixed
and, as a result, it is difficult to draw overall conclusions from the literature. Auster et al.
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(1969) included two variables in the regression equation to capture the impact of environ-
mental factors on health: an index of industrialization and a variable that measured the
extent of urbanization. Both measures were hypothesized to be positively associated with
such factors as air and water pollution, and therefore negatively related to health. The in-
dex of industrialization was found to cause higher mortality, but the level of urbanization
had no influence.

Hadley (1982) undertook one of the more comprehensive assessments of the impact of
environmental factors on health. Included in the regression analysis were variables repre-
senting water quality, air quality, climate, and occupational hazards. The results are incon-
clusive, which Hadley attributes mainly to “the lack of good quality data” (p. 73).

Other Determinants and Health Other variables found to contribute to health are age
and marital status. The impact of marital status on health is interesting and merits a brief
discussion. Married adults appear to experience better health than their single coun-
terparts, everything else held constant. Most likely, this is because a spouse augments
the production of health within the home. Marriage may also have a positive effect on
health by altering preferences for risky behavior. Manor et al. (2000) find the mortality
rate of married women to be lower than unmarried women for a sample of Israeli adult
women, while more recently Kravdal (2001) finds that married people have a higher
chance of survival of twelve common forms of cancer in Norway than their unmarried
counterparts.

The Determinants of Health among Children

Numerous studies have investigated the factors that influence health among children. This
body of literature is important because it illustrates the lasting impact of childhood health
into adulthood. For example, Case et al. (2005) find that childhood health has a long-term
impact on adult health, education, and social status. Such information is valuable when
crafting public policies aimed at improving overall health.

Employing county-level data, Corman and Grossman (1985) regress the neonatal mortality
rates for blacks and whites on a host of factors including education of the mother, the preva-
lence of poverty (a measure of income), and the availability of public programs.® Some of the
public programs included in the analysis are the existence of neonatal intensive care facili-
ties, the availability of abortion services, organized family planning, and Medicaid. Overall,
the results are robust and enlightening. Lack of schooling and the existence of poverty are
found to raise the neonatal mortality rate for both white and black infants. Together, they
account for an increase in neonatal mortality rates by 0.950 and 0.786 per 1,000 live births
for whites and blacks, respectively. Access to health care also plays a role, as the presence of
neonatal intensive care has caused the neonatal mortality rate to fall by 0.631 and 0.426 per
1,000 live births for white and black infants, respectively. Moreover, the results indicate that
various government programs are associated with a reduced mortality rate for black as well
as white infants. For example, Medicaid accounts for a decrease in the mortality rate by 0.632
per 1,000 live births for white children and 0.359 per 1,000 live births for black children.

8. The infant mortality rate equals the number of deaths from the first to the 364th day of life per 1,000 live births. The neonatal
mortality rate represents the number of deaths from the first to the 27th day of life per 1,000 live births.
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Two recent articles point to the significance of environmental factors on infant health.
Chay and Greenstone (2003) use county data from 1981-1982 to estimate the impact of
total suspended particulates (TSPs) on infant mortality. TSPs are minute pieces of dust,
soot, dirt, ash, smoke, liquid vapor, or other matter in the atmosphere that can cause lung
and heart disease. The authors find that a 1 percent reduction in TPS causes the infant
mortality rate to fall by 0.35 percent at the county level. Currie and Neidell (2005) find that
reductions in carbon monoxide also impact infant mortality. In particular, they find that
reductions in carbon monoxide in California throughout the 1990s saved approximately
1000 infant lives. These studies are part of a growing body of literature that illustrates the
importance of environmental factors in determining health.

Case et al. (2002) focus on the impact of socioeconomic status on children’s health.® To
no one’s surprise, the authors find a strong positive relation between the education of the
parents and the health of their children. For example, the health of children is positively
related to the education of mothers for children living with a mother. Education, in this
case, is measured by whether the mother did not complete high school, had a high di-
ploma, or had more than a high school education. The education of fathers is also found to
positively contribute to improved health among children, implying that parental education
positively impacts the production of a child’s health at all age levels.

The study also finds that household income is a strong predictor of children’s health.
More specifically, the authors find that when household income doubles, the probability
that a child 3 years old or younger is in excellent or very good health increases by 4 per-
cent. Comparable improvements for children between ages 4 and 8, 9 and 12, and 13 and
17 are 4.9 percent, 5.9 percent, and 7.2 percent, respectively. Just as interesting, the au-
thors find that permanent income is a strong determiner of children’s health. In particular,
they find that family income before a child is born is positively related to the child’s health
for all ages.

Finally, the authors find that healthier parents tend to have healthier children. Why that
is the case, however, remains to be determined. However, the authors do estimate a series
of equations for children with adoptive and biological parents and find that the impact of
income on health is not significantly different across the two populations. While this evi-
dence is not definitive, it does suggest that genetics may explain only part of the reason
why healthier parents have healthier children. Could it be that the production of health
takes place at the household level and that healthier parents are simply more efficient
producers of health for all members of the household? Clearly, more research needs to be
done before we fully understand how parental behavior coupled with socioeconomic fac-
tors impacts children’s health.

The literature concerning uninsured versus insured status and health outcomes offers
additional insights into the effect of medical care on infant health as well as on other
groups. However, we couch the discussion in terms of the relation between medical care
and health because the only plausible pathway from insurance to health outcomes is
through medical care (Levy and Meltzer, 2001). In a series of articles, Currie and Gruber
(19964, 1996b, and 1997), using a quasi-experimental design, examine the expansion of
Medicaid eligibility by Congress on birth-related health outcomes. The authors exploit the

9. Consult Case and Paxson (2002) for a nontechnical overview of the study.
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fact some states expanded Medicaid eligibility more than others did and at different times.
By correlating the magnitude and timing of eligibility expansions with the magnitude and
timing of changes in health outcomes, it is possible to determine if a causal effect of in-
surance on health holds. Currie and Gruber conclude that a significant increase in health
inputs and a corresponding reduction in low infant birth weight and child mortality rela-
tive to a baseline results from an expansion in Medicaid eligibility. They also find that
the magnitude of the Medicaid expansion’s impact on infant mortality depends upon the
proximity of high-tech hospitals.

As another example, Hanratty (1996) examines the impact of Canada’s national health
insurance program on infant health outcomes. Her identification strategy involves the fact
that Canadian provinces adopted national health insurance at different times between
1962 and 1972. She observed changes in the mortality and birth weights of infants across
Canadian counties at different introduction dates for the national health insurance program
while controlling for other nonmedical determinants of infant health. Her results suggest
a significant reduction in the infant mortality rate and a smaller reduction in the low birth
weight rate after the introduction of national health insurance in the various provinces
of Canada.

The Determinants of Health among the Elderly

Several studies have examined the medical care utilization and health of individuals who
suddenly become Medicare-eligible at age 65 but previously uninsured to otherwise com-
parable individuals who were continuously insured. Lichtenberg (2002) analyzes the effect
of Medicare on the health of elderly individuals by looking for sudden discontinuities in
medical care utilization and health outcomes at age 65, when people typically become
eligible for the federal program. Notice that chronological age is an external factor that
cannot be altered by the nonmedical determinants of health or influenced by health status.
He finds evidence that the utilization of ambulatory and inpatient care increases sharply
at age 65. Lichtenberg also finds evidence that people spend less time in bed and face a
reduced probability of dying compared to what would have occurred in the absence of
Medicare. His results suggest a relatively large marginal productivity of medical care on the
health of elderly individuals.

These results are reaffirmed by Card et al. (2007). Using data between 1992 and 2002,
they examine the mortality rates of 400,000 elderly patients who were discharged from
California hospitals before and after their 65th birthday when they become eligible for
Medicare. To control for the possibility that some of the elderly may postpone medical care
until they become eligible for Medicare, the authors compare Medicare-eligible people to
uninsured individuals who were admitted to the emergency room for medical conditions
that require immediate attention. Card et al. find that Medicare eligibility is associated with
more medical spending and procedures and a reduction in the mortality rate of elderly
individuals.

Using a nationally representative data set, McWilliams et al. (2007) provide a quasi-
experimental analysis of longitudinal data for 5,006 adults who were continuously insured
and 2,227 adults who were persistently or intermittently uninsured. Individuals ranged from
55 to 64 years of age. The authors find that acquisition of Medicare coverage is associated
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with improved trends in self-reported health for previously uninsured adults, particularly
for those with cardiovascular disease or diabetes.'

The Role of Public Health: An Historical Approach

Thus far our discussion has revolved around the production of good health at the micro, or
individual, level. Recall that the health production function, as specified in equation 2-2,
is taken from the perspective of the individual in terms of the various inputs needed to
produce health. We cannot ignore, however, the tremendous impact improvements in pub-
lic health have had on health over time through an impact on the environmental and tech-
nology factors in equation 2-2. Public health places the emphasis on improving health at
the community level and looks to such things as improving health education, controlling
communicable diseases, improving sanitation, and monitoring and controlling environ-
mental hazards. The fact that almost every municipality, county, and state in the country
has a department of public health attests to the importance of public health on our every-
day lives.

To illustrate the importance of public health, we discuss two very important public
health interventions in the United States. The first health intervention deals with the devel-
opment of clear water in the United States during the first half of the twentieth century. It
coincides in our history with a number of improvements in nutrition and public health that
caused infectious-disease mortality rates to decrease significantly. The second intervention
deals with the development of a polio vaccine, which corresponds with the growth in mod-
ern medicine in United States starting in the 1930s with the development of sulfa drugs, or
antibiotics. (Cutler, 2006)

During the first part of the twentieth century the United States witnessed an almost
unprecedented advancement in health as measured by a drop in the overall mortality rate.
Cutler and Miller (2005) provide a compelling case that a majority of this decrease in the
mortality rate can be attributed to improvements in water quality brought about by public
investments in clean water technologies. Their study uses historical data for thirteen cit-
ies where dates were available for four clean water interventions: water filtration, water
chlorination, sewage treatment, and sewage chlorination. The dependent variables in the
study include alternative measures of mortality. The empirical results suggest that im-
provements in water quality could explain 43 percent of the reduction in mortality rates
from 1900 through 1936 across the cities in the sample. Even more convincing, cleaner
water explained 62 percent of the drop in infant mortality and 74 percent of the decline in
child mortality over the same time period.

Poliomyelitis, or polio, was one of the most dreaded epidemics to hit the United States in
the mid-twentieth century. It is a highly infectious virus that generally afflicts children and
can lead to paralysis or death. The most celebrated case occurred in 1921 when Franklin
Delano Roosevelt, then a relatively unknown politician from New York, contracted polio

10. However, Finkelstein and McKnight (2005) find that the introduction of Medicare in 1965 had no measurable impact on elderly
mortality during the first decade of the program. That is probably because many high-powered medical technologies such as
angioplasty and stents were not available at that time. Finkelstein and McKnight did find the Medicare substantially reduced the
exposure of the elderly to the out-of-pocket costs of medical care. Thus, while not initially reducing mortality, Medicare did offer a
substantial amount of utility for elderly individuals because of the greater financial security.
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while vacationing with his family. The disease left his legs paralyzed and he was largely
wheelchair bound for the remainder of his life. While his disability was not hidden from
the public, reporters were discouraged from taking pictures of him in his wheelchair while
he was the governor of New York and later the president of the United States.

While polio had been around for many years, the number of new polio cases began to
accelerate in the United States in the 1940s and early 1950s, reaching epidemic proportions
in 1952 with 21,000 new cases. In 1955 the American public received news that Jonas Salk
had developed a polio vaccine. The news was received nationally with much fanfare and
Salk became a national hero overnight. With the support from the federal government and
the March of Dimes, a plan was developed to distribute the vaccination across the country
with priority given to young children. Within two years the number of reported polio cases
fell by approximately 90 percent (Oshinsky, 2005).

This public health intervention is rather extraordinary because for the first time in our
history a private philanthropic organization played a vital role in eradicating a major health
problem. Much of the medical research and distribution of the vaccine was funded by the
National Foundation for Infantile Paralysis, or the March of Dimes, which was started in
1938. Support for the foundation in terms of volunteers and funds was unprecedented and
in 1954 alone the foundation raised an excess of $66 million."

The polio vaccine has improved over the years. Today states require students in licensed
day care or kindergarten to be immunized for polio, with few exceptions. In many com-
munities, local public health departments, or school clinics, provide vaccinations free of
charge for those families who cannot afford to be vaccinated by a private health care
provider.

These two examples illustrate the significant impact public health has had on reduc-
ing infectious diseases in the United States in the twentieth century. In the context of the
total product curve, both public health initiatives caused the curve to shift and rotate
upward as illustrated in Figure 2-5. Enhanced water sanitation improved the physical
environment, while the polio vaccination is an example of a new medical technology.
Needless to say, public health can impact the production of health in a variety of ways.
Other examples may include a state-wide anti-smoking campaign aimed at improving
lifestyle or a teenage pregnancy prevention program in the local high schools directed at
enhancing sex education.

The Ten Major Causes of Death in the United States in 2005

As mentioned previously, individual choices, socioeconomic status, and environmental
factors play a significant role in the production of health. If so, one might suspect that
national disease-specific mortality rates would reflect the importance of these variables.
That is, mortality rates should be high for diseases that are more sensitive to adverse life-
styles, low socioeconomic status, or unhealthy environments. With this in mind, Table 2-1
lists the top ten causes of death in the United States for 2005. Over the course of the year,
more than 2.4 million individuals died in the United States. Of this number, approximately
77 percent succumbed to the ten most common causes of death listed in the table. By far

11. Some of our readers may remember as a young school child being asked to donate a shiny new Roosevelt dime to the March
of Dimes to help eradicate polio.
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TABLE 2-1
The Ten Leading Causes of Death in the United States in 2005
Cause Number of Deaths
1. Diseases of the heart 652,091
2. Malignant neoplasms 559,312
3. Cerebrovascular diseases (stroke) 143,579
4. Chronic lower respiratory diseases 130,933
5. Unintentional injuries 117,809
6. Diabetes mellitus 75,119
7. Alzheimer’s disease 71,599
8. Influenza and pneumonia 63,001
9. Nephritis, nephritic syndrome, and nephrosis 43,901
(kidney disease)
10. Septicemia 34,136
TOTAL 2,448,017
SOURCE: National Center for Health Statistics. www.cdc.gov/nchs/fastats/deaths.htm.

the number one cause of death is diseases of the heart, accounting for almost 27 percent
of all deaths in the United States in 2005. Although researchers are still unclear as to what
determines an individual’s risk for heart disease, they are certain that the blood level of
cholesterol, smoking, level of physical activity, stress, and obesity play a major role in de-
termining the risk of heart disease. Each of these factors is influenced by lifestyle choices,
socioeconomic status, and environmental settings.

The second leading cause of death is malignant neoplasms, or cancers. Lifestyle choices
often have an impact on this type of illness as well. For example, Edlin and Golanty (1988)
point out that approximately 80 percent of all lung cancer deaths, the most common form
of cancer, can be attributed to smoking. Socioeconomic status and environmental factors
also come into play in determining the likelihood of contracting lung cancer through ex-
posure to such items as asbestos and radon. The third leading cause of death is stroke and
the medical community is in agreement that lifestyle, such as whether a person follows a
proper diet and exercises, impacts the chances of having a stroke.

The fourth leading cause of death is chronic lower respiratory diseases, which includes
chronic obstructive pulmonary disease, emphysema, and chronic bronchitis. Air pollution
plays a critical role in the progression of these diseases. The next leading cause of death is
unintentional injuries, which deals with deaths directly related to individual behavior such
as automobile and industrial accidents rather than natural causes.

Finally, the list is interesting for what it does not include. In 1995 the human immu-
nodeficiency virus (HIV) was the eighth leading cause of death and accounted for 32,655
deaths. By 2005 that number had dropped to 12,543. This dramatic decrease in the number
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of deaths can be attributed to a series of factors including improved therapies and changes
in lifestyle brought about by great public awareness of the disease.

This rather simple exercise underscores the importance that lifestyle choices, socioeco-
nomic status, and environmental factors play in determining deaths in the United States.
It is worth noting that the information in Table 2-1 can also be used to illustrate the im-
portance that an individual’s mental and physical profile play in the making of health. For
example, age is a critical factor in determining the onset of Alzheimer’s disease, while the
environment, genetics, and age contribute to development of diabetes.

Empirical Evidence on the Production of Health: A Summary

Health production theory suggests that medical care, lifestyle factors, environmental sur-
roundings, and socioeconomic status all influence health conditioned upon the state of
medical technology and an individual’s medical profile. Clearly, the total impact of medical
care on health is significant and many people would die without proper medical care atten-
tion. But from a practical economic perspective, it is important to know which factors con-
tribute more to improved health at the margin so cost-effective policies can be designed.
Given limited resources, society’s goal is to implement least-cost methods of improving
population health.

In terms of adult health, evidence seems to suggest that nonmedical factors generate
greater improvements in health at the margin than medical care. A better lifestyle and
improved socioeconomic and environmental conditions seem to matter more than the con-
sumption of additional medical care. Medical care appears to be more important at the
margin for infants than adults, especially for low-income infants. But as we saw in this
chapter, socioeconomic and environmental conditions are also important for infant health.
In fact, even lifestyle is important for infants. While at first blush that statement may sound
odd, low birth weight and greater infant mortality have been linked to adverse maternal
lifestyle behaviors such as tobacco, alcohol and drug abuse. For the elderly, particularly
those without health insurance prior to becoming Medicare-eligible, medical care is also
important at the margin. But even in this case, nonmedical factors, such as exercise and
diet, play an important role.

These empirical findings have some rather interesting policy implications. They suggest
that any public policy initiative aimed at improving health should first consider raising ed-
ucation levels, reducing the amount of poverty, and encouraging improved lifestyles rather
than simply providing additional medical care. Naturally, the specifics of any policy should
be based on sound cost-benefit analysis.

Summary

Health, like any other good or service, is desired because it generates utility. Also like other
goods and services, health is subject to the law of diminishing marginal utility. This law
stipulates that each additional unit of health provides less marginal utility than the previ-
ous unit.

The making, or production, of health is influenced by a variety of factors, including
the amount of medical care consumed. The positive relation between health and medical
care, however, is nonlinear due to the law of diminishing marginal productivity. This law
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underlies a fundamental production relation stating that health increases at a decreasing
rate with additional amounts of medical care, holding other inputs constant. Some of the
other factors determining health are the state of medical technology, the individual’s initial
health profile, socioeconomic status, lifestyle, and environmental factors.

The empirical evidence for adults indicates that good health depends only moderately
on the consumption of medical care. Socioeconomic status and lifestyle appear to play a
much greater role in the production of good health of adults. Health appears to be more
sensitive to changes in the consumption of medical care for vulnerable segments of the
population such as low-income young and elderly individuals. Historically, health improved
in the United States in large part because the number of deaths from infectious diseases
decreased because of advances in public health.

Review Questions and Problems

1. Describe the factors that make it difficult to measure output in medical care markets.

2. As mentioned at the beginning of the chapter, the life expectancy rate in Russia fell
significantly from 1989 through 1994. Use health production theory to explain what
would happen to the relationship between good health and medical care in Russia if al-
cohol consumption diminished and the market economy strengthened. Provide a graph
to illustrate your explanation.

3. Use health production theory to explain the role gender plays in the production of
health during pregnancy. Provide a graph to illustrate your answer.

4. Use production theory to graphically illustrate the case in which a medical innovation
improves health without any change in the consumption of medical care.

5. In your own words, use utility analysis to explain why people demand health. How
does the law of diminishing marginal utility fit into the analysis?

6. Explain how an increase in income would affect the level of health in a relatively afflu-
ent country like the United States compared to a relatively poor country like Haiti.

7. You have just been appointed to the post of surgeon general of the United States. The
president wants you to develop an advertising campaign called “A Healthy America by
the Year 2020 that encourages Americans to lead a healthier lifestyle. What types of
behavior would you try to influence? Why?

8. You have just been hired by a major metropolitan city as a health policy analyst. Your
assignment is to devise a plan that city authorities could implement to lower the infant
mortality rate. Based on the results cited in this chapter, what types of policies would
you recommend? Substantiate your answer.

9. Explain how a change in each of the following factors would alter the shape of the total
product curve for medical care.

A. An increase in education.
B. An improvement in lifestyle.
C. An improvement in the environment.

10. Some people believe that cigarette and alcohol advertisements should be banned com-
pletely in the United States. If this were the case, what would likely happen to the
shapes of the total and marginal product curves for medical care?
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11. Explain why a researcher must be careful when interpreting findings from a survey
that finds a positive association between education levels and health outcomes.

12. Consult the website of your state or county Public Health Department. Are there any
public policy initiatives currently in place aimed at improving lifestyles, enhancing ac-
cess to health care, or impacting the environment? Explain the intent of these policies
in the context of production theory.

13. In a 1991 issue of the Cato Journal, Santerre, Grubaugh, and Stollar estimate an infant mor-
tality equation using a sample of 20 countries belonging to the Organization for Economic
Cooperation and Development (OECD) during the 6 adjacent half decades from 1960 to
1985 and a fixed effects model. They obtained the following (abbreviated) results:

IMR = 3.93 — 0.069TIME — 0.892RGDP — 0.539PHYS + 0.707*URBAN — 0.004FLFPR — 0.135ED
(2.60)(1.11) (6.83) (6.89) (4.21) (1.21) (2.34)

Adjusted R> = 954 N = 110

All of the variables have been converted to logarithms so the coefficient estimates
can be treated as elasticities. The numbers below the estimated coefficients represent
t-statistics.

IMR = infant mortality rate in each country for each year

TIME = a time trend from 1 to 5 (1960 to 1985) capturing changing technology

and knowledge

RGDP = real gross domestic product per capita in each country for each year

PHYS = number of physicians per capita in each country for each year

URBAN = percentage of the population in urban areas in each country for each year
FLFPR = female labor force participation rate in each country during for year

ED = level of education in each country for each year.

Based upon these findings answer the following questions:

A. What percentage of the variation in the infant mortality rate is explained by the
independent variables? How do you know that?

B. Using health production theory as much as possible, provide a hypothesis or theory
about the relationship (direct or inverse) between the first three independent vari-
ables and the infant mortality rate.

C. Are those three hypotheses supported by the regression results? Explain.

D. Given that the estimated coefficients are also elasticities, interpret the coefficients
on the number of physicians and real GDP.

E. Should we expect the physician elasticity to remain constant if increasingly more
physicians are employed in the typical health economy? Why or why not?

F. Based upon those findings explain why the infant mortality rate may be so much
higher in Turkey than Japan?

Online Resources

To access Internet links related to the topics in this chapter, please visit our web site at
www.cengage.com/economics/santerre.



www.cengage.com/economics/santerre

62

PART 1 Basic Health Care Economic Tools and Institutions

References

Auster, Richard, Irving Leveson, and Deborah Sara-
chek. “The Production of Health: An Exploratory Study.”
Journal of Human Resources 9 (fall 1969), pp. 411-36.

Balia, Silvia and Andrews M. Jones “Mortality, Life-
style, and Socioeconomic Status.” Journal of Health
Economics 27 (2008), pp. 1-26.

Berkowitz, Eric N., Roger A. Kerin, and William
Rudelius. Marketing, 2nd ed. Homewood, III.: Richard
D. Irwin, 1989.

Bolin, Kristian, Lena Jacobson, and Bjorn Lindgren.
“The Family as the Health Producer—When Spouses
Act Strategically.” Journal of Health Economics 21 (May
2002), pp. 475-95.

Brainerd, Elizabeth, and David M. Cutler. “Autopsy
on an Empire: Understanding Mortality in Russia and
the Former Soviet Union.” Journal of Economic Perspec-
tives 19 (winter 2005), pp. 107-130.

Card, David, Carlos Dobkin and Nicole Maestas.
“Does Medicare Save Lives?” National Bureau of Eco-
nomic Research, Working Paper 13683. November, 2007.

Case, Anne, Angela Fertig and Christina Hall. “The
Lasting Impact of Childhood Health and Circumstance.”
Journal of Health Economics 24 (2005), pp. 365-389.

Case, Anne, Darren Lubotsky, and Christina Paxson.
“Economic Status and Health in Childhood: The Ori-
gins of the Gradient.” Working paper, Center for Health
and Well-being, Princeton University, February 2002.

Case, Anne, and Christina Paxson. “Parental Behav-
ior and Child Health.” Health Affairs 21 (March/April
2002), pp. 164-78.

Chay, Kenneth Y., and Michael Greenstone. “The
Impact of Air Pollution on Infant Mortality: Evidence
from Geographic Variation in Pollution Shocks Induced
by a Recession.” Quarterly Journal of Economics 118
(August 2003), pp. 1121-67.

Corman, Hope, and Michael Grossman. “Determi-
nants of Neonatal Mortality Rates in the U.S.” Journal
of Health Economics 4 (September 1985), pp. 213-36.

Currie, Janet and Jonathan Gruber. “Health Insur-
ance Eligibility, Utilization of Medical Care, and Child
Health.” Quarterly Journal of Economics 111 (1996a),
pp. 431-466.

Currie, Janet and Jonathan Gruber, “Saving Babies
The Efficiency and Cost of Recent Changes in Medic-
aid Eligibility on Pregnant Women.” Journal of Political
Economy 104 (1996b), pp. 1263-1296.

Currie, Janet and Jonathan Gruber. “The Technol-
ogy of Birth: Health Insurance, Medical Interventions,
and Infant Health.” National Bureau of Economic Re-
search Working Paper # 5985, 1997.

Currie, Janet, and Matthew Neidell. “Air Pollution
and Infant Health: What Can We Learn from Califor-
nia’s Recent Experience?” Quarterly Journal of Econom-
ics. 120 (August 2005), pp. 1003-30.

Cutler, David, Angus Deaton and Adriana Lieras-
Muney. “The Determinants of Mortality.” National
Bureau of Economic Research, Working Paper 11963.
January, 2006.

Cutler, David M., and Robert S. Huckman. “Tech-
nological Development and Medical Productivity: The
Diffusion of Angioplasty in New York State.” Journal of
Health Economics 22 (2003), pp. 187-217.

Cutler, David and Adriana Lleras-Muney. “Educa-
tion and Health: Evaluating Theories and Evidence.”
National Bureau of Economic Research, Working Paper
12352 (June, 2000).

Cutler, David M., and Mark McClellan. “Is Techno-
logical Change in Medicine Worth It?” Health Affairs 20
(September/October 2001), pp. 11-29.

Cutler, David and Grant Miller. “The Role of Pub-
lic Health Improvements in Health Advances: the
Twentieth-Century United States.” Demography 42
(February, 2005). pp. 1-22.

Deaton, Angus. “Policy Implications of the Gradient
of Health and Wealth.” Health Affairs 21 (March/April
2002), pp. 13-30.

Donabedian, Avedis. The Definition of Quality and
Approaches to Its Assessment. Ann Arbor, Mich.: Health
Administration Press, 1980.

Donabedian, Avedis. “The Quality of Care: How Can
It Be Assessed?” Journal of the American Medical Asso-
ciation 260 (September 23-30, 1988), pp. 1743-48.

Edlin, Gordon, and Eric Golanty. Health and Wellness:
A Holistic Approach. Boston: Jones and Bartlett, 1988.



CHAPTER 2 Health and Medical Care: An Economic Perspective

Elo, Irma T., and Samuel H. Preston. “Educational
Differentials Immortality: United States, 1979-1985.”
Social Science and Medicine 42 (1996), pp. 47-57.

Enthoven, Alain C. Health Plan. Reading, Mass.:
Addison-Wesley, 1980.

Ettner, Susan L. “New Evidence on the Relationship
between Income and Health.” Journal of Health Eco-
nomics 15 (1996), pp. 67-85.

Finkelstein, Amy and Robin McKnight. “What Did
Medicare Do (And Was it Worth it)?” National Bureau
of Economic Research, Working Paper 11609. September,
2005.

Freeman, Joseph D., Srikanth Kadiyala, Janice F.
Bell, and Diane P. Martin. “The Causal Effect of Health
Insurance on Utilization and Outcomes in Adults: A
Systematic Review of U.S. Studies.” Medical Care 46
(October 2008), pp. 1023-1032.

Fuchs, Victor R. “Economics, Health and Post-In-
dustrial Society.” Millbank Memorial Fund Quarterly
57 (1979), pp. 153-82.

Grossman, Michael. The Demand for Health:
A Theoretical and Empirical Investigation. New York:
National Bureau of Economic Research, 1972a.

Grossman, Michael. “On the Concept of Health
Capital and the Demand for Health.” Journal of Politi-
cal Economy 80 (March-April 1972b), pp. 223-55.

Guralnik, Jack M., et al. “Education Status and Ac-
tive Life Expectancy among Older Blacks and Whites.”
New England Journal of Medicine 329 (July 8, 1993),
pp. 100-16.

Hadley, Jack. More Medical Care, Better Health.
Washington, D.C.: Urban Institute Press, 1982.

Hanratty, Maria. “Canadian Health Insurance and
Infant Health.” American Economic Review 86 (1996):
276-84.

Health, United States, 2004. Hyattsville, Md.:
National Center for Health Statistics, 2004.

Jacobson, Lena. “The Family as Producer of
Health—An Extended Grossman Model.” Journal of
Health Economics 19 (September 2000), pp. 611-37.

Kawachi, Ichiro, and Bruce P. Kennedy. “Income
Inequality and Health: Pathways and Mechanisms.”
Health Services Research 34 (April 1999, Part II),
pp. 215-27.

Kravdal, Oystein. “The Impact of Marital Status
on Cancer.” Social Science and Medicine 52 (2001),
pp. 357-68.

Lantz, Paula M., et al. “Socioeconomic Dispari-
ties in Health Change in a Longitudinal Study of U.S.
Adults: The Role of Health-Risk Behaviors.” Social Sci-
ence and Medicine 53 (2001), pp. 29-40.

Leigh, Paul J., and James F. Fries. “Health Habits,
Health Care Use and Costs in a Sample of Retirees.”
Inquiry 29 (spring 1992), pp. 44-54.

Levy, Helen, and David Meltzer. “What Do We Re-
ally Know about Whether Insurance Affects Health.”
Mimeo, University of Chicago, 2004.

Lichtenberg, Frank. “The Effects of Medicare on
Utilization and Outcomes.” Frontiers in Health Policy
Research 5 (January 2002), pp. 27-52.

Lleras-Muney, Adriana. “The Relationship between
Education and Adult Mortality in U.S.” Working paper,
Center for Health and Wellbeing, Princeton University,
May 2001.

Lorgelly, Paula A. and Joanne Lindley. “What is the
Relationship Between Income Inequality and Health?
Evidence From BHPS.” Health Economics 17 (February,
2008). pp. 249-265.

Lynch, John, et al. “Is Income a Determinant of
Population Health? Part 1. A Systematic Review.” Mil-
bank Quarterly 82 (2004), pp. 5-99.

Manor, Orly, Zvi Elsenbach, Avi Israeli, and Yechiel
Friedlander. “Mortality Differentials among Women:
The Israel Longitudinal Mortality Study.” Social Science
and Medicine 51 (2000), pp. 1175-88.

McWilliams, J. Michael, Ellen Meara, Alan M.
Zaslavsky, and John Z. Ayanian. “Health of Previously
Uninsured Adults After Acquiring Medicare Cover-
age.” Journal of the American Medical Association. 24
(December 26, 2007), pp. 2886-2894.

Mosby Medical Encyclopedia, 2nd ed. New York:
C. V. Mosby, 1992.

Newhouse Joseph P. Free for All? Lessons from the
RAND Health Insurance Experiment. A RAND Study,
Cambridge and London: Harvard University Press, 1993.

Oshinsky, David M. Polio: An American Story. Oxford,
New York: Oxford University Press, 2005.

63




64

PART 1 Basic Health Care Economic Tools and Institutions

Ruhm, Christopher. “Are Recessions Good for Your
Health?” Quarterly Journal of Economics 115 (May
2000), pp. 617-50.

Ruhm, Christopher J. “Good Times Make You Sick.”
Journal of Health Economics 22 (2003), pp. 637-58.

Sickles, Robin C., and Abdo Yazbeck. “On the Dy-
namics of Demand for Leisure and the Production of
Health.” Journal of Business and Economic Statistics 16
(April 1998), pp. 187-97.

Strum, Roland. “The Effect of Obesity, Smoking,
and Drinking on Medical Problems and Costs.” Health
Affairs 21 (March/April 2002), pp. 245-53.

Wagstaff, Adam, and Eddy van Doorslaer. “In-
come Inequality and Health: What Does the Literature
Tell Us?” Annual Review of Public Health 21 (2000),
pp. 543-67.



Cost and Benefit Analysis

Every day decisions are made in the health care sector concerning the best, or most
efficient, amount of medical care to provide. At some juncture in the decision-making
process, the all-important question becomes: At what point do the added costs of provid-
ing more medical care outweigh the benefits in terms of improved health? In practice, the
answer to this question is complex because costs and benefits depend on such factors as
the availability of medical resources, patient preferences, and the severity of illnesses.

Consider an adult who complains to his or her physician about chest pains during an
annual physical exam. The first thing the physician must do is determine the seriousness
of the problem. The pain could simply be the result of stress or could be a sign of more
serious trouble, such as an impending heart attack (remember Joe at the beginning of
Chapter 1?). When confronted with a patient’s chest pains, a physician faces several
options. For example, one clinical professor of medicine says,

To assess chest pain . . . we can take a history and a physical examination for
$100; do an exercise test for $500; perform a nuclear stress test for $1,500; or
do coronary angiography for $5,000. Each escalation in diagnostic approach
improves the accuracy of diagnosis from 50 percent to 60 to 80 to 100 percent.
(Rubenstein, 1994)

Basically, the best medical procedure is chosen by comparing the incremental costs
of progressively more expensive medical tests with the benefits of additional medical
information provided by greater diagnostic capabilities.

This chapter examines how costs and benefits affect medical decisions from the point
of view of a health policy maker who is attempting to make informed choices concern-
ing the production or allocation of medical care services. The information provided will
make you more knowledgeable about such important concepts as costs, benefits, and
efficiency. Specifically, this chapter:

introduces cost identification analysis

reviews the theory underlying cost-benefit analysis

illustrates how cost-benefit analysis can be used to make health care decisions

explains the concept of discounting to take into account those costs and

benefits resulting from health care decisions that occur over time

e discusses the monetary value of a life using the human capital and willingness-
to-pay approaches

e introduces cost effectiveness analysis as an alternative to cost-benefit analysis

e introduces cost-utility analysis and the concept of a quality-adjusted life-year.

e o o o



66

PART 1 Basic Health Care Economic Tools and Institutions

Cost Identification Analysis

The first type of analysis we will consider is cost identification. Generally speaking, cost
identification studies measure the total cost of a given medical condition or type of health
behavior on the overall economy. The total cost imposed on society by a medical condition
or a health behavior can be broken down into three major components:

1. Direct medical care costs
2. Direct nonmedical costs
3. Indirect costs

Direct medical care costs encompass all costs incurred by medical care providers, such as
hospitals, physicians, and nursing homes. They include such costs as the cost of all neces-
sary medical tests and examinations, the cost of administering medical care, and the cost of
any follow-up treatments.

Direct nonmedical costs represent all monetary costs imposed on any nonmedical care
personnel, including patients. For the patient, direct nonmedical costs include the cost of
transportation to and from the medical care provider, in addition to any other costs borne
directly by the patient. For example, the patient may require home care or have specific
dietary restrictions. Others may also be influenced by the treatment. For example, the cost
of instituting a substance abuse program in the workplace includes not only the direct
medical costs of drug and alcohol rehabilitation but also any nonmedical costs the firm in-
curs while implementing and overseeing the program. Family members may be financially
affected as well.

Indirect costs consist primarily of the time costs associated with implementation of the
treatment. Indirect costs include the opportunity cost of the patient’s (or anyone else’s)
time that the program affects, especially because many health behaviors and medical con-
ditions result in lost productivity due to injury, disability, or loss of life. Consider the sub-
stance abuse program previously discussed. Costs should reflect the opportunity costs of
the time needed to educate workers about the potential dangers of substance abuse. The
time cost is borne by the employer and equals the value of forgone production.

By and large, cost identification studies consider the direct medical care and indirect
costs associated with medical actions or adverse health behaviors. For example, Druss
et al. (2001) estimated the total economic cost of five chronic medical conditions—mood
disorders, diabetes, heart disease, asthma, and hypertension—in 1996. In their estimates,
the authors considered medical costs as well as work loss. Out of the five conditions, hy-
pertension was by far the most costly medical condition with a total cost of $121.8 billion
annually, of which slightly more than 90 percent was accounted for in health care costs.
The next largest was mood disorders, $66.4 billion, followed by diabetes, $57.6 billion,
heart disease, $42.4 billion, and asthma, $31.2 billion. In another study, Meltzer et al.
(1999) estimated that an influenza pandemic in the United States would result in 89,000
to 207,000 deaths, 314,000 to 734,000 hospitalizations, 18 to 42 million outpatient visits,
and 20 to 47 million other illnesses. The economic impact of such an outbreak would be
between $71.3 and $165.5 billion.

The American Diabetes Association (2008) estimated the direct and indirect costs of
diabetes in 2007 at $174 billion, with $116 billion attributed to direct medical costs and
the remaining $58 billion to indirect expenses such as lost work days and permanent
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disability. The American Heart Association set the cost of cardiovascular disease and stroke
at $448.5 billion in 2008. Finally, Sobocki et al. (2006) estimated the cost of depression in
Europe at 118 billion euros with direct medical costs accounting for 42 billion euros.

Cost identification studies like these are enlightening because they provide a sense of the
total costs associated with various medical conditions or health behaviors. However, they
provide little guidance for decision making. For example, what is the best, or most efficient,
method to treat Alzheimer’s disease? To answer questions like this, we must turn to other
types of decision-making techniques, such as cost-benefit and cost effectiveness analysis.

Cost-Benefit Analysis

As we learned in Chapter 1 with the introduction of PPC analysis, resource scarcity forces
society to make choices. For example, an entire economy must collectively decide how
much medical care to produce and who will receive it, while each health care provider
must determine the most appropriate method to produce health care services. Even the
consumer who has complete medical insurance coverage faces scarcity and choices be-
cause time is a finite commodity. The consumer must decide whether the time needed to
make a doctor’s appointment, travel to the physician’s office, and receive medical services
is worth the value of foregone activities. Thus, scarcity necessitates choice. Economics is
the social science that analyzes the process by which society makes these choices.

Economists treat people as rational decision makers. Rationality means people know
how to rank their preferences from high to low or best to worst. It also means that people
never purposely choose to make themselves worse off. Consequently, it stands to reason
that people will make choices based on their self-interests and choose those activities they
expect will provide them with the most net satisfaction. Pursuing self-interest does not
mean people are always selfish, however. For example, giving money to a charity, or volun-
teering one’s time at a local hospital, gives even the most devout good samaritan a consid-
erable amount of pleasure.

The decision rule people follow when choosing activities is straightforward and involves
an assessment of the expected benefits and costs associated with each choice. If expected
benefits exceed expected costs for a given choice, it is in the economic agent’s best interest
to make that choice. In formal terms, the optimizing rule looks like this:

(3-1) NB¢(X) = BS(X) — C°(X)

where X represents a particular choice or activity under consideration, B¢ stands for the ex-
pected benefits associated with the choice, C® equals the expected costs resulting from the
choice, and NBe® represents the expected net benefits.

If NBe is larger than zero, the economic agent’s well-being is enhanced by choosing the
activity. The fact that you are reading this textbook indicates the book’s expected benefits
outweigh its expected costs (unless, of course, your professor forced you to buy and read
it). That is, you expect this book to provide benefits in excess of the money you spent on
it, plus the forgone use of your time. Nonreaders of this book obviously believe the costs
outweigh the benefits, or that NB¢ is negative.

Formal cost-benefit analysis utilizes the same net benefit calculus to establish the
monetary value of all the costs and benefits associated with a given health policy decision.
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Such information is invaluable to policy makers who are under pressure to utilize scarce
resources to generate the most good for society. To illustrate this point, let’s suppose that
an all-knowing benevolent dictator, called the “surgeon general,” is responsible for en-
suring the economic happiness of the people in some hypothetical society. The surgeon
general realizes that people possess unlimited wants and that numerous goods and ser-
vices, such as food, clothing, housing, medical care, and automobiles, provide them with
satisfaction. The surgeon general also knows that scarcity of resources involves trade-
offs; that is, more of one good means less of the others.

The surgeon general’s task is to maximize the social utility of the population by choosing
the best aggregate mix of goods and services to produce and consume.! To accomplish this
objective, the surgeon general has the power to allocate land, labor, and capital resources
to any and all uses. Consistent with the maximization of the social utility received from all
goods and services, we can think of the surgeon general as trying to maximize the total
net social benefit (TNSB) from each and every good and service produced in the economy.
The TNSB derived from a good or service is the difference between its total social benefit
(TSB) in consumption and its total social cost (TSC) of production. The difference repre-
sents the net benefit, or gain, that the society receives from producing and consuming a
particular amount of some good or service. The TSB can be treated as the money value of
the satisfaction generated from consuming the good or service. The TSC can be looked at
as the money value of all the resources used in producing the good or service.

For example, the TNSB from medical services can be written as

(3-2) TNSB(Q) = TSB(Q) — TSC(Q).

Equation 3-2 allows for the fact that the levels of benefits, costs, and net social benefit de-
pend on the quantity of medical services, Q. The surgeon general maximizes TNSB by choos-
ing the quantity of medical services at which the difference between TSB and TSC reaches its
greatest level. Figure 3-1 presents a graphical representation of this maximization process.

Notice in the figure that total social benefits increase at a decreasing rate with respect to
the quantity of medical services. This shape reflects an assumption that people in society
experience diminishing marginal benefit with respect to medical services and indicates that
successive incremental units generate continually lower additions to social satisfaction.
TSCs increase at an increasing rate and reflect the increasing marginal costs of producing
medical services.

The slope of the TSB curve can be written as

(3-3) MSB(Q) = ATSB/AQ,

where MSB stands for the marginal social benefit from consuming a unit of medical
services. Obviously, MSB decreases with quantity since the slope of the TSB curve declines
due to diminishing marginal benefit. Similarly, the slope of the TSC curve is

(3-4) MSC(Q) = ATSC/AQ,

where MSC represents the marginal social cost of producing a unit of medical services.
MSC increases with output as the slope of the TSC curve gets steeper due to increasing
marginal cost.

1. In the context of the production possibilities curve, the surgeon general is trying to find the specific point that maximizes the
collective well-being of the population. The surgeon general is assumed to accept the current distribution of income.
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FIGURE 3-1
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The TSB curve represents the monetary value of the total social benefit generated from consuming medical care.
The curve is positively sloped to reflect the added monetary benefits that come about by consuming more medical
care. The curve bows downward to capture the fact that society experiences diminishing marginal benefit with regard
to medical care. The TSC curve represents the TSC of producing medical care and is upward sloping because total
costs increase as more medical care is produced. The curve bows toward the vertical axis because the marginal cost
of producing medical care increases as more medical care is produced. TNSB is maximized when the vertical distance
between the two curves is greatest and that occurs at Q, level of medical services.

TNSB is maximized where the vertical distance between the two curves is the greatest
at distance AB. A common principle in geometry is that the distance between two curves
is maximized when their slopes are equal. That condition holds at output level Q, and im-
plies that allocative efficiency, or the best quantity of medical services, results where

(3-5) MSB(Q) = MSC(Q).

Thus, the surgeon general chooses output Q, because it maximizes TNSB.

To illustrate this point in a slightly different manner, Figure 3-2 graphs the MSB and MSC
curves. Notice that the negatively sloped MSB and the positively sloped MSC reflect dimin-
ishing marginal benefit and increasing marginal costs, respectively. The efficient amount of
medical services is at Q,in Figure 3-2 because MSB equals MSC. Let us consider why Q,, is
the efficient or best level of medical services by examining the figure more closely.

In the figure, units of medical services to the left of Qp such as Q» imply that too few
medical services are being produced because MSB (point E) is greater than MSC (point F).
At Q;, an additional unit of medical services generates positive additions to TNSB because
the net marginal social benefit, the difference between MSB and MSC, is positive. Society is
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FIGURE 3-2
Under- and Overprovision of Medical Services

Costs and benefits 1
of medical services

MSC

MSB

Quantity of
medical services

@

The MSB curve stands for the marginal social benefit generated from consuming medical care and is downward sloping
because of the notion of diminishing marginal benefit. The MSC curve stands for the marginal social cost of producing
medical care and is upward sloping because of increasing marginal costs. TNSB is maximized at Q level of medical
care where the two curves intersect. At that point, the MSB of consuming medical care equals the MSC of production.
If Q_amount of medical care is produced, then the MSB exceeds the MSC and society would be better off if more
medical services were produced. If Q; amount of medical care is produced, then the MSB is less than the MSC and too
much medical care is produced.

made better off if more medical services are produced. At Q, where MSB equals MSC, the
net marginal social benefit is equal to zero and TNSB is maximized.

In contrast, output levels to the right of Q, suggest that too many medical services are
being produced. For example, at Qy, MSC (point G) exceeds MSB (point H) and net mar-
ginal social benefit is negative, subtracting from maximum total net social benefits. The
cost of producing unit Q exceeds the benefits at the margin, and society could be made
better off by not producing this unit. This same argument applies to all units of medical
services to the right of Q.

TNSB is represented by the area below the MSB curve but above the MSC curve in
Figure 3-2. This is because TNSB is equal to the sum of the net marginal social benefits, or
the difference between MSB and MSC for every unit of medical services actually produced.
Thus, in Figure 3-2, the area ABC represents the maximum TNSB that society receives if
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resources are allocated efficiently. (Conceptually, this area is equal to the vertical distance
AB in Figure 3-1.)

If the surgeon general decides to produce Q, instead of Q, units of medical services,
society fails to receive the part of the TNSB indicated by area ECF. In economics, the lost
amount of net social benefits is referred to as a deadweight loss. In this example, it mea-
sures the cost associated with an underallocation of resources to medical services. Simi-
larly, if the surgeon general chooses to produce Q; units of medical services, a deadweight
loss of area GCH results. Area GCH indicates the net cost to society from producing too
many units of medical services and therefore too few units of all other goods and services.

The preceding discussion can be easily couched in terms of the net benefit calculus in
Equation 3-1. For example, if we solve Equation 3-5 for the difference between the mar-
ginal social benefit and the marginal social cost, we get

(3-6) NMSB(Q) = MSB(Q) — MSC(Q),

where NMSB equals the net marginal social benefit the society derives from consuming
a unit of the good. If NMSB is larger than zero, total net social benefit increases if an ad-
ditional unit of the good is consumed. Naturally, if NMSB is negative, the society is made
worse off if an additional unit of the good is produced and consumed.

The Practical Side of Using Cost-Benefit
Analysis to Make Health Care Decisions

Public policy makers concerned with formulating health policies that affect the overall
well-being of society, or TNSB, must wrestle with the problem of operationalizing Equation
3-6. That is no easy task, as it requires they establish the monetary value of all the costs
and benefits associated with a given health policy decision. The problem is complicated
by the fact that some of the costs and benefits may be of an indirect nature and therefore
difficult to quantify. For example, suppose you are responsible for estimating the net ben-
efits associated with a rehabilitation program that requires one hour of exercise a day for
people who recently had a heart bypass operation. One of the costs you will have to mea-
sure is the opportunity cost of the patients’ time. Your first inclination may be to base your
estimate on the average hourly wage of the people in the program. But what if the people
conduct their daily exercise regime on their own time rather than while at work? You now
face the problem of determining the opportunity cost of leisure time.? As you can see, indi-
rect costs or benefits may be hard to quantify. The benefits, or diverted costs, of a medical
intervention fall into four broad categories:

1. The medical costs diverted because an illness is prevented.
2. The monetary value of the loss in production diverted because death is postponed.

3. The monetary value of the potential loss in production saved because good health
is restored.

4. The monetary value of the loss in satisfaction or utility averted due to a continuation
of life or better health or both.

2. Although no hard-and-fast rule exists, the opportunity cost of leisure time is most often estimated at some fraction, usually
one-half, of the average hourly wage.
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The first benefit is usually the easiest to calculate and involves estimating the medical costs
that would have been incurred had the medical treatment not been implemented. The next
two benefits involve projecting the value of an individual’s income that would be lost due to
illness or death.

The last benefit is the most subjective and therefore the most difficult to quantify,
because it involves estimating the monetary value of the pleasure people receive from a
longer life and good health. For example, how does one attach a dollar value to the de-
crease in pain and suffering an individual may experience after hip replacement surgery?
Or what is the monetary value of the satisfaction a parent receives from watching a child
grow up? Given the difficulty involved in measuring the pleasure of life, many studies sim-
ply calculate the other three types of benefits. The resulting figure is considered to reflect a
lower-bound estimate of total benefits.?

Discounting

The costs and benefits of any medical decision are likely to accrue over time rather than at
a single point in time. For example, the benefits of a polio vaccination are felt primarily in
terms of allowing children who might otherwise have been afflicted with polio to lead nor-
mal, healthy, active lives. The benefits in this case accrue over many decades. Therefore,
an adjustment must be made to account for the fact that a benefit (or a cost) received to-
day has more value than one received at a future date. That is, the net benefit of an activity
yielding a stream of future returns must be expressed in present value (PV) terms before
proper comparisons can be made.

In simplest terms, PV means that an individual prefers $100 today rather than a year
from now. Even if the individual wants to spend the money a year from now, he or she is
still made better off by accepting the money today. For example, $100 deposited in a sav-
ings account offering a 4 percent annual return yields $104 a year later. We say that the PV
of $104 to be received a year from now at a 4 percent rate of interest equals $100. In more
formal terms, we can state PV using the following equation:

B F
(1407

3-7) PV

where F equals a fixed sum of money and r represents the annual rate of interest, or the rate
at which the sum is discounted. In our example, F equals $104 and r is 4 percent, or 0.04, so
PV equals $100. Notice that a higher interest rate means the PV of a fixed sum falls. For ex-
ample, if the rate of interest increases to 5 percent, the PV of $104 decreases to $99.05. Thus,
the PV of a fixed sum is inversely related to the rate at which it is discounted.

When referring to sums of money received over a number of periods, the PV formula
becomes slightly more complicated. If different sums of money, or net benefits, are to

3. In this simple example, we considered the costs and benefits associated with a new medical treatment where one never

existed before. As a result, we considered the total costs and benefits experienced by society. In some instances, however, that
approach is not appropriate. Consider a new medical treatment that potentially displaces, or complements, an existing one. In this
situation, the appropriate practice is to focus on the incremental, or marginal, costs and benefits associated with the new treatment
rather than the total costs and benefits. As such, only the added costs and benefits of the new treatment are considered.
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be received for a number of years, n, at the close of each period, the formula looks like
the following:

3-8) py=— oy BB B
1+t Q+n* Q+7n3 1+n7
where F, (t=1,2,3,...,T) equals the payment, or net benefit, received annually for T

years. For simplicity’s sake, we normally assume the discount rate is fixed over time. Each
annual payment is expressed in today’s dollars by dividing it by the discounting factor. The
discounting factor equals 1 plus the rate of interest raised to the appropriate power, which
is the number of years in the future when the payment is to be received. The sum total, or
PV, represents the present value of all annual payments to be received in the future.

If Equation 3-8 is rewritten in summation form and specifically in terms of benefits and
costs over time, it looks like the following:

(3-9) NB =St~

where NB equals the PV of net benefits.

In every cost-benefit study in which the effects of a medical treatment or project oc-
cur over time, careful consideration must be given to choosing the discount rate. That is
because the rate at which future payments are deflated can profoundly affect the present
value of a project, especially when the costs or benefits do not accrue until far into the
future. The earlier polio vaccination example is a case in point. A cost-benefit analysis of
a polio vaccination project involves taking the PV of benefits potentially received 70 years
into the future (the average American can expect to live about 75 years). Selecting an inter-
est rate that is too high results in the choice of medical interventions that offer short-term
net benefits. Conversely, choosing an interest rate that is too low leads to the choice of
medical projects that provide long-term net benefits.

Theoretically, the chosen interest rate should equal the rate at which society collectively
discounts future consumption, or society’s time preference. In an industrial economy, how-
ever, there are many interest rates to choose from, including the prime business lending
rate, the residential mortgage rate, and the U.S. government bond or T-bill rate. So naturally,
the “correct” interest rate is open to interpretation. Most studies choose a discount rate
of between 3 and 5 percent or look to private financial markets for guidance. In the latter
instance, the interest rate on government bonds is the typical choice. The T-bill interest rate
is chosen because it supposedly represents a risk-free rate of return and therefore reflects
the rate at which the private sector discounts future streams of income in the absence
of risk. Some studies circumvent this problem by presenting a range of estimates based
on alternative rates of interest. It is then left to the ultimate decision maker to choose the
appropriate rate of discount.

The Value of Life

To properly estimate the total benefits of a medical intervention, we must be able to measure
the value of a human life, because many medical interventions extend or improve the quality
of life. The most common method used to determine the monetary worth of a life is the
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FIGURE 3-3
Present Value of Lifetime Earnings for Males and Females, 2000
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SOURCE: Max, Wendy et al. “Valuing Human Life: Estimating the Present Value of Lifetime Earnings,” 2000. Center for

Tobacco Control Research and Education. University of California, San Francisco, 2004, Table 2.

human capital approach.* The human capital approach essentially equates the value of a
life to the market value of the output produced by an individual during his or her expected
lifetime. The technique involves estimating the discounted value of future earnings result-
ing from an improvement in or an extension of life.

Figure 3-3 provides some average estimates of the PV of lifetime earnings (including
fringe benefits) by age and gender, discounted using a 3.0 percent discount rate. Notice that
the discounted value of lifetime earnings initially increases with age and then decreases. The
PV figures increase at first because as an individual ages beyond infancy, the value of lifetime
earnings that accrue mainly in the middle adult years are discounted over a shorter period
of time. For both males and females, the discounted value of lifetime earnings peaks in the
between the ages of 20 and 24, $1.52 million for males and $1.09 million for females. Even-
tually, lifetime earnings decrease with age as productivity and the number of years devoted
to work decrease. The estimates are also sensitive to the discount rate. For example, if the
figures were discounted at a 5 percent rate rather than a 3 percent rate (earnings figures not
shown in Figure 3-3), the present value of lifetime earnings for males between the ages of

4. Economists view expenditures on education and health as personal investments that enhance an individual’s ability to
command a higher salary in the marketplace; hence the term human capital.
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20 and 24 falls to $1.06 million and for women in the same age group they fall to $775, 711.
Naturally, the higher the discount rate the lower the discounted value of lifetime earnings.

Although the human capital approach is the most widely accepted method for deter-
mining the value of a life, the technique is not without shortcomings. One concern is
that the approach is unable to control for labor market imperfections. For example, from
Figure 3-3, it is apparent that the discounted value of lifetime earnings for males is substan-
tially greater than that for females. Gender discrimination in the workplace may account
for part of the difference. As a result, women may be penalized and assigned a lower value
of life because of their gender. Also, racial and other forms of discrimination may result in
an inappropriate estimate of the value of life when the human capital approach is used.

The human capital approach can also be criticized because it fails to consider any non-
market returns the individual might receive from other activities, such as leisure. As such,
it does not take into account the value of any pain and suffering averted because of a medi-
cal treatment, nor does it consider the value an individual receives from the pleasure of
life itself. For example, take an extreme view. According to the human capital approach, a
chronically unemployed person has a zero or near-zero value of life.

An alternative approach used to measure the value of a life is the willingness-to-pay
approach. The willingness-to-pay approach is based on how much money people are willing
to pay for small reductions in the probability of dying. This kind of information is revealed
when, for example, people install or fail to install smoke detectors in their homes, wear or do
not wear automobile seat belts, or smoke or do not smoke cigarettes. For example, assume
that people in society choose to spend $100 per person per year on some device that improves
environmental quality and reduces the probability of a person dying by 1 in 10,000. In this
case, the imputed value of the average person’s life equals $1 million ($100 =+ 1/10,000).

To understand how the willingness-to-pay approach works, consider a person who is
deciding whether to purchase a potentially life-saving medical service. The benefit of the
life-saving medical service equals the reduced probability of dying, =, times the value of
the person’s life, V. Using a cost-benefit approach, the “marginal” person purchases the
medical service if the benefit, = X V, just compensates for the cost, C, or

(3-10) ™ X V=¢,

although “inframarginal” consumers might perceive greater benefits because they value
their lives more highly. Dividing both sides by 7 results in

(3-11) V==C/m.

Equation 3-11 implies that a lower-bound estimate can be calculated for the value of a human
life by dividing the cost of a life-saving good or service by the reduced probability of dying.
The advantage of the willingness-to-pay approach is that it measures the total value
of life and not just the job market value. The imputed value of life generated by the
willingness-to-pay approach includes the value of forgone earnings plus the nonmarket
value received from life and good health. As a result, the willingness-to-pay approach generally
estimates the value of a life to be higher than that generated by the human capital approach.
For example, based on a survey conducted in 1999, Alberini et al. (2002) estimated the
mean value of a statistical life to equal $933,000 in Canada and $1.5 million in the United
States for a 5 in 1,000 reduction in risk. The mean estimates jumped to $3.7 million in
Canada and $4.8 in the United States for a 1 in 1,000 reduction in risk. Viscusi (1993)
found the willingness-to-pay estimates to range between $3 and $7 million in 1990 dollars,
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while Mrozek and Taylor (2002) reviewed more than 40 studies and found the statistical
value of a life to be between $1.5 and $2.5 million in 1998 dollars. All indications are that
the willingness-to-pay estimates are higher than the human capital estimates.

Keeler (2001) recently illustrated how the human capital approach can be reconciled
with the willingness-to-pay approach by estimating the discounted value of life and consid-
ering the monetary value of all time, not just work time. As such, he estimated the value of
life by assuming that all time is valued at the market wage rate and controlling for the total
number of hours remaining for an individual at a given age, rather than simply the remain-
ing number of work hours. Given that the average worker under 50 years of age is likely
to spend only between one-tenth and one-fifth of future hours working, you can imagine
how this increased the discounted value of a remaining life. For a 30-year-old male, Keeler
estimated the value of all future hours to equal slightly more than $2.6 million in 1990 dol-
lars, which is more than five times the discounted value of future earnings, and in line with
willingness-to-pay estimates. While his figures are crude, they illustrate that people place a
significant monetary value on the amount of time spent outside work, and that researchers
need to consider that when estimating the value of a life.

An Application of Cost-Benefit Analysis—
Should College Students Be Vaccinated?

An increase in the number of reported cases of meningococcal disease in the United States
prompted a discussion as to whether college students should be vaccinated for the disease.
Jackson et al. (1995) utilize a cost-benefit analysis to determine if such a policy would be
an appropriate use of scarce health care resources. The analysis compares the benefits that
would result from a decrease in the number of cases of meningococcal disease to the cost
of implementing a vaccination program for all college students.

The cost of this medical intervention equals the cost of the vaccine multiplied by the
number of doses needed plus the estimated cost of any side effects occurring because of the
vaccine. The total cost of the vaccine was assumed to equal $30 per dose, which accounted
for the actual cost of the vaccine plus the cost of administering the vaccine. The authors
also assumed that 2.3 million freshmen would enter college every year and that 80 percent
of those would receive the vaccine. Regarding side effects, the authors assumed that there
would be one severe reaction to the vaccine per 100,000 students vaccinated, which would
cost $1,830 per case. Based on these factors, the authors calculate that it would cost $56.2
million a year to administer a vaccination program among college students.’

The benefits include the medical costs diverted plus the estimated value of the lives
saved because of the vaccine. Treatment costs per case were assumed to equal $8,145,
which included seven days of hospitalization and one physician visit per day, and costs for
cases occurring in the second, third, and fourth years of college were discounted at a rate
of 4 percent. Because there is no way of knowing the rate at which college students con-
tract meningococcal disease, the authors used varying multiples of the baseline rate (the
national average for that age group) to calculate the benefits. A total of 58 cases would be

5.The $56.2 million figure comes from the study of Jackson et al. However, the calculation actually comes out to $55.2 million.
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TABLE 3-1
Estimated Benefits and Costs for the Vaccination of College Students
against Meningococcal Disease (in millions of dollars)

Baseline times 2 Baseline times 15
Cost of the Vaccination Program $56.2 $56.2
Total Benefits 9.3 63.8
Direct Medical Benefits 0.5 3.1
Indirect Benefits—Value of Lives Saved 8.8 60.7
Net Benefits—(Benefits — Cost) —46.9 7.6

SOURCE: Lisa Jackson et al. “Should College Students Be Vaccinated against Meningococcal Disease? A Cost-
Benefit Analysis.” American Journal of Public Health 85 (June 1995), Table 1.

prevented at 2 times the baseline rate for a savings of $500,000 in direct medical costs. The
cost savings equal $3.1 million at 15 times the baseline rate.

The human capital approach was used to determine the value of lost earnings, and it was
assumed that each life saved was worth $1 million. The total benefit from lives saved was
$8.8 million for 2 times the baseline rate and $60.7 million for 15 times the baseline rate.

Table 3-1 summarizes the findings for the scenarios where students contract meningo-
coccal disease at 2 times and 15 times the national average. According to the estimates, the
net benefit for vaccinating college students is —$46.9 million, assuming a baseline rate of
2 times the national average for that age group. In other words, the estimated costs of this
program outweigh the benefits by more than $46 million. Under the assumption that stu-
dents contract the disease at 15 times the national average, the net benefits equal $7.6 mil-
lion. In fact, a student rate of 13 times the national average must be employed before the
estimated benefits generated by a vaccination program equal the costs. Using a rate of 2.6
times the national average for that age group, which the authors feel is the maximum pos-
sible rate for students, Jackson et al. conclude that the costs of any vaccination program
are likely to far outweigh the benefits. Thus, while one cannot ignore the fact that lives
would be saved through a vaccination policy, the estimates indicate that such a policy may
not be the most efficient way to spend scarce medical care dollars.

The Costs and Benefits of New Medical Technologies

Most analysts would agree that advances in medical technology have been the driving
force behind rising medical costs in the United States over the last few decades. A cursory
look at health statistics also appears to confirm that these new technologies have had a
profound effect on the health and well-being of millions of people. For example, overall
mortality and disability rates in the United States have fallen consistently since World War 1I.
New surgical and diagnostic techniques, medical devices, pharmaceutical products, and
the like are introduced each year and recent advances in such areas as biomedical research
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and information technology almost ensure that the pace of technological development will
not abate anytime soon.

The impact of medical technology on health can best be illustrated by the total product
curve for medical care discussed in the previous chapter. Recall that the total product curve
as depicted in Figure 2-5 shows the relationship between health and amount of medical
care consumed. Also recall that any new medical technology that improves health causes
the total product curve for medical care to rotate upward. The curve rotates upward be-
cause each unit of medical care consumed now has a greater impact on overall health. For
example, take the person who is suffering from emphysema and depression. Now assume
that this individual begins taking a new antidepressant drug far more effective at combat-
ing depression and has fewer side effects than her previous medication. In this case the
total product curve rotates upward, capturing the enhanced ability of the new drug to
counteract depression and the fact that the medical care she is consuming as a result of her
emphysema now becomes that much more effective.

Some have argued that new expensive technologies are developed and adopted with
little regard to whether the benefits justify the costs. While that is clearly a debatable
premise, Cutler and McClellan (2001) analyzed the costs and benefits associated with tech-
nological change in five specific health conditions: heart attack, low-birthweight infants,
depression, cataracts, and breast cancer. In all cases they found that the benefits of techno-
logical change are not less than the costs.

For example, from 1984 through 1998 technological advances in treatment of heart
attacks increased the life expectancy for the average heart attack victim by one year.
Assuming each added year of life is worth $100,000 and subtracting out the yearly cost
of consumption at $25,000, because most heart attack victims cease to work, the added
benefit to society of an additional year of life is $75,000, or $70,000 in present value
terms. Given that the costs of treating heart attacks increased by approximately $10,000
from 1984 to 1998 in present value terms, the net benefit of enhanced technology in the
treatment of heart attacks is roughly $60,000 per patient. In other words, there is a 7 to 1
payoff in terms of benefits to costs. This finding supports a convincing argument that the
increase in spending brought about by technology is more than justified in terms of health
benefits.

As another example, Cutler and McClellan also found that in the case of low-birthweight
infants, the net benefits equal $200,000 per infant with a payoff of approximately 6 to 1.
To further bolster their claim concerning the value of medical technology, the authors state
that “if one takes just the medical component of reduced mortality for low-birthweight
infants and ischemic heart disease, medical care explains about one-quarter of overall mor-
tality reduction” (p. 24).

While one should be careful not to overgeneralize from their results, it is fair to say
that Cutler and McClellan developed a compelling case for the positive net benefits associ-
ated with new medical technologies. In most cases, the benefits of technological change
in recent years appear to justify the costs. The authors concluded their article with a word
of caution concerning cost containment policies. While everyone benefits when resources
are used efficiently in the production of health, any policy change that halts or slows the
rate of technological innovation should be examined with a skeptical eye. That is, serious
attempts at cost containment may come at the expense of new medical technologies and
thereby compromise the quality and longevity of future lives.
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Cost-Effectiveness Analysis

The difficulty of measuring benefits is one major drawback of cost-benefit analysis. The prob-
lem is even more pronounced in the health care field because the benefits associated with the
adoption of a new technology or medical intervention are often in terms of intangible long-
term benefits such as the dollar value of prolonging life or an enhancement in the quality of
life. As we learned earlier, considerable debate surrounds the most appropriate way to deter-
mine the value of a human life. When the benefits that accrue from a particular policy are
clearly defined and deemed desirable, cost-effectiveness analysis (CEA) is often employed.

McGuigan and Moyer (1986, pp. 562-563) suggest that the primary difference between
cost-benefit and CEA lies in the basic question being asked: “Cost-benefit analysis asks the
question: What is the dollar value of program costs and benefits, and do the benefits ex-
ceed the costs by a sufficient amount, given the timing of these outcomes to justify under-
taking the program?” In contrast, the question asked in CEA, “Given that some prespecified
object is to be attained, what are the costs associated with the various alternative means
for reaching that objective?”

With CEA, the analyst estimates the costs associated with two or more medical treatment
options or clinical strategies for a given health care objective, such as life-years saved, to
determine the relative value of one medical treatment or technology over another.® In most
cases, the comparison is done through the calculation of an incremental cost effectiveness
ratio (ICER). For example, assume that a new medical treatment, new, is being compared
to an existing treatment, old, and the cost and medical effectiveness of each treatment are

Chew Coua and E v Eor respectively. In this case:
Cpew — C
(3-12) [CER = —2ew _old
Enew - Eold

If the new treatment is less costly than the old (C,., < C,4) and more effective
(E hew > E 44), then the new treatment is said to dominate the old and should be adopted.
This situation is depicted in quadrant IV of Figure 3-4, where the net effect ( E o — E o)
is measured on the horizontal axis and the net cost (C,., — C,q) is measured on the verti-
cal axis. On the other hand, if the new treatment is both more costly and less effective than
the old, then the old is dominant (quadrant II in Figure 3-4). In this situation, the new
treatment should not be adopted.

The most interesting case is when the new treatment is more effective than the old and
at the same time more costly. This situation is captured in quadrant I of Figure 3-4. CEA
becomes an important tool of analysis under this circumstance because a decision has to be
made regarding whether the new treatment is worth adopting or not. The basic question
becomes: Is the gain in improved health brought about by the new treatment worth the
additional cost in dollars? For example, assume that the new treatment costs $5,000 per ad-
ditional life-year saved. This seems like a rather small price to pay for a life-year and most
would conclude that the new treatment should be adopted. But what happens if the cost is
$150,000 per additional life-year saved? Is the cost of the new treatment worth the benefits
in terms of life-years saved? Or, put in other terms, what is the threshold point at which

6. Other objectives, such as reducing cholesterol levels of blood pressure, may also be specified.
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a particular medical treatment or technology is simply too costly to adopt? Clearly, there
is no straightforward answer. However, many agree that if the cost of a new medical treat-
ment is less than $50,000 per additional year of life saved it is generally viewed favorably.
Cutler (2004) places the threshold at double that amount, arguing that the value of a year
of life is around $100,000.

Finally, we have the case where the new technology is less costly and less effective than
the old. This situation is depicted in quadrant III of Figure 3-4 and the relevant question
becomes whether the decrease in health is worth the cost savings. CEA is needed to pro-
vide the relative cost savings per life-year. Given that the major emphasis in medical care

FIGURE 3-4
The Cost-Effectiveness Plane

Net Cost +
(Cnew > Cold)

11
Old treatment dominates

I
Review relative costs and benefits

Net Effect — (Epeyy < Egq)

1

0 Net Effect + (Epeyy > E 1)

v

Review relative costs and benefits New treatment dominates

Net Cost —
(Cnew < Cold)

The cost-effectiveness plane shows how CEA can be used to determine whether a new medical technology or treat-
ment should be adopted. The horizontal axis measures the net impact of a new medical treatment or technology on
health outcomes. To the right of the origin, the new treatment enhances health or life expectancy, and to the left of
the origin it diminishes health when compared to the current treatment. Net costs are measured on the vertical axis
with positive net costs scored above the origin and negative net costs scored below the origin. Quadrant | depicts the
situation in which a new medical option is more effective and more costly than the current procedure. In quadrant Il
the new option is less effective and more costly than the current one. In this case, the current medical option should
be retained. Moving counterclockwise, quadrant Il shows the case in which the new medical option is less costly and
less effective than the current one. The relevant question is whether the reduction in cost is worth the loss in health
associated with the new medical option. In quadrant IV the new medical option dominates the old one because it is
more effective and less costly.

SOURCE: Adapted from Michael F. Drummond et al. Methods for the Economic Evaluation of Health Care Programmes,
2nd ed. Oxford: Oxford University Press, 1997; and MedPAC. Issues in a Modernized Medicare Program. Washington,
D.C., June 2005.
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is on improving or extending life, very little attention is paid in literature regarding this
possibility.

If a new medical treatment or technology is being examined where none previously
existed, then Equation 3-12 becomes

(3-12) ICER = Crew

EHEW
and Figure 3-4 is still relevant. The only difference is that the net change in terms of cost
and effectiveness now becomes the total change and quadrants I and III still remain the
focus of attention.

As an example, there is a significant body of literature that examines the cost effective-
ness of breast cancer screening. At issue is at what ages and how frequently women should
receive a mammogram. Salzmann, Kerlikowske, and Phillips (1997) find the cost of breast
cancer screening per year of life saved for women between the ages of 50 and 69 to equal
$21,400. They also find the incremental cost-effectiveness ratio for screening women be-
tween the ages of 40 and 49 equal to $105,000 per life-year saved. These results are fairly
representative of the literature (for example, see Lindors and Rosenquist, 1995 and Stout
et al., 2006) that finds the incremental cost-effectiveness ratio for mammography screen-
ing higher for younger women. At the heart of the controversy is whether young women
should receive regular mammograms, particularly those between the ages of 40 and 49.

Even cost effectiveness analysis is not without its critics. Some argue that life-years are
not homogenous. Sometimes a medical intervention is associated with a significant num-
ber of life-years saved but a reduced quality of life. Conversely, a medical intervention may
result in few life-years saved but an enhanced quality of life. For example, some analysts
claim that coronary bypass operations do more to enhance the quality of life than they do
to extend life.

As a result, another technique, called cost-utility analysis, has been used frequently in
recent years. Cost-utility analysis considers the number of life-years saved from a particular
medical intervention along with the quality of life. As result, it adjusts the number of life-
years gained by some type of index that reflects health status, or quality of life. While a few
different rating scales are in use, the most common is quality-adjusted life-years (QALYs).”

In mathematical terms, a QALY equals the product of life expectancy times a measure of
the quality of remaining life-years. The latter is referred to a health-utility index and it is
normally measured on a scale from 1 to 0, where 1 equals one year of full health and 0 rep-
resents death.® For example, consider an individual who will die within one year without
a given medical procedure. Assume that this individual could expect to live an additional
eight years with a quality of life equal to 0.75 if he were to receive a particular medical
procedure. In this case, the medical procedure generates 6.0 QALYs, or 8 times 0.75. Notice
that the number of QALYs depends on both the number of life-years generated by the medi-
cal procedure and the ensuing quality of life.

7. For example, the World Health Organization uses disability-adjusted life-years (DALYs), which measures potential life lost due
to premature death and the years of productive life lost due to disability.

8. It is conceivable that a score of less than one could be generated. For example, some may prefer death to living one year as a
quadriplegic.
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Three survey techniques are generally used by researchers to develop a health-utility in-
dex (Drummond et al., 1997). The first is a rating scale where individuals are asked to rate
various health outcomes. The researcher then converts the responses to a scale from 0 to 1.
The second is a standard gamble whereby an individual is given two hypothetical health
alternatives. The first alternative is a health outcome that is less than perfect, such as being
unable to walk or hear. The second alternative is that the individual undergoes a medical
procedure that has a probability of success equal to . If the procedure is successful, the
individual will be in perfect health. However, if the procedure is unsuccessful with proba-
bility (1 — 77), the individual dies. The individual is then asked to choose the probability of
success 7 that generates an indifferent response between the two alternatives; living with
the disability or undergoing the procedure with 7 probability of success. In most cases, the
probability provided in the standard gamble equals the value of the health-utility index for
the health outcome under discussion.

The third method is referred to as the time trade-off. In its simplest terms, an individual
is given a hypothetical choice: she can live for x years in perfect health followed by death,
or she can live y years with a particular chronic condition such as the inability to walk,
where y > x. The number of healthy years x is then varied until the person is indifferent
between the two outcomes. The health utility index in this simple example equals x/y.
For example, suppose that an individual feels that fifteen years of perfect health is worth
twenty years of life with the inability to walk. Using the time trade-off approach, this indi-
vidual is giving the inability to walk a health utility index of 0.75 (Dranove, 2003).

Equation 3-13 can be used to calculate the cost-utility ratio from a new medical treat-
ment or technology:

Cost e — Costyig

(3-13)
No. of QALYS,., — No. of QALYs4

Notice that Equation 3-13 is very similar to Equation 3-11. The only major difference is that
the denominator now has the number of quality-adjusted life-years for each intervention
rather than the number of life-years. Figure 3-4 is also relevant. The only change is that the
net effectiveness of the new treatment on the horizontal axis is now measured in terms of
quality-adjusted life-years. As before, cost-utility analysis becomes an important part of the
decision-making process in quadrants I and III.

The cost-utility approach is not without its critics. Some question whether the survey
techniques used to develop the health utility indexes accurately reflect any changes in the
quality of life. Others are concerned that certain segments of society may be discriminated
against because they have a shorter life expectancy (the elderly) or a lower quality of life
(the disabled) (Dranove, 2003). Finally, like cost-effectiveness analysis, cost-utility analysis
does not tell us whether the overall well-being of society is increased, as with cost-benefit
analysis. It can only tell us whether one medical treatment or technology is more cost
effective than another.

Cost-utility analysis has emerged as an accepted and common form of analysis in recent
years. As an example, Neumann et al. (2000) examined the results of almost 230 studies that
used cost-utility analysis to see if prescription drugs are a cost-effective means of improv-
ing overall health. According to their analysis, prescription drugs generated a mean ratio of
$11,000 per quality-adjusted life-year. As a category, immunization had the lowest mean ratio
of $2,000 per QALY, while medical procedures had the highest ratio of $140,000 per QALY.
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Other categories included surgery at $10,000 per QALY and screening at $12,000 per QALY. In
another study, Stone et al. (2000) reviewed the findings of fifty studies that used cost-utility
analysis to examine the effectiveness of clinical preventive services. They found the median
cost utility ratio to equal $14,000 per QALY.

Cost-utility analysis can also be used to assess the viability of new medical technologies.
One case concerns whether or not digital mammography screening for breast cancer should
replace the more traditional film mammography screening method. A digital mammography
takes an electronic image of the breast that can be stored in a computer, thus providing the
radiologist with enhanced computer technology to detect cancer. The dilemma is that while
the digital mammography may be superior in its ability to detect cancer for certain subpopu-
lations, it is far more expensive than film mammography. This situation is depicted in quad-
rant I of Figure 3-4 where a new medical technology is superior to the current technology yet
more expensive. Tosteson et al. (2008) estimate that the replacement of all-film mammogra-
phy screening will all-digital mammography screening would cost $331,000 per QALY gained.
Targeted-digital mammography screening, on the other hand, for certain subpopulations
based on age (women 50 and younger) or age and breast density (women 50 and younger
plus women older than 50 with dense breasts) is much more cost effective, generating esti-
mates of $26,500 and $84,500 per QALY, respectively. These results lead the authors to con-
clude that digital mammography screening for all women is too costly and unjustified. They
further conclude that digital screening can only be justified if limited to women 50 years of
age and younger and those women older than 50 but with dense breasts.

By the Numbers: Cost-Effectiveness
and Cost-Utility Analysis

Table 3-2 provides a simple example of cost-effectiveness and cost-utility analysis. The cur-
rent medical option costs $20,000 and generates 2 life-years and 1.4 QALYs (2 X 0.7), while
the new medical option under consideration results in 8 life-years gained and 3.2 QALYS
(8 X 0.4). The incremental cost-effectiveness ratio for the new medical procedure equals
$15,000 per life-year gained, or ($110,000 — $20,000) divided by (8 years — 2 years). Given
the relatively low ICER, it would appear that the new medical option should be adopted.
When the quality of life is factored into the analysis, the cost-utility ratio equals $50,000
per quality-adjusted life-year gained, or ($110,000 — $20,000) divided by (3.2 QALYs — 1.4
QALYs). In this case, the cost per quality-adjusted life-year is much higher than the cost per
life-year because the new procedure results in a decrease in the quality of life. For example,
the new procedure may leave the patient with moderate pain or discomfort or decreased

TABLE 3-2
An Example of Cost Effectiveness and Cost-Utility Analysis

Treatment option Cost Life-years gained Health-utility index QALY

Current procedure $20,000 2 years 0.7 1.4
New procedure $110,000 8 years 0.4 3.2
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mobility. Now the decision to adopt the new treatment deserves further reflection because
the cost per quality-adjusted life is considerably higher.

The opposite would occur if the quality of life is significantly enhanced by the new tech-
nology. Assume for argument’s sake that the new medical procedure improves health and
the health utility index equals 0.95. In this case, there are 7.6 QALYs (8 X 0.95) generated
by the new medical option and the cost-utility ratio equals $11,842, which is marginally
lower than the ICER.

Before we move on, two points are worth stressing. First, notice that the cost of any
medical procedure or technology is the same regardless of whether it is judged on a cost
effectiveness or cost-utility basis. Second, the quality of life associated with any medical
option plays a critical role in determining its relative worth.

An Application of Cost-Effectiveness Analysis:
Autologous Blood Donations—Are They Cost Effective?

Since the rise in the number of cases of acquired immunodeficiency syndrome (AIDS),
there has been a growing concern about the safety of the U.S. blood supply. Many are wor-
ried that they may receive tainted blood through a transfusion and contract an infectious
disease, such as HIV or hepatitis C. This has led to an increase in the number of autologous
blood donations.? Although more costly than traditional community blood donations, au-
tologous donations are safer because the risk of receiving any contaminated blood is zero.
Unfortunately, autologous blood donations are also more costly because they involve more
administrative and collection expenses and have higher discarding costs than allogeneic
donations. The question now becomes whether the increase in safety brought about by
using autologous blood donations is worth the additional costs.

Using CEA, Etchason et al. (1995) estimate the cost per quality-adjusted life-year saved
through autologous blood donations for four different surgical procedures: total hip replace-
ment, coronary-artery bypass grafting, abdominal hysterectomy, and transurethral prostate-
ctomy. The added, or marginal, costs of using autologous blood donations are provided in
the first row of Table 3-3. As you can see, the marginal cost of autologous blood donations
varies from $68 to $4,783 per unit. The difference results mostly from the disposal cost of
discarded units of blood. The second row of Table 3-3 provides the quality-adjusted life-
years gained from using autologous donated blood for each of the four procedures. The au-
thors arrived at these figures by first estimating the probabilities of acquiring a number of
infections, such as hepatitis C and HIV, through transfusions of allogeneic blood and then
estimating the number of disease outcomes that would result from those infections. These
figures were used to determine changes in life expectancy for each of the four surgical
procedures. Finally, the authors consulted the medical literature and adjusted their life ex-
pectancy figures to arrive at estimates for quality-adjusted life-years (QALY). For example,
using autologous blood donations for a hip replacement would result in .00029 quality-
adjusted life-years saved, or approximately 2.5 hours of perfect health.

The cost effectiveness per unit of autologous blood for each procedure can be arrived at
by dividing the marginal cost of using autologous blood by the QALY saved per unit. For

9. An autologous blood donation is one in which the donor and the recipient of the blood are the same person. An allogeneic
donation is one in which the donor and the recipient are different people.
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TABLE 3-3
Estimated Cost Effectiveness of Autologous Blood Donations

Total Hip Coronary-Artery Abdominal Transurethral

Replacement Bypass Grafting  Hysterectomy Prostatectomy
Additional cost $68 $107 $594 $4,783
per unit of autologous
blood transfused
QALY per unit 0.00029 0.00022 0.00044 0.00020
transfused
Cost effectiveness $235,000 $494,000 $1,358,000 $23,643,000

(row one/row two)

SOURCE: Jeff Etchason et al. “The Cost Effectiveness of Preoperative Autologous Blood Donations.” New England
Journal of Medicine 332 (March 16, 1995), Table 4.

example, according to Table 3-3, the cost effectiveness for using autologous blood for a hip
replacement equals $235,000 per quality-adjusted life-year, or $68/.00029.

As you can see, the cost effectiveness per unit of autologous blood runs from $235,000
per quality-adjusted life-year saved for a total hip replacement to more than $23 million
for a transurethral prostatectomy. Although there is no rule concerning what constitutes a
cost-effective expenditure for a medical intervention, the estimates generated by Etchason
et al. (1995) seem to be high and suggest that the use of autologous blood donations repre-
sents a costly way of saving a life.

Summary

Because resources are limited, allocation decisions must be made based on cost-benefit analy-
sis. If the benefits resulting from a health care decision exceed the costs, it is in the economic
agent’s best interests to pursue that decision. One problem that frequently arises when utiliz-
ing formal cost-benefit analysis is that of determining the monetary worth of a human life.
The human capital approach is the most common method used to translate the value of a life
into dollars. It involves estimating the discounted value of earnings gained through an exten-
sion of life. The willingness-to-pay approach is an alternative method that has been gaining
wider acceptance in recent years. With the willingness-to-pay approach, the monetary value
of a life is based on the amount people are willing to pay for small reductions in the probabil-
ity of dying. The advantage of this approach is that it captures the total value of a life rather
than simply the market value, as is the case with the human capital approach. Unfortunately,
data limitations preclude the widespread use of the willingness-to-pay approach.

CEA is another method commonly used to determine the merits of health care policy
options. Because the benefits of improved health are difficult to quantify, many analysts
elect to use CEA. The analysis involves estimating the cost of achieving a given health care
objective, usually a life-year saved. Another more sophisticated method analysis called
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cost-utility analysis takes into consideration both the quality and quantity of life-years
saved. The most common rating scale is QALYs, which equals the product of life expec-
tancy and an index of the quality of remaining life-years.

The various techniques discussed in this chapter represent a sampling of the tools health
care economists have at their disposal for analyzing the economic aspects of resource allo-
cation. These tools provide policy makers with the information they need to make informed
decisions concerning the allocation of scarce health care resources across competing ends.

Review Questions and Problems

1. We have learned that production efficiency is achieved when society is receiving the
maximum amount of output from its limited resources. Explain how cost-benefit analy-
sis can be used to achieve that outcome.

2. You have just been hired by your city’s department of health. Your first task is to use cost-
benefit analysis to evaluate a smoking awareness program that the department has been
promoting for two years. Under the smoking awareness program, the department of health
sends a team of health care professionals to various private firms free of charge to lecture
to employees about the risks of smoking. The lecture takes one hour and is given during
the workday. Describe the costs and benefits you should consider in your analysis.

3. In your own words, describe the difference between cost-benefit and cost effectiveness
analysis.

4. According to a study by Boyle et al. (1983), it costs $2,900 per life-year gained and
$3,200 per quality-adjusted life-year gained to use neonatal intensive care to increase
the survival rates of low-birthweight infants weighing from 1,000 to 1,499 grams. For
newborns weighing between 500 and 999 grams, the figures are $9,300 and $22,400,
respectively. Based on these figures, for which group of low-birthweight infants does
neonatal intensive care have the most cost effectiveness results? Why?

5. Think of a situation in which cost effectiveness analysis and cost-utility analysis would
give you contrary results. Substantiate your answer.

6. As of March 1, 1994, children riding bicycles in New York must wear safety helmets.
Assuming that the decision to enact this law was based on cost-benefit analysis, what
types of costs and benefits do you think were included in the study?

7. The commissioner of health is concerned about the increasing number of reported
cases of preventable childhood diseases, such as polio and rubella. It appears that a
growing number of young children are not being vaccinated against childhood diseases
as they should be. Two proposals to address the problem are sitting on the commis-
sioner’s desk. The programs have equal costs, but the commissioner has funding for
only one. The first proposal involves providing free vaccinations at clinics around the
country. The benefits from a free vaccination program are likely to be experienced im-
mediately in terms of a drop in the number of reported cases of illness. The second
program calls for educating young married couples about the benefits of vaccination.
The benefits in this instance will not be felt for some years. The commissioner wants to
use cost-benefit analysis to determine which proposal should be implemented. Explain
to the commissioner the critical role the discount rate plays in determining which pro-
gram is chosen. In particular, which program is more likely to be chosen if a relatively
low discount rate is selected? Why?
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. Distinguish between the human capital and willingness-to-pay approaches for deter-

mining the value of a life. Why does the willingness-to-pay approach generally esti-
mate the value of a life to be higher than the human capital approach does?

. According to Chase (1993), TPA, a heart drug produced by Genentech, Inc., costs ten

times more at $2,200 a dose than streptokinase, an alternative heart drug sold by Astra
AB and Kabi Farmacia AB of Sweden and by Hoechst AG of Germany. A trial of 41,000
heart attack patients found that the TPA treatment saves 1 more life out of 100 than
streptokinase does. Assume that a person pays full cost for either drug and chooses
TPA over streptokinase. Another otherwise identical person makes the opposite choice.
Use the willingness-to-pay approach to calculate the difference in the value of their
lives (assume that dosage requirements are the same).

Read the following passage from an article in The Wall Street Journal (October 3, 1995,
p. B1) and answer the following questions.

Diabetic Toby Warbet quit her secretarial job last year because of physical problems,
including blurred vision and a general loss of sensation. Such was her desperation
that when she heard about an unproven treatment that might help her, she decided
to borrow $20,000 from relatives to pay for it. . . . “Even if the chances are one in a
million, I was hoping I would be the one,” says the Livingston, NJ resident.

A. Use the human capital approach to provide a monetary estimate of the value of
Toby Warbet’s life as of October 3, 1995. Explain.

B. Use the willingness-to-pay approach to estimate the value of Toby Warbet’s life.
Explain.

C. Provide a reason for the discrepancy between the two approaches.

D. How might you measure the value of Toby Warbet’s life using the human capital
approach and attain a figure close to the willingness-to-pay approach?

According to Russell (1992), $1 million spent on two medical interventions yields the

following life-years for elderly persons:

Pneumococcal pneumonia vaccine 100 life-years
Influenza vaccine 11,000 life-years

Given this information, what is the opportunity cost of $1 million spent on the pneu-
mococcal pneumonia vaccine? What is the opportunity cost of $1 million worth of
influenza vaccine? If $1 million were available to spend on medical care for elderly
people, how would it be spent based on the data provided if the goal is to save the
greatest number of life-years?

Given this information, answer the following questions.

Cost Effectiveness
Current treatment $100,000 4 life-years gained
New treatment $250,000 10 life-years gained

A. Calculate the ICER for the new treatment, assuming that the new treatment would
replace the old one.

B. In what quadrant is the ICER located in Figure 3-42 Is cost effectiveness analysis
relevant?

C. How does your answer change if the cost of the new treatment equals $75,000?
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13. Given the information for question 12, calculate the number of QALYs for the current
and new treatment, assuming that the health-utility index is 0.5 for the current treat-
ment and 0.8 for the new treatment. Also, calculate the cost-utility index for new treat-
ment. Should the new treatment be adopted? Why?

14. Cutler (2007) uses CEA to measure the value of revascularization (bypass surgery or
angioplasty) after a heart attack. According to his estimates, the cost effectiveness for
this medical technology is $33,246 per life-year saved. Is this procedure cost effective?
Why or why not? Would your answer change if the cost per life-year saved was double

that amount?

Online Resources

To access Internet links related to the topics in this chapter, please visit our website at

WWww.cengage.com/economics/santerre.
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Health Care Systems
and Institutions

PPOs, HMOs, and DRGs are just a few of the many health care acronyms bandied
around in the popular press. To the uninformed, they are simply the ingredients
in an alphabet soup. Those familiar with them know that they stand for preferred
provider organizations, health maintenance organizations, and diagnosis-related
groups. They, like many other health care institutions, have evolved over the last
several decades and have greatly contributed to the ongoing and wide-sweeping
transformation of the U.S. health care system.

This chapter introduces and explains the structure and purpose behind various
institutions and payment systems that typically compose a health care system. The
knowledge gained will help you better understand how the different parts of a health
care system are interrelated. In addition, the material will provide you with a greater
appreciation for the remaining chapters of the book and help make you a more
informed consumer or producer of health care services. Specifically, this chapter:

e constructs a general model of a health care system

e discusses the reasoning for and responsibilities of third-party payers

e introduces and explains some of the different reimbursement methods used
by third-party payers

e identifies some structural features associated with the production of medical
services and the role of health care provider choice

® uses the general model to describe the health care systems in Canada, Germany,
and the United Kingdom

e provides an overview of the U.S. health care system.
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Elements of a Health Care System

A health care system consists of the organizational arrangements and processes through
which a society makes choices concerning the production, consumption, and distribu-
tion of health care services. How a health care system is structured is important because
it determines who actually makes the choices concerning the basic questions, such as
what medical goods to produce and who should receive medical care. At one extreme,
the health care system might be structured such that choices are decided by a centralized
government, or authority, through a single individual or an appointed or elected commit-
tee. At the other extreme, the health care system might be decentralized. For example,
individual consumers and health care providers, through their interaction in the market-
place, may decide the answers to the basic questions.

From a societal point of view, it is difficult to determine whether a centralized or decen-
tralized health care system is superior. A normative statement of that kind entails value
judgments, and trade-offs are inevitably involved. On the one hand, a centralized author-
ity with complete and coordinated control over the entire health care system may be more
capable of distributing output more uniformly and have a greater ability to exploit any
large-sized economies. At the same time, a single centralized authority may lack the com-
petitive incentive to innovate or respond to varied consumer-voter demands. A central
authority may also face high costs of collecting information about consumer needs.

On the other hand, a health care system with a decentralized decision-making process, such
as the marketplace (or a system of local governments), may provide more alternatives and
innovation but may result in high costs in the presence of economies of size, nonuniformity, or
lack of coordination. Determining the best structure for a health care system involves quanti-
fying the value society places on a number of alternative and sometimes competing outcomes,
such as choice, innovation, uniformity, and production efficiency, among other things. A study
of that kind is difficult at best because it involves so many normative decisions. Indeed, alter-
native health care systems exist throughout the world because people place different values
on each of the various outcomes (Reinhardt, 1996). Reflecting the trade-offs involved, most
health care systems today are neither purely centralized nor decentralized but rather take on
elements of both systems of decision making. In any case, as we discuss the elements of vari-
ous health care systems, it is important to keep in mind that understanding how and at what
level decisions are made is critical to grasping how any health care system works.

Health care systems are huge, complex, and constantly changing as they respond to
economic, technological, social, and historical forces. For example, the structure of the U.S.
health care system involves a seemingly endless list of participants, some of which were
foreign to us only a decade ago, such as preferred provider organizations. The list includes
more than 800,000 physicians and dentists, about two million nurses, nearly 7,000 hospi-
tals, and more than 80,000 nursing homes and mental retardation facilities, not to mention
the millions of people who purchase medical care, the thousands of health insurers, and
the multitude of government agencies involved in health care issues.

Because of the vastness and complexity of health care systems, many people have trouble
understanding how they function. With that problem in mind, Figure 4-1 presents a general
model of a health care system. Notice that the diagram possesses a triangular shape reflect-
ing the three major players in any health care system: patients or consumers, health care
providers or producers, and insurers or third-party payers. Sponsors, such as employers or
the government, are also included in the general model because they act as intermediaries
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FIGURE 4-1
A Model of a Health Care System
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or brokers. As brokers, sponsors structure coverage, manage enrollment, contract and nego-
tiate risk-sharing arrangements, and collect and submit the contributions of insured (Van de
Ven and Ellis, 2000). Contributions show up as forgone wage income resulting from either
taxes or premium payments. The figure also illustrates the three elements common to all
health care systems: financing, reimbursement, and production or delivery of medical care.

For a typical market transaction, the individual consumer and producer are the only ones
involved in the exchange as shown in the bottom flow of the diagram. In that instance, the
consumer’s out-of-pocket price equals the full cost of the service provided. Buyer and seller
are equally well informed, and the buyer pays the seller directly for the good or service.
For example, the purchase of a loaf of bread at a local convenience store involves a normal
market transaction. Both consumer and seller have the same information regarding the
price and quality of the bread, and the transaction is anticipated and planned by the con-
sumer. An unexpected outcome is not likely to occur, and, if it did, it could be easily recti-
fied (for example, stale bread can be easily returned).

In a medical market, the corresponding situation is a prespecified patient fee paid di-
rectly to a doctor or a hospital for some predetermined and expected quantity and quality
of medical services. In the case of medical services, however, the transaction is often not
anticipated, and the price, quantity, and quality of medical services are unknown until after
the medical event occurs. The transaction is unanticipated because medical illnesses occur
irregularly and unexpectedly (Arrow, 1963). The price, quality, and quantity of medical ser-
vices are not known initially because much uncertainty surrounds the diagnosis and proper
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treatment of a medical problem. In addition, health care providers possess a greater amount
of information relative to patients regarding the provision of medical services, giving rise
to an asymmetry of information. Because no simple relation exists between diagnosis and
treatment, and much is left to the discretion of health care providers, possibilities for op-
portunistic behavior arise. That is, health care providers may produce more treatments or a
higher-quality treatment than economic considerations warrant.!

The Role and Financing Methods of Third-Party Payers

Because the timing and amount of medical treatment costs are uncertain from an individ-
ual consumer’s perspective, third-party payers, such as private health insurance companies
or the government, play a major role in medical care markets. Third-party payers often
serve as intermediaries between the consumer and the health care producer and monitor
the behavior of health care providers as a means of controlling medical costs.

Also, third-party payers are responsible for managing the financial risk associated with
the purchase of medical services. A third-party payer faces a much lower level of risk than
an individual consumer because it can pool its risk among various subscribers by operat-
ing on a large scale. The law of large numbers implies that whereas single events may be
random and largely unpredictable, the average outcome of many similar events across a
large population can be predicted fairly accurately. For example, it is difficult for one indi-
vidual to predict whether he or she will experience a heart attack. An insurance company,
on the other hand, can be reasonably sure about the heart attack rate by judging from past
experiences involving a large number of individuals. Third-party payers can use indicators
such as occupational and demographic averages to forecast expected medical claims for a
large group of individuals. A risk-averse consumer is better off by making a certain preset
payment to an insurer for coverage against an unforeseen medical event rather than facing
the possibility of paying some unknown medical costs. Essentially, consumers receive a net
benefit from the financial security that third-party payers supply.?

Third parties make the health care system much more complex because the source of
third-party financing and the method of reimbursement must be worked into the model. If
the third-party payer is a private health insurance company, the consumer pays a premium
in exchange for allotted medical insurance coverage. As part of the health insurance plan,
the consumer may be responsible for paying a deductible portion as well as a copayment or
coinsurance. The deductible provision requires the consumer to pay the first $X of medical
costs, after which the health insurance company is responsible for reimbursement. With
a coinsurance provision, the consumer pays a fixed percentage of the cost each time he or
she receives a medical service. A copayment refers to a fixed amount per service.

When a government agency (or a public health insurance company) acts as a third-party
payer, the financing of medical care insurance usually comes from taxes. Premiums and
taxes differ in the way risk is treated and the voluntary nature of the payment.? Premiums

1. This so-called supplier-induced demand theory is explained in great detail in Chapter 12.
2. Health insurance principles are developed more fully in Chapters 5 and 6.

3. See Bodenheimer and Grumbach (1992) for an in-depth comparison of taxes and premiums for financing universal health
insurance.
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are paid voluntarily and often depend on the risk category of the buyer of health insurance.
Tax payments are mandatory and represent a single fee without reference to risk category.

Some alternative ways to finance health care can be gleaned by examining the different
methods used in Canada, Germany, and the United Kingdom.* We chose these particular
countries because their health care systems possess unique features. In addition, most pro-
posals for health care reform in the United States are based to some extent on the health
care systems of these three countries.

Canada has a compulsory national health insurance (NHI) program administered
(somewhat differently) by each of its 10 provinces. The NHI program provides first-dollar
coverage, and no limit is imposed on the level of medical benefits an individual can receive
during his or her lifetime. First-dollar coverage means complete health insurance cover-
age; the health insurer reimburses for the first and every dollar spent on medical services
(that is, there is no deductible or copayment amount). For all practical purposes, taxes
finance the NHI program in each province.® In addition, the Canadian government provides
up to 40 percent in direct cost sharing and makes hospital construction grants available to
provinces. Private insurance is available for some forms of health care in Canada, although
private coverage is prohibited for services covered by the NHI plan. Because the public sec-
tor (rather than the private sector) insures against medical costs, there are no marketing
expenses, no administrative costs of estimating risk status or determining whom to cover,
and no allocation for profits.

The socialized health insurance (SI) program in Germany is based on government-
mandated financing by employers and employees. The premiums of unemployed individuals
and their dependents are paid by former employers or come from various public sources (the
Federal Labor Administration and public pension funds). Private not-for-profit insurance compa-
nies, called Sickness Funds, are responsible for collecting funds from employers and employees
and reimbursing physicians and hospitals. The statutory medical benefits are comprehensive,
with a small copayment share for some services. Affluent and self-employed individuals are
allowed to go outside the system and purchase private health insurance coverage.

Mechanic (1995) and others refer to the health care system in the United Kingdom as
a public contracting model because the government contracts with various providers of
health care services on behalf of the people. The U.K. health care system, under the aus-
pices of the National Health Service (NHS), offers universal health insurance coverage
financed through taxation. The NHS provides global budgets to district health authorities
(DHAs). Each DHA is responsible for assessing and prioritizing the health care needs of
about 300,000 people and then purchasing the necessary health care services from pub-
lic and private health care providers. Hospital services are provided by nongovernmental
trusts, which compete among themselves and with private hospitals for DHA contracts.
Community-based primary care givers also contract with the DHAs. In addition, general
practitioner (GP) fundholders apply for budgets from the DHAs, and, with the budgets, ser-
vice a minimum group of 5,000 patients by providing primary care and purchasing elective

4. See Raffel (1997) for discussion on the health care systems in various industrialized countries. For manageability, we confine
the discussion to the insurance, physician, and hospital services industries. No mention is made of the existing systems in the
pharmaceutical and long-term care markets, for example.

5. Three provinces charge insurance premiums that are related to family size rather than risk. These premiums are not compul-
sory for coverage and will be paid by the province if individuals are unable to pay. Because these premiums are not adjusted for
risk, they are essentially taxes.
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surgery, outpatient therapy, and specialty nursing services on their behalf. There is some
limited competition among GP fundholders for patients.

Risk Management, Reimbursement,
and Consumer Cost Sharing

Another important element of a health care system concerns the manner in which health
care providers are reimbursed and the share of medical costs paid by consumers. Reim-
bursement is important because some payment methods shift much more financial risk
onto health care providers than others. As Figure 4-1 indicates, insurers may reimburse
health care providers with either a fixed or variable payment, although in practice the pay-
ment methods are sometimes combined. A fixed payment is set independent of the amount
of medical services actually provided to patients for a given and defined treatment episode.
If the actual costs of delivering services to patients are less than the level of the fixed pay-
ment, health care providers are normally allowed to keep the surplus. However, health
care providers also face the possibility that actual costs are greater than the fixed payment.
Thus, some financial risk is shifted to health care providers when reimbursement takes
place on a fixed-payment basis. A prospectively set fixed annual budget to a hospital or
nursing home or a fixed annual salary for an employee are examples of fixed-payment sys-
tems. Regardless of how many resources a hospital or nursing home employs, or the num-
ber of hours an employee works during a given period, the payment remains the same.

Under a variable-payment system, the reimbursement amount varies with the quantity
of services actually delivered to patients. Retrospective reimbursement, in which the health
care provider bills for actual costs incurred, and fee-for-service, in which a price is paid for
each unit of a medical service, are two common examples of a variable-payment system.
A few state governments still reimburse nursing homes on a retrospective basis for car-
ing for Medicaid patients. The price paid for each physician office visit is an example of a
fee-for-service payment. When reimbursement takes on a variable-payment basis, health
care providers face much less risk from cost overruns.

Similarly, the share of medical costs paid by consumers is important because a greater
amount of cost sharing puts more financial risk on them. For example, take the extreme
cases. The typical consumer faces very little financial incentive, if any, to care about the
costs associated with his or her medical treatment if fully insured with no out-of-pocket ex-
penses. Even if the medical costs equal $100, $1,000, or $10,000, the consumer pays a zero
out-of-pocket price if fully insured. Conversely, that same consumer faces much more fi-
nancial incentive to be concerned with the cost if required to pay the entire bill (that is, 100
percent out-of-pocket price) associated with the medical treatment. No one disagrees that
the opportunity cost of paying $200 for an office visit is much greater than paying $100.

The matrix in Figure 4-2 helps illustrate the importance of risk sharing. The matrix
shows how the two reimbursement schemes previously discussed and the consumer’s
out-of-pocket price interact and affect the likelihood that a large volume of medical services
will be supplied and demanded. The probability of a high volume of medical services is given
inside each cell of the matrix for each combination of reimbursement method and consumer
out-of-pocket price.

We can identify the opportunity for a large volume of medical services per patient by con-
sidering how the different provider reimbursement schemes and consumer payment plans
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FIGURE 4-2
The Likelihood of a Large Volume of Medical Services for Different
Reimbursement and Consumer Copayment Schemes
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affect the incentives of health care providers and consumers. For example, a health care
provider that is reimbursed on a fixed-payment basis is very unlikely to supply a large vol-
ume of medical services to a patient unnecessarily. The cost of additional medical services
immediately subtracts from the fixed payment and puts the health care provider at risk for
cost overruns. In contrast, for the variable-payment schemes, health care providers do not
absorb the financial risk of the higher costs associated with additional services.

We can conduct a similar analysis for the consumer. Consumers who face a low out-of-pocket
price of obtaining medical services are more likely to seek out additional medical services
(this is referred to as the moral hazard problem in Chapter 5). On the other hand, consumers
who face a high out-of-pocket price are less inclined to seek out medical services given the
greater opportunity cost of their money.

Combining the reimbursement and out-of-pocket payment schemes, the likelihood
of a large volume of medical services per patient is the greatest in cell 2, where a variable-
payment scheme interacts with a low consumer out-of-pocket plan. Neither party loses much
financially in the exchange of dollars for medical services. Conversely, a large volume of
medical services is least likely in cell 3, where a fixed-payment plan coexists with a large
consumer out-of-pocket scheme. Both parties in the exchange lose financially. Cell 4 offers
a moderate likelihood of a large volume of medical services, because the provider is not
made financially worse off by providing additional services. For this to happen, however,
either the consumer’s out-of-pocket price must not be too high or the consumer must be
relatively insensitive to price (that is, highly inelastic demand). Finally, in cell 1, the health
care provider is made worse off while the consumer is relatively unaffected by additional
medical services, so the probability of a large volume of medical services is low.

A major current concern of health care policy makers is that a variable reimbursement sys-
tem, when combined with a modest consumer out-of-pocket plan, results in excessive medical
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services that provide low marginal benefits to patients but come at a high marginal cost to
society. For example, medical care providers may offer expensive diagnostic tests to low-risk pa-
tients. The tests come at a high marginal cost to society but yield only small marginal benefits
to patients given their low-risk classification. Small marginal medical benefits coincide with the
“flat-of-the-curve” medicine observed in several empirical studies, as discussed in Chapter 2.

As a result, many health policy analysts believe that fee-for-service or retrospective payments
and small consumer out-of-pocket payments are responsible for high-cost, low-benefit
medicine. Policy makers typically argue that some cost sharing is needed on the supply
and/or demand side of the market to reduce the potential for excess medical services (Ellis
and McGuire, 1993). That is, they believe that fixed-payment reimbursement plans and
nontrivial consumer payments are required to control unnecessary medical services.

We can appreciate the importance of the reimbursement method by examining and con-
trasting the countrywide reimbursement schemes practiced in Canada, Germany, and the
United Kingdom. In Canada, everyone is eligible for the same medical benefits, and there
are no copayments for most medical services. Patients essentially drop out of the reim-
bursement picture, and reimbursement exclusively takes place between the public insurer
(the government) and the health care provider. In terms of Figure 4-1, this means that the
monetary exchange is virtually nonexistent between patient and health care provider. The
ministry of health in each province is responsible for controlling medical costs. Cost control
is attempted primarily through fixed global budgets for hospitals and predetermined fees
for physicians. Specifically, the operating budgets of hospitals are approved and funded
entirely by the ministry in each province, and an annual global budget is negotiated between
the ministry and each individual hospital. Capital expenditures must also be approved by the
ministry, which funds the bulk of the spending.

Physician fees are determined by periodic negotiations between the ministry and provin-
cial medical associations (the Canadian version of the American Medical Association). With
the passage of the Canada Health Act of 1984, the right to extra billing was removed in all
provinces. Extra billing or balance billing refers to a situation in which the physician bills
the patient some dollar amount above the predetermined fee set by the third-party payer.
For the profession as a whole, negotiated fee increases are implemented in steps, condi-
tional on the rate of increase in the volume of services. If volume per physician rises faster
than a predetermined percentage, subsequent fee increases are scaled down or eliminated to
cap gross billings—the product of the fee and the volume of each service—at some predeter-
mined target. The possible scaling down of fee increases is supposed to create an incentive
for a more judicious use of resources. Physicians enjoy nearly complete autonomy in treat-
ing patients (for example, there is no mandatory second opinion for surgery) because policy
makers believe there is no need for intrusive types of controls given that the hospital global
budgets and physician expenditure targets tend to curb unnecessary services.

The Sickness Funds in Germany, which collect employer and employee insurance pre-
miums, pay negotiated lump-sum funds equal to the product of a capitation (per-patient)
payment and the number of insured individuals to regional associations of ambulatory
care physicians. These regional associations, in turn, reimburse individual physicians for
services on the basis of a fee schedule. The fee schedule is determined through negotiation
between the regional associations of Sickness Funds and physicians. To determine the fee
schedule, each physician service is assigned a number of points based on relative worth.
The price per point is established by dividing the lump-sum total budget by the actual
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number of points billed within a quarter by all physicians. The income to an individual
physician equals the number of points billed times the price per point.

The Sickness Funds that operate in a given state also negotiate fixed prices for various
procedures (based on the diagnosis-related group, or DRG) with local hospitals. Because
hospitals can make profits or incur losses because of the fixed prices, there is an incentive
for hospitals to save resources and specialize in certain procedures. For some procedures,
hospital accommodations are reimbursed on a per diem basis but funds are limited by an
overall budget. Hospital-based physicians are paid on a salary basis. Most of the hospital
funds for capital acquisitions come from state and local governments and are reviewed and
approved through a state planning process.

In the United Kingdom, the district health authorities are allocated funds by the NHS
on a weighted capitation basis, which considers age, sex, and health-risk factors as well
as geographical cost differences. Independent community-based family practitioners con-
tract with the NHS and are uniformly paid throughout the United Kingdom, primarily on a
capitation basis. The DHAs prospectively reimburse individual hospital trusts based on the
actual cost of providing the services. All hospital-based physicians and consultants are paid
on a fixed salary basis by the trusts. Trusts are required to earn a 6 percent return on assets
and the residual is returned to the DHA. Capital funding for the trusts is determined by the
DHA and is based on its regional allocation.

Any funds allocated to GP fundholders are deducted from the DHA’s allocation. GP
fundholders annually negotiate funds to purchase elective and nonemergency services for
their subscribers. About 41 percent of the population in England is served by GP fundhold-
ers. Any savings made by a fundholder may be reinvested in the practice or new services
but cannot directly increase the GP’s personal income. GP fundholders are not at personal
financial risk as they are protected against any legitimate cost overruns by the DHAs.

In sum, these three countries have shied away from relying on an uncontrolled fee-for-
service reimbursement scheme because of the concern that it creates incentives for high-
cost, low-benefit medicine. The payment is on either a per diem, per-person, or negotiated
fee-for-service basis. In addition, the payment for medical services is determined by a sin-
gle payer—the government in Canada and the United Kingdom and representatives of the
Sickness Funds in Germany. Policy makers in these countries believe that a single-payer,
controlled-payment system can reduce the incentive to provide high-cost, low-benefit med-
icine and better contain health care costs.

The Production of Medical Services

The mode of production also differs across health care systems. Several distinguishing fea-
tures of production are worth mentioning. We normally think of health care services as be-
ing produced on an inpatient care basis in hospitals or nursing homes or on an outpatient
(ambulatory) care basis at physician clinics or in the outpatient department of a hospital.
However, health care services are also produced in the home. Preventive care (such as ex-
ercise, dieting, and flossing) and first aid are two prime examples of home-produced health
care services. In addition, long-term or chronic care services are often produced in the
home rather than in an institution, such as a nursing home. Although acute care services
can also be produced in the home, the cost of producing these services is usually prohibitive
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for the individual consumer because of the high per-person labor and capital expenses.® As
a result, it is almost always cheaper for the individual consumer to purchase acute care ser-
vices at a hospital because such an organization can exploit various large-size economies.

Outside the home, health care providers may be organized in a number of ways. For exam-
ple, a hospital may be a freestanding, independent institution or part of a multihospital chain.
Similarly, a physician may operate in a solo practice or belong to a group practice. Usually the
size and scope of the medical organization depend on whether any economies exist from op-
erating on a small or large scale. In addition, some physicians, such as radiologists and anes-
thesiologists, may be employees of the hospital. In contrast, some physicians on the medical
staff may not be employees of the hospital but instead are granted admitting privileges.

Health care services may be produced in the private or public sector by health care pro-
viders in the medical services industry. If produced in the private sector, the health care
provider may offer medical services on a not-for-profit or a for-profit basis. A not-for-profit
organization is required by law to use any profits exclusively for the charitable, educa-
tional, or scientific purpose for which it was formed. For example, a hospital may use prof-
its to lower patient prices or finance medical equipment or hospital expansion.

Institutional Differences between For-Profit
and Not-for-Profit Health Care Providers

Because not-for-profit institutions are so prevalent in the health care sector, it is important
that we examine the institutional differences between for-profit and not-for-profit firms.
There are five basic institutional differences between these two classes of organizations.
First, when for-profit firms are established, they acquire initial capital by exchanging
funds for ownership with the private sector. Ownership gives the private sector a claim on
future profits. Not-for-profit firms must rely on donations for their initial capital because
they are not privately owned. In a broad sense, they are owned by the community at large.
Second, for-profit providers are capable of earning accounting profits and distributing cash
dividends to their owners, whereas not-for-profit firms face a non-distribution constraint
and are prohibited from distributing profits to employees, managers, or company directors.
A non-distribution constraint means that not-for-profit firms cannot legally distribute any
revenues in excess of costs to individuals without regard to the charitable purpose for which
the organization was formed. Third, for-profit organizations can easily be sold or liquidated
for compensation by their owners, whereas it is very difficult to sell a not-for-profit organiza-
tion. Fourth, not-for-profit providers are exempt from certain types of taxes and are eligible to
receive subsidies from the government. In fact, it has been argued that the tax exemption and
subsidies give not-for-profit firms an unfair advantage over for-profit firms. Finally, not-for-
profit providers are restricted by law in the types of goods and services they can provide.

Why Are Not-for-Profit Health Care Providers So Prevalent?

Now that we understand the differences between for-profit and not-for-profit providers,
the next item to address is why not-for-profit providers are so prevalent in the health care
sector. Weisbrod (1988) discusses the issue in general terms, but his analysis can easily be

6. According to the Mosby Medical Encyclopedia (1992), long-term care is “the provision of medical care on a repeated or con-
tinuous basis to persons with chronic physical or mental disorders” (p. 471). Acute care is “treatment for a serious illness, for an
accident, or after surgery. . . . This kind of care is usually for only a short time” (p. 11).
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applied to the health care sector. Not-for-profit firms exist primarily as a result of market
failure in the private sector. The market failure results from three factors.

First, the private sector works best when all market participants are perfectly informed.
However, given the complexity of medical technology and the difficulty of assessing the ap-
propriateness of medical care, consumers typically possess imperfect information about the
health care sector. As a result, many consumers believe they are in a vulnerable situation
and can easily be exploited by medical providers for the sake of profits. For that reason,
they prefer to deal with not-for-profit providers, which presumably are driven by more
altruistic motives because of the nondistribution constraint.

The second reason for market failure concerns equity. Society as a whole believes that
each citizen has a right to some minimum level of medical care that would not be provided
if health care resources were allocated by the for-profit sector. The profit motive ensures
that health care is allocated based on the ability to pay and not on need. As a result, some
argue that not-for-profit providers are necessary to meet the needs of those who cannot pay
for medical care.

The third reason for market failure involves the presence of externalities as discussed
further in Chapter 9. When externalities exist, resources are not efficiently allocated be-
cause the for-profit sector does not consider all the costs and benefits associated with
production. Thus, for these three reasons, the for-profit sector may fail to address the col-
lective need for health care.

The next question that comes to mind is why the public sector does not simply take
over the allocation of health care resources in the presence of market failure. The answer,
Weisbrod contends, is that consumer needs are heterogeneous. When needs are widely
diverse, the government has difficulty developing an appropriate overall policy that meets
the desires of all consumers in a cost-effective manner. For example, “one-size-fits-all”
medicine most likely would not appeal to everyone. Hence, a multitude of not-for-profit
health care providers, such as hospital and nursing homes, are required to satisfy het-
erogeneous demands. Each institution can be tailored to fit the individual demands of its
constituents. For example, the Shriners run not-for-profit hospitals aimed at orthopedic
pediatric care, while some religious organizations operate nursing homes specifically for
elderly members of their own religion.

One last question deserves some discussion. If these market failures are substantial, why
is the for-profit sector allowed to operate at all in the health care field? Consumer knowl-
edge and preferences provide the answer to this question. Although some consumers lack
the information they need to make informed decisions, others are much more informed.
Informed consumers may “have no institutional preferences” and “prefer to deal with any
organization, regardless of ownership form, that provides the wanted outputs at the lowest
price” (Weisbrod, 1988, p. 124). Thus, the for-profit sector exists in the health care market
primarily to satisfy the demands of these types of consumers.

Production of Health Care in the Three Systems

The organizations of production in the three health care systems we have been discussing
have some slight differences. In Canada, medical services are produced in the private sector.
Most hospitals in the private sector are organized on a not-for-profit basis and are owned
by either charitable or religious organizations. In Germany, medical services are produced
primarily in the private sector, because most physicians operate in private practices. Public
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hospitals control about 51 percent of all hospital beds in Germany. The remaining beds are
managed by not-for-profit (35 percent) and for-profit hospitals (13 percent). Office-based
physicians are normally prohibited from treating patients in hospitals, and most hospital-
based physicians are not allowed to provide ambulatory care services in Germany.

The structure of production in the United Kingdom now largely takes place in the
private, although mostly not-for-profit, sector. The present situation in the United Kingdom
is in stark contrast to the method of production that prevailed before the passage of the
National Health Service and Community Act of 1990. Up to 1990, almost all hospitals
were publicly owned and operated and most doctors were employees of the NHS. Even
before 1990, however, family practitioners were community-based in solo or small group
practices and simply contracted with the NHS.

Physician Choice and Referral Practices

Important differences in the availability and utilization of medical services can also result
from the degree of physician choice the health care consumer possesses and the types of
referral practices used within the health care system. More choice typically provides con-
sumers with increased satisfaction (Schmittdiel et al., 1997). However, greater choice may
come at a cost if it leads to a large number of fragmented health care providers that are
unable to sufficiently coordinate care or exploit any economies that come with large size
(Halm et al., 1997).

In some health care systems, patients have unlimited choice of and full access to any
physician or health care provider within any type of setting (such as a clinic or hospital).
For example, at one time in the United States, insured individuals could directly seek out
any general practitioner or specialist without financial penalty. Moreover, at one time in the
United States, it was not unusual for a general practitioner to review the care of a patient
referred for hospital services. We will see later that conditions regarding physician choice
and referral practices have changed a great deal in the United States.

Other countries have adopted different referral practices. Although the Canadian and
German health care systems allow free choice of provider, general practitioners in the
United Kingdom act as “gatekeepers” and must refer patients to a specialist or a hospital.
Once the patient is referred to a hospital, the patient-general practitioner relationship
is severed for any particular illness in both the United Kingdom and Germany. Unlike in
Germany, however, patients are allowed to go directly to a family practitioner or a hospital
for primary care in the United Kingdom, unless they are registered with a GP fundholder.

The Three National Health Care Systems Summarized

Based on our generalized model of a health care system, Table 4-1 provides a capsulized
summary of the current national health care systems in the three countries we have been
discussing. Each national health care system is differentiated according to the degree of
health insurance coverage, type of financing, reimbursement scheme, consumer out-of-
pocket price, mode of production, and degree of physician choice. The essential features
of the Canadian health care system are national health insurance, free choice of health
care provider, private production of medical services, and regulated global budgets and
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A Comparison of Health Care Systems

Country (Type of System)

*NHI = national health insurance program
S| = socialized insurance
*PC = public contracting
SMultiple third-party payers are responsible for paying representatives of the health care providers, but the
universal fees are collectively negotiated by the third-party payers.

general taxes

Canada Germany United Kingdom United States
Feature (NHI)* (snt (PC)* (Pluralistic)
Health insurance  Universal Near universal Near universal 84 percent
coverage
Financing General taxes Payroll and General taxes Voluntary premiums

or general taxes

Single-payer Single-payer Single-payer Multipayer system
system systemS$ system
Reimbursement  Global budgets Fixed payments  Global budgets Mostly fixed
to hospitals to hospitals to hospitals payments to
hospitals
Negotiated Negotiated Salaries and Mostly fee-for-
fee-for- point-fee-for- capitation service to
service to service to payments to physicians
physicians physicians physicians
Consumer out- Negligible Negligible Negligible Positive, but
of-pocket price generally small
Production Private Private Private but Private
public contract
Physician choice  Unlimited Unlimited Limited Relatively limited

fees for health care providers. The dominating features of the German health care system
include socialized health insurance financed through Sickness Funds, negotiated payments
to health care providers, free choice of provider, and private production of health care ser-
vices. In the case of Great Britain, the distinguishing characteristics include restrictions on
choice of provider, public contracting of medical services, global budgets for hospitals, fixed
salaries for hospital-based physicians, and capitation payments to family practitioners.
The U.S. health care system is discussed in detail in the next section, and the last column
in Table 4-1 gives a quick preview. The pluralistic U.S. health care system contains some
structural elements found in most of the other three systems (such as private production)
but relies more heavily on a fee-for-service reimbursement scheme. In addition, health care
providers are reimbursed through multiple payers, including the government and thou-
sands of private insurance companies, in contrast to the single-payer system in Canada
(government), Germany (Sickness Funds), and the United Kingdom (government).
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An Overview of the U.S. Health Care System

Some analysts argue that the multifaceted nature of the health care system accounts for
the relatively high expenditures devoted to medical care in the United States. Although this
may be true and is a topic of discussion throughout this book, it most certainly is true that
this diversity makes it very difficult to describe the U.S. health care system in sufficient de-
tail. This section presents a brief overview of the current system in the United States based
on the generalized model of a health care system. The remainder of the book discusses the
operation and performance of the U.S. health care system in much greater detail, albeit on
a piecemeal basis.

Financing of Health Care in the United States

The United States has no single nationwide system of health insurance. Health insurance
is purchased in the private marketplace or provided by the government to certain groups.
Private health insurance can be purchased from various for-profit commercial insurance
companies or from nonprofit insurers, such as Blue Cross/Blue Shield. About 84 percent
of the population is covered by either public (27 percent) or private (68 percent) health
insurance.’

Approximately 60 percent of health insurance coverage is employment related, largely
due to the cost savings associated with group plans that can be purchased through an
employer. Employers voluntarily sponsor the health insurance plans. Nearly all privately
insured individuals belong to some type of managed care plan. As we discuss in Chapter 6,
managed care plans are designed to practice cost-effective medicine and place varying
degrees of restrictions on consumer choices.

In addition to private health insurance, some portion of the U.S. population is covered
by public health insurance. The two major types of public health insurance, both of which
began in 1966, are Medicare and Medicaid.® Medicare is a uniform, national public health
insurance program for aged and disabled individuals (such as those with kidney failure).
Administered by the federal government, Medicare is the largest health insurer in the coun-
try, covering about 14 percent of the population, and is primarily financed through taxes.
The Medicare plan consists of two parts. Part A is compulsory and provides health insur-
ance coverage for inpatient hospital care, very limited nursing home services, and some
home health services. Part B, the voluntary or supplemental plan, provides benefits for
physician services, outpatient hospital services, outpatient laboratory and radiology ser-
vices, and home health services.?

The second type of public health insurance program, Medicaid, provides coverage for
certain economically disadvantaged groups. Medicaid is jointly financed by the federal and
state governments and is administered by each state. The federal government provides state

7.U.S. Census Bureau, “Income, Poverty, and Health Insurance Coverage in the United States: 2006, http://www.census.gov/
prod/2007pubs/p60-233.pdf. The figures for private and public insurance coverage do not sum to 84 percent because of double-
counting. For example, some people receiving public insurance coverage also purchase private health insurance.

8. See Chapter 10 for a more detailed discussion on the Medicare and Medicaid programs. The federal government is also
responsible for providing health insurance to individuals in the military and to federal employees.

9. Part D, the Medicare coverage of prescription drugs is discussed in Chapter 10.
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governments with a certain percentage of matching funds ranging from 50 to 83 percent,
depending on the per capita income in the state. Individuals who are elderly, blind, dis-
abled, or members of families with dependent children must be covered by Medicaid for
states to receive federal funds. In addition, although the federal government stipulates a
certain basic package of health care benefits (hospital, physician, and nursing home ser-
vices), some states are more generous than others. Consequently, in some states individuals
receive a more generous benefit package under Medicaid than in others. Medicaid is the
only public program that finances long-term nursing home care. Approximately 13 percent
of the population is covered by Medicaid.

In summary, the financing of health care falls into three broad categories: private health
insurance, Medicare, and Medicaid. However, another category of individuals exists: those
who are uninsured. Approximately 16 percent of the U.S. population is estimated to lack
health insurance coverage at any point in time. This does not mean these individuals are
without access to health care services. Many uninsured people receive health care services
through public clinics and hospitals, state and local health programs, or private providers that
finance the care through charity and by shifting costs to other payers. Nevertheless, the
lack of health insurance can cause uninsured households to face considerable financial
hardship and insecurity. Furthermore, the uninsured often find themselves in the emergency
room of a hospital, sometimes after it is too late for proper medical treatment. We take up
this discussion in later chapters.

Reimbursement for Health Care in the United States

Unlike in Canada and Europe, where a single-payer system is the norm, the United States
possesses a multipayer system in which a variety of third-party payers, including the fed-
eral and state governments, commercial health insurance companies, and Blue Cross/Blue
Shield, are responsible for reimbursing health care providers. Naturally, reimbursement
takes on various forms in the United States, depending on the nature of the third-party
payer. The most common form of reimbursement is fee-for-service, although most health
care providers accept discounted fees from private health insurance plans.

Physician services under Medicare (and most state Medicaid plans) are also reimbursed
on a fee-for-service basis, but the fee is set by the government based on the time and ef-
fort involved in providing the care. Since 1983, the federal government has reimbursed
hospitals on a prospective basis for services provided to Medicare patients. This Medicare
reimbursement scheme, called the diagnosis-related group (DRG) system, contains 500 or
so different payment categories based on the characteristics of the patient (age and sex),
primary and secondary diagnosis, and treatment.!® A prospective payment is established
for each DRG. The prospective payment is claimed to provide hospitals with an incentive
to contain costs (cells 1 and 3 of Figure 4-2).

Beginning in the early 1980s, many states, such as California, instituted selective con-
tracting, in which various health care providers competitively bid for the right to treat Med-
icaid patients. In fact, much of the favorable experience with selective contracting in the
United States led to the adoption of the public contracting model in the United Kingdom

10. The DRGs are based on 23 major diagnostic groups centered on a different organ of the body.
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(Mechanic, 1995). Under selective contracting, recipients of Medicaid are limited in
the choice of health care provider. In addition, to better contain health care costs and
coordinate care, the federal government and various state governments have attempted to
shift Medicare and Medicaid beneficiaries into managed care organizations (MCOs). About
66 percent of all Medicaid recipients and roughly 12 percent of all Medicare beneficiaries
were enrolled in MCOs.

Production of Health Services and Provider Choice
in the United States

Like the financing and reimbursement schemes, the U.S. health care system is very diversi-
fied in terms of production methods. Government, not-for-profit, and for-profit institutions
all play an important role in health care markets. For the most part, primary care physicians
in the United States function in the private for-profit sector and operate in group practices,
although some physicians work for not-for-profit clinics or in public organizations. In the
hospital industry, the not-for-profit is the dominant form of ownership. Specifically, not-
for-profit hospitals control about 70 percent of all hospital beds. The ownership structure
is the reverse in the nursing home industry, however. More than 70 percent of all nursing
homes are organized on a for-profit basis. One should also keep in mind that mental retar-
dation facilities, dialysis facilities, and even insurance companies possess different owner-
ship forms. The variety of ownership forms helps make health care a very difficult, but
challenging and interesting, industry to analyze.

We previously mentioned that provider choice matters. Consumers typically receive
greater satisfaction from facing more choices. We also discussed, however, that more
choices may come at greater costs if small, differentiated providers are unable to fully
exploit any economies associated with size. Hence, it is important to know how much
choice consumers have over health care providers in the United States.

Up to the early 1980s most insured individuals had full choice of health care providers
in the United States. Consumers could choose to visit a primary care giver or the out-
patient clinic of a hospital, or see a specialist if they chose to. The introduction of restric-
tive health insurance plans and such new government policies as selective contracting
have limited the degree to which consumers can choose their own health care provider.
For example, some health care plans require that patients receive their care exclusively
from a particular network; otherwise they are fully responsible for the ensuing finan-
cial burden. Furthermore, the primary care giver acts as a gatekeeper and must refer the
patient for additional care. Of course, the lower premiums of a restrictive plan compensate
consumers at least to some degree for the restriction of choice. There are arguments for
and against free choice of provider, and once again trade-offs are involved. This issue will
be discussed throughout the text in more depth. For now let us just say that these trade-
offs must be given serious thought when determining what degree of consumer choice is
best from a societal point of view.
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Summary

Every health care system must answer the four basic questions concerning the allocation of
medical resources and the distribution of medical services. Some systems rely on central-
ized decision making whereas others answer the basic questions through a decentralized
process. Health care systems are complex largely because third-party payers are involved.
Third-party payers help reduce the financial risk associated with the irregularity and uncer-
tainty of many medical transactions. Third-party payers also help monitor the behavior of
health care providers.

The financing, reimbursement, and production methods and the degree of choice over
the health care provider are important elements that make up a health care system. Medi-
cal care is financed by out-of-pocket payments, premiums, and/or taxes. Medical care pro-
viders are reimbursed on a fixed or variable basis. The production of medical care may take
place in a for-profit, a not-for-profit, or a public setting, and medical care providers may
operate in independent or large group practices. Choice of provider may be limited. All
these features are important because they affect incentives and thereby often influence the
operation and performance of a health care system. For example, many economists predict
that fee-for-service insurance plans provide an incentive for medical care providers to pro-
duce a large volume of services.

The U.S. health care system is very pluralistic. For instance, considerable variation exists
in the financing, reimbursement, and production of medical care. The remainder of this
book provides a better understanding about how each of these elements affects the func-
tioning of the U.S. health care system.

Review Questions and Problems

1. Answer the following questions pertaining to health care systems.

A. Why isn’t the market for health care services organized according to a typical con-
sumer (patient) and producer (health provider) relationship?

B. What are the basic differences between insurance premiums and taxes as sources of
medical care financing?

C. How might the reimbursement method differ among health care providers? Why
might the reimbursement method make a difference?

D. Identify the four basic kinds of health care systems discussed in this chapter.

E. Point out some unique institutions (compared to the United States) associated with
the health care systems of the various countries discussed in this chapter.

2. Suppose you had the opportunity to organize the perfect health care system. Explain
how you would organize the financing method, reimbursement scheme, mode of pro-
duction, and physician referral procedure.

3. Which of the following reimbursement and consumer copayment schemes would
have the greatest and lowest likelihood of producing high-cost, low-benefit medicine?
Explain your answers.

A. Fee-for-service plan with 40 percent consumer copayment.
B. Prepaid health plan with 40 percent consumer copayment.
C. Fee-for-service plan with no consumer-cost sharing.

D. Fixed-salary plan with no consumer-cost sharing.
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E. Prepaid health plan with no consumer-cost sharing.
F. Fixed-salary plan with 40 percent consumer-cost sharing.
4. Answer the following questions regarding the U.S. health care system.
A. What are the basic differences between conventional health insurance and man-
aged care health insurance in terms of type of insurance offered and reimbursement

practice?

B. What is the difference between Medicare and Medicaid? How is Medicare financed?

How is Medicaid financed?

C. What is the DRG system? How are physicians currently reimbursed under the Medi-

care system?

Online Resources

To access Internet links related to the topics in this chapter, please visit our website at

WWww.cengage.com/economics/santerre.
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The Demand for Medical Care

Many people have the misconception that economic theory has little relevance to
the demand for medical care because economic factors are not important when an
individual needs urgent medical attention. Recall Joe in Chapter 1, who awoke one
night with a pain in his chest and realized he was having a heart attack. It is highly
unlikely that he and his wife considered the price of medical care as Joe was rushed
to the hospital.

However, most visits to a physician’s office and the majority of visits to a hospi-
tal emergency room are not of a life-threatening nature. Thus, for many medical care
transactions, there is sufficient time to make conscious choices, and price often plays
an important role in the determination of choices. Results of a survey of various types
of health care providers and insurers substantiate the critical role price plays in deter-
mining the demand for medical care (Winslow, 1994). According to the survey, price
was ranked as more important than patient satisfaction or access to doctors, among
other factors, in determining the economic success of health care providers.

This chapter explores the demand side of the medical care market. The chapter
highlights:

e the theoretical derivation of the demand curve for medical services

e economic and noneconomic variables that influence the demand for medical
services

e the impact of health insurance on the demand for medical services

¢ the concept of elasticity of demand

* areview of the empirical literature concerning the factors that determine the
demand for medical care

® an examination of health spending in the United States

® areview of the sources and uses of health care funds in the United States.
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The Demand for Medical Care
and the Law of Demand

To derive the demand curve for medical care, we must first establish the relation between
the quantity of medical services and utility. Recall from Chapter 2 that the stock of health
can be treated as a durable good that generates utility and is subject to the law of diminish-
ing marginal utility.! This means that each incremental improvement in health generates
successively smaller additions to total utility. We also know that medical services are an
input in the production of health because a person consumes medical care services for the
express purpose of maintaining, restoring, or improving health. However, the law of dimin-
ishing marginal productivity causes the marginal improvement to health brought about by
each additional unit of medical care consumed to decrease.

From this discussion, it follows that medical care indirectly provides utility. Specifically,
medical care helps to produce health, which in turn generates utility. Consequently, utility
can be specified as a function of the quantity of medical care. Figure 5-1 depicts the relation
between the level of medical care consumed and utility. Utility is specified on the vertical
axis, and the quantity of medical care (q) is measured on the horizontal axis. The shape
of the total utility curve indicates that utility increases at a decreasing rate with respect
to medical care, or that medical care services are subject to diminishing marginal utility.
Marginal utility decreases because (1) each successive unit of medical care generates a
smaller improvement in health than the previous unit (due to the law of diminishing mar-
ginal productivity) and (2) each increase in health, in turn, generates a smaller increase in
utility (due to the law of diminishing marginal utility).

The Utility-Maximizing Rule

Given market prices at a point in time, consumers must decide which combination of
goods and services, including medical care, to purchase with their fixed incomes. Accord-
ing to microeconomic theory, each consumer chooses the bundle of goods and services
that maximizes utility. Without working through the mathematics underlying the process,
logic dictates that consumer utility is maximized when the marginal utility gained from the
last dollar spent on each product is equal across all goods and services purchased.? This
condition is known as the utility-maximizing rule, and it basically states that total utility
reaches its peak when the consumer receives the maximum “bang for the buck” in terms
of marginal utility per dollar of income from each and every good. In mathematical terms,
the rule states that utility is maximized when

(5-1) MU,/P, = MU,/P,,

where MU  represents the marginal utility received from the last unit of medical care pur-
chased, g, and MU, equals the marginal utility derived from the last unit of all other goods,

1. As a reminder, note that we continue to ignore the intermediate step between the stock of health, the services it provides,
and utility.

2.That is, assuming all prices are known, income is spent over the period in question, and all products are subject to the law of
diminishing marginal utility.
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FIGURE 5-1
The Relationship between Utility and Medical Care
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The shape of the utility curve illustrates that total utility increases at a decreasing rate with respect to the level of medi-
cal care consumed. The curve has a bow shape for two reasons. First, each additional unit of medical care consumed
results in a smaller increase in health than the previous unit because of the law of diminishing marginal productivity.
Second, each additional improvement in health generates a smaller increase in utility because of the law of diminishing
marginal utility.

z. The latter good is often referred to as a composite good in economics. To illustrate why
the utility-maximizing rule must hold, suppose that

(5-2) MU,/P, > MU,/P,,

In this case, the last dollar spent on medical care generates more additional utility than the last
dollar spent on all other goods. The consumer can increase total utility by reallocating expen-
ditures and purchasing more units of medical care and fewer units of all other goods. As the
consumer purchases more medical services at the expense of all other goods (remember that
the consumer’s income and the composite good’s price are fixed), the marginal utility of medi-
cal care falls and the marginal utility of other goods increases. This, in turn, causes the value
of MU, /P, to fall and the value of MU,/P, to increase. The consumer purchases additional
medical services until the equality in Equation 5-1 again holds, or the last dollar spent on
each product generates the same amount of additional satisfaction. At this point, total utility is
maximized and any further changes in spending patterns will negatively affect total utility.
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The Law of Demand

The equilibrium condition specified in Equation 5-1 can be used to trace out the demand
curve for a particular medical service, such as physician services. For simplicity, assume the
prices of all other goods and income remain constant and initially the consumer is purchasing
the optimal mix of physician services and all other goods. Now assume the price of physician
services increases. In this case, MU, /P, is less than MU,/P, (where MU, and P, represent the
marginal utility and price of physician services, respectively). Consequently, the consumer
receives more satisfaction per dollar from consuming all other goods. In reaction to the price
increase, the consumer purchases fewer units of physician services and more units of all
other goods. This reallocation continues until MU,/P, increases and MU,/P, decreases and
the equilibrium condition of Equation 5-1 is again in force such that the last dollar spent on
each good generates an equal amount of utility. Thus, an inverse relation exists between the
price and the quantity demanded of physician services.

If the price of physician services continually changes, we can determine a number of
points representing the relation between the price and the quantity demanded of physician
services. Using this information, we can map out a demand curve like the one depicted in
Figure 5-2, where the horizontal axis indicates the amount of physician services consumed

FIGURE 5-2
The Individual Demand Curve for Physician Services

Price of physician services

A
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The individual demand curve for physician services is downward sloping, illustrating that quantity demanded increases
as the price of physician services drops. Utility analysis, or the income and substitution effects, can be used to derive
this inverse relationship, which is called the law of demand.
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(as measured by the number of visits, for example) and the vertical axis equals the price of
physician services. The curve is downward sloping and reflects the inverse relation between
the price and the quantity demanded of physician services, ceteris paribus. For example, if
the price of physician services equals P,, the consumer is willing and able to purchase g,
Notice that if the price falls to P, the consumer purchases g, amount of physician services.

In this case, price represents the per-unit out-of-pocket expense the consumer incurs
when purchasing medical services from a physician. As such, it equals the amount the
consumer must pay after the impact of third-party payments has been taken into account.
Naturally, if the visit to the physician is not covered by a third party, the actual price of the
visit equals the out-of-pocket expense.

The substitution and income effects associated with a price change offer another theoretical
justification of the inverse relationship between price and quantity demanded. Both of these
effects predict that a higher price will lead to a smaller quantity demanded and, conversely, a
lower price will result in a greater quantity demanded. According to the substitution effect, a
decrease in the price of physician services causes the consumer to substitute away from the
relatively higher-priced medical goods, such as hospital outpatient services, and purchase
more physician services. That is, lower-priced services are substituted for higher-priced ones.
As a result, the quantity demanded of physician services increases as price decreases.

According to the income effect, a lower price also increases the real purchasing power of
the consumer. Because medical care is assumed to be a normal good (that is, the quantity
demanded of medical services increases with income), the quantity demanded of physician
services increases with the rise in purchasing power. That also generates an inverse rela-
tion between price and quantity demanded because as price falls, real income increases
and quantity demanded rises. Taken together, the substitution and income effects indicate
that the quantity demanded of physician services decreases as price increases.

In summary, Figure 5-2 captures the inverse relationship between the price the con-
sumer pays for medical care (in this instance, physician services) and the quantity de-
manded. The curve represents the amount of medical care the consumer is willing and
able to purchase at every price. Utility analysis, or the income and substitution effects, can
be used to generate this relationship. This inverse relationship is sometimes referred to as
the law of demand. It is important to note that the demand for medical care is a derived
demand, because it depends on the demand for good health. A visit to a dentist illustrates
this point. An individual receives no utility directly from having a cavity filled. Rather, util-
ity is generated from an improvement in dental health.

Of course, other economic and noneconomic variables also influence the demand for
health care. Unlike price, which causes a movement along the demand curve, other factors
influence the quantity demanded by altering the position of the demand curve. These other
economic and noneconomic determinants of demand are the topic of the next section.

Other Economic Demand-Side Factors

Income is another economic variable that affects the demand for medical services. Because
medical care is generally assumed to be a normal good, any increase in income, which
represents an increase in purchasing power, should cause the demand for medical services
to rise. Figure 5-3 illustrates what happens to the demand for physician services when
income increases. The increase in income causes the demand curve to shift to the right, from
d, to d,, because at each price the consumer is willing and able to purchase more physician

113



114

PART 1 Basic Health Care Economic Tools and Institutions

FIGURE 5-3
Shifts in the Individual Demand Curve for Physician Services
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Medical care is assumed to be a normal good, which means that as income increases the consumer spends at least a
portion of the increase in purchasing power on additional physician services. As a result, the individual demand curve
for physician services shifts to the right, from d, to d;, when income increases. At each price, the consumer is now will-
ing and able to purchase more physician services.

services. Similarly, for each quantity of medical services, the consumer is willing to pay
a higher price. This is attributable to the fact that at least some portion of the increase in
income is spent on physician services. Conversely, a decrease in income causes the
demand curve to shift to the left.3

The demand for a specific type of medical service is also likely to depend on the prices
of other goods, particularly other types of medical services. If two or more goods are jointly
used for consumption purposes, economists say that they are complements in consumption:
Because the goods are consumed together, an increase in the price of one good inversely
influences the demand for the other. For example, the demand for eyewear (that is, glasses
or contact lenses) and the services of an optometrist are likely to be highly complementary.

3. Some goods are referred to as inferior goods. This is because the demand for these goods decreases as income increases.
A classic nonmedical example is hamburger. As real income increases, the consumer may prefer to buy more expensive cuts of
meat and purchase less hamburger. In the medical sector, hospital outpatient services may be an example of an inferior good.
As income increases, the consumer may prefer to visit a private physician to receive individual care rather than outpatient
services. As a result, the demand for outpatient services may decrease as income increases. Some researchers have found
that tooth extractions represent an inferior dental service.
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Normally, an individual has an eye examination before purchasing eyewear. If these two
goods are complements in consumption, the demand for optometric services should increase
in response to a drop in the price of eyewear. As a result, the demand curve for optometric
services shifts to the right. Another example of a complementary relation exists between
obstetric and pediatric services. An increase in the price of pediatric services should
inversely influence the demand for obstetric services. If, for example, a woman postpones
pregnancy because of the high cost of pediatric services, her demand for obstetric services
also falls. The demand curve for obstetric services shifts to the left.

It is also possible for two or more goods to satisfy the same wants or provide the same
characteristics. If that is the case, economists say that these goods are substitutes in con-
sumption: The demand for one good is directly related to a change in the price of a sub-
stitute good. For example, suppose physician services and hospital outpatient services are
substitutes in consumption. As the price of outpatient services increases, the consumer is
likely to alter consumption patterns and purchase more physician services because the price
of a visit to the doctor is cheaper in relative terms. That causes the demand curve for physi-
cian services to shift to the right. Generic and brand-name drugs provide another example
of two substitute goods. The demand for brand-name drugs should decrease with a decline
in the price of generic drugs. If so, the demand curve for brand-name drugs shifts to the left.
Finally, eyeglasses and contact lenses are likely to be substitutes in consumption.

Time costs also influence the quantity demanded of medical services. Time costs include
the monetary cost of travel, such as bus fare or gasoline, plus the opportunity cost of time.
The opportunity cost of an individual’s time represents the dollar value of the activities the
person forgoes when acquiring medical services. For example, if a plumber who earns $50
an hour takes two hours off from work to visit a dentist, the opportunity cost of the time
equals $100. The implication is that the opportunity cost of time is directly related to a per-
son’s wage rate. Given time costs, it is not surprising that children and elderly people often
fill doctors’ waiting rooms. Time costs can accrue while traveling to and from a medical pro-
vider, waiting to see the provider, and experiencing delays in securing an appointment. In
other words, travel costs increase the farther an individual has to travel to see a physician,
the longer the wait at the doctor’s office, and the longer the delay in getting an appointment.
It stands to reason that the demand for medical care falls as time costs increase (that is, as
the demand curve shifts to the left).

The Relationship between Health Insurance
and the Demand for Medical Care

The growth of health insurance coverage is one of the most significant developments in
the health care field over the past several decades. It has had a profound influence on the
allocation of resources within the medical care market, primarily through its impact on
the out-of-pocket prices of health care services. Out-of-pocket payments for health care
dropped from almost half of total expenditures in 1960 to approximately one-seventh in
2003. Even more striking, out-of-pocket payments for hospital care fell from 20.7 percent in
1960 to a mere 3.2 percent in 2003. Given that various features are associated with health
insurance policies, it is impossible to discuss the economic implications of each one. Here
we will focus on three of the more common features of health insurance policies: coinsur-
ance, copayments, and deductibles.
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Coinsurance and Copayments. Many health insurance plans, particularly private plans,
have a coinsurance component. Under a coinsurance plan, the consumer pays some fixed
percentage of the cost of health care and the insurance carrier picks up the other portion.
For example, under a plan with a coinsurance rate of 20 percent (a common arrangement),
the consumer pays 20 cents out of every dollar spent on health care and the carrier picks
up the remaining 80 cents. As you can imagine, an insurance plan like this one has a
significant impact on the demand for health care because it effectively lowers the out-of-
pocket price of health care by 80 percent.

Let’s begin our discussion of coinsurance coverage by looking at the demand curve for
medical care from an alternative perspective. We normally think of the demand curve as
revealing the amount of a good that a consumer is willing and able to buy at various prices.
However, a demand curve also shows the consumer’s willingness to pay (or marginal bene-
fit) for each unit of a good. The negative slope of the curve indicates that the willingness to
pay falls as more of the good is consumed due to the law of diminishing marginal utility.

For example, the demand curve d,, (WO = without insurance) in Figure 5-4 rep-
resents the consumer’s demand or willingness to pay for office visits in the absence of
health insurance coverage. This “effective” demand curve reveals that the consumer is
willing to pay $50 for the fifth office visit. If $50 is the market price paid by the consumer,
she visits the physician five times during the year in the process of maximizing utility
because any additional office visits do not yield benefits that compensate for their higher
out-of-pocket costs. Notice that the consumer’s willingness to pay for the first four visits,
as revealed by the effective demand curve, exceeds the market price of $50. The differ-
ence between the willingness to pay and the market price paid is referred to as a customer
surplus and, in this example, reflects the net benefits received from visiting the doctor the
first four times.*

Now suppose the consumer acquires a health insurance plan that requires her to pay
a certain fraction, Co of the actual price, P. In this case, the insurance coverage drives a
wedge between the willingness to pay, or effective demand, and the actual price, or “nomi-
nal” demand, for the office visits. Because the utility-maximizing consumer determines
the optimal number of times to visit the physician by equating her willingness to pay (or
marginal benefit) to the out-of-pocket price (marginal cost), the relationship between the
actual and out-of-pocket price can be specified by the following equation:

(5-3) Py = C,P.

Here P stands for the consumer’s willingness to pay for the last visit, and C, represents
the coinsurance amount. If we solve Equation 5-3 for the actual price, we get

(5-4) P = Py/C,.

Because the coinsurance, C,, is less than 1, it follows that the actual price paid, or nomi-
nal demand, for office visits is greater than the out-of-pocket price the consumer pays.
For example, if she is willing to pay $50 for five visits to a doctor and the coinsurance is
20 percent of the full price, the actual price equals $250 per visit, or $50/0.2.

4. As discussed in Chapter 8, market price considers both supply and demand conditions. The demand curves in Figure 54
represent the effective and nominal demands of an individual. Individual demands must be horizontally summed to arrive at a
market demand and then interacted with supply to determine the market price.
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FIGURE 5-4
The Demand Curve for Physician Visits with Coinsurance
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The graph illustrates how a coinsurance health plan impacts the individual demand curve for physician visits. The
demand curve labeled d|,, is the individual’s effective demand without coinsurance while the demand curve labeled
d,y, is with coinsurance. The nominal demand curve d,,, traces out the total price for various physician visits and cap-
tures that portion paid by consumers as out-of-pocket payments as well as that portion paid by the insurance carrier.
If you draw a vertical line from any point on the nominal demand curve to the horizontal axis, you can break down the
amount paid by consumers (from the horizontal axis to the d|,, curve) and the amount paid by the insurance carrier
(the wedge between the d,, and d, curves). As the coinsurance rate falls, d,,, rotates upward and pivots off the point
where the two curves cross the horizontal axis.

The nominal demand curve labeled d,, (WI = with insurance) in Figure 5-4 reflects
the total price paid for medical services that takes into account the coinsurance paid by
the insured. The vertical distance between d,, and the horizontal axis represents the
total price for office visits, which can be broken down into the amount the consumer
pays and the amount the insurance carrier pays. The portion of the total price the con-
sumer pays as an out-of-pocket payment equals the distance between the horizontal axis
and the d,, demand curve. The remaining distance between the two curves represents
the amount the insurance carrier pays. It represents the wedge that coinsurance drives
between the consumer’s willingness to pay, or effective demand, and the total price paid,
or nominal demand.

It is easy to see from this analysis that a reduction in the coinsurance rate causes the
nominal demand curve d;, to rotate clockwise and pivot off the point where d;, crosses
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the horizontal axis. At a zero willingness-to-pay price, insurance has no bearing on quantity
demanded because medical care is a free good to the individual. In addition, the nominal
demand curve dwI becomes steeper as the coinsurance, Cor decreases in value as indicated
by Equation 5-4. That makes intuitive sense, because we expect the consumer to become
less sensitive to changes in the total price as the coinsurance declines.

In the case where the consumer has full coverage (C, = 0), the nominal demand curve dWI
rotates out to its fullest extent and becomes completely vertical. This is shown in Figure 5-5.
Because the consumer faces a zero price, she consumes medical care as though it were a free
good, when in reality it has a nonzero price. Equation 5-4 can be used to illustrate that point.
As C, approaches zero, the total price is potentially infinity even when P equals zero.

Coinsurance should not be confused with a copayment. A copayment represents a fixed
amount paid by the consumer that is independent of the market price or actual costs of medi-
cal care. For example, a person may be required to pay $10 for each office visit regardless of
the actual fee negotiated by the health insurer with the physician. Like a lower coinsurance
rate, a reduced copayment results in a movement down the effective demand curve and typi-
cally leads to greater quantity of care demanded. But unlike a change in the coinsurance rate,
a change in the copayment does not cause a rotation of the nominal demand because the

FIGURE 5-5
The Demand Curve for Physician Visits with 100 Percent Coverage
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The graph illustrates the situation in which the individual has complete medical coverage and the coinsurance rate
is zero. Notice that the nominal demand curve is vertical because the individual faces a zero out-of-pocket price and
visits the physician without regard to the actual price.
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consumer’s portion of the bill is independent rather than proportional to nominal demand
(that is, the actual price paid).

Also unlike coinsurance, a copayment does not automatically change with an adjust-
ment in the costs of providing medical care. For example, suppose, in response to higher
production costs, a physician negotiates a higher price with the insurer for each office visit
so that the market price increases from $100 to $150. An insured individual who is respon-
sible for paying 20 percent of the cost now faces a $10 increase in his coinsurance from $20
to $30 per office visit. However, an insured individual who is required to pay a copayment
of $10 per office visit is unaffected by the higher negotiated price for an office visit (at least
until the insurance policy is renegotiated). Thus, compared to a copayment, coinsurance
makes consumers more sensitive to the actual market price of medical care.

Deductibles. Many insurance policies have a deductible whereby the consumer must pay
out of pocket a fixed amount of health care costs per calendar year before coverage begins. For
example, the plan may call for the individual to pay the initial $200 of health care expenses
with a limit of $500 per family per year. Once the deductible is met, the insurance carrier pays
all or some portion of the remaining medical bills, depending on how the plan is specified.
From the insurance carrier’s perspective, the purpose of a deductible is to lower costs. This is
accomplished in two ways.

First, the deductible is likely to lower administrative costs because fewer small claims
will be filed over the course of a year. Second, the deductible is likely to have a negative
impact on the demand for health care. The extent to which this is true, however, is difficult
to determine and depends on such factors as the cost of the medical episode, the point in
time when the medical care is demanded, and the probability of needing additional medi-
cal care for the remainder of the period. To illustrate, assume a new deductible is put in
place at the beginning of each calendar year. Once the deductible is met, the consumer has
full medical coverage. It is easy to see that the extent to which a deductible influences the
demand for medical services for any one medical episode is likely to be inversely related
to the cost of the medical services involved. For example, if the consumer faces a poten-
tially large medical bill for an operation, the existence of a deductible is likely to have little
impact on demand. This is because, in relative terms, the deductible represents very little
money. On the other hand, a deductible may play a crucial role in the decision to purchase
medical care if the cost of such care is relatively inexpensive. In this case, the out-of-pocket
cost is substantial relative to the total cost, and the consumer may elect not to purchase the
medical care or postpone the purchase to a later date.

It is slightly more difficult to understand how the health of the individual, along with
the time of the year, influences the impact of a deductible on demand. The best way to
explain this is with an example. Consider a normally healthy individual who contracts the
flu late in November and has incurred no medical expenses up to this point. Under these
circumstances, he may be less inclined to visit the doctor. This is because he will have little
opportunity to take advantage of the fact that health care is a free good after he makes his
initial visit to the physician and fulfills the deductible. On the other hand, this same indi-
vidual is much more likely to visit the physician if he catches the flu early in February and
his overall health is such that he can expect to visit the physician three or four more times
over the remainder of the year. By visiting the doctor and meeting the deductible, he lowers
the cost of any future visits to zero for the rest of the year. Therefore, a deductible is likely
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to have the greatest negative impact on the demand for medical care when the cost of the
medical episode is low, the need for care is late in the calendar year, and the probability of
needing future care is slight because the person is in good health.

Moral Hazard

Before we leave the subject of the impact of insurance on the demand for medical care,
we need to introduce the concept of moral hazard. Moral hazard refers to the situation in
which consumers alter their behavior when provided with health insurance. For example,
health insurance may induce consumers to take fewer precautions to prevent illnesses or
to shop very little for the best medical prices. In addition, insured consumers may pur-
chase more medical care than they otherwise would have without insurance coverage. Let’s
illustrate this point by referring to Figure 5-4. According to the graph, a consumer without
insurance purchases five units of medical services at a price of $50 per unit. If that consumer
acquires full medical coverage such that the insurer’s coinsurance rate, Cor equals zero, the
quantity demanded of medical care increases to the point where the demand curve crosses
the horizontal axis. At this point, the consumer consumes medical care as though it were a
free good because she faces a zero price. Thus, any extension of medical insurance cover-
age has the potential to increase the consumption of medical care because consumers no
longer pay the full price. The availability and extensiveness of health insurance may have a
profound effect on medical care expenditures. Chapter 6 examines the implications of moral
hazard in more detail.

Noneconomic Determinants of the Demand for Medical Care

Four general noneconomic factors influence the demand for medical services: tastes and
preferences, physical and mental profile, state of health, and quality of care.

Taste and preference factors include personal characteristics such as marital status, edu-
cation, and lifestyle, which might affect how people value their healthy time (that is, their
marginal utility of health), or might lead to a greater preference for certain types of medical
services. Marital status is likely to impact the demand for health care in the marketplace
primarily through its effect on the production of health care in the home. A married indi-
vidual is likely to demand less medical care, particularly hospital care, because of the avail-
ability of a spouse to care for him at home, such as when recuperating from an illness.

The impact of education on the demand for medical care is difficult to predict. On the one
hand, a consumer with additional education may be more willing to seek medical care to
slow down the rate of health depreciation because that consumer may have a better under-
standing of the potential impact of medical care on health. As an example, an individual with
a high level of education may be more inclined to visit a dentist for periodic examinations.
Thus, we should observe a direct relation between educational attainment and demand.

On the other hand, an individual with a high level of education may make more efficient
use of home-produced health care services to slow down the rate of health depreciation and,
as a result, demand fewer medical care services. For example, such an individual may be
more likely to understand the value of preventive medicine (such as proper diet and exer-
cise). In addition, the individual may be more likely to recognize the early warning signs of
illness and be more apt to visit a health care provider when symptoms first occur. As a result,
health care problems are addressed early when treatment has a greater probability of success
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and is less costly. That means that we should observe an inverse relation between the level
of education and the demand for medical care, particularly acute care.

Finally, lifestyle variables, such as whether the individual smokes cigarettes or drinks
alcohol in excessive amounts, affect health status and consequently the amount of health
care demanded. For example, a person may try to compensate for the detrimental health
impact of smoking by consuming more health care services. That translates into an increased
demand for medical care.

The profile variable considers the impact of such factors as gender, race/ethnicity, and
age on the demand for medical services. For example, females generally demand more
health care services than males primarily because of childbearing. In addition, certain dis-
eases, such as cardiovascular disease, osteoporosis, immunologic diseases (such as thyroid
disease and rheumatoid arthritis), mental disorders, and Alzheimer’s disease, are more
prevalent in women than men (Miller, 1994). Age also plays a vital role in determining
the demand for medical care. As we stated in Chapter 2, as an individual ages, the overall
stock of health depreciates more rapidly. To compensate for this loss in health, the demand
for medical care is likely to increase with age, at least beyond the middle years (the de-
mand curve shifts to the right). Thus, we should observe a direct relation between age and
the demand for medical care.

State of health controls for the fact that sicker people demand more medical services,
everything else held constant. As you might expect, health status and the demand for
health care are also likely to be directly related to the severity of the illness. For example, a
person who is born with a medical problem, such as hemophilia, is likely to have a much
higher than average demand for medical care. In economics jargon, an individual who is
endowed with less health is likely to demand more medical care in an attempt to augment
the overall stock of health. As another example, Fuchs and Frank (2002) find an increased
use of medical care, both inpatient and outpatient care, among Medicare recipients living
in highly polluted Metropolitan areas of the United States. The relationship holds even after
controlling for population, education, income, racial composition, and cigarette use.

Finally, although nebulous and impossible to quantify, the quality of care is also likely
to impact the demand for medical care. Because quality cannot be measured directly, it is
usually assumed to be positively related to the amount and types of inputs used to produce
medical care. Feldstein (1967, pp. 158-62) defines the quality of care as “a catch-all term
to denote the general level of amenities to patients as well as additional expenditures on
professional staff and equipment.” For example, a consumer may feel that larger hospitals
provide better-quality care than smaller ones because they have more specialists on staff
along with more sophisticated equipment. Or, that same individual may think that physi-
cians who have graduated from prestigious medical schools provide a higher quality of care
than those who have not. It matters little whether the difference in the quality of medical
care provided is real or illusory. What matters is that the consumer perceives that differ-
ences in quality actually exist.

With regard to the previous example, it is certainly not the case that larger hospitals pro-
vide better care for all types of hospital services. However, if the consumer generally feels
that larger hospitals provide better services, the demand for medical services at larger hos-
pitals will be higher than at smaller ones. As Feldstein’s definition indicates, quality can
also depend on things that have little to do with the actual production of effective medical
care. For example, the consumer may prefer a physician who has a pleasant office with a
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comfortable waiting room along with courteous nurses. Thus, any increase in the quality
of care provided is likely to increase that consumer’s demand for medical care regardless of
whether it affects the actual production of health care.

Before we move on, we must distinguish between a movement along the demand curve
and a shift of the curve. A change in the price of medical services generates a change in
the quantity demanded, and this is represented by a movement along the demand curve. If
any of the other factors change, such as income or time costs, the demand curve for medi-
cal services shifts. This shift is referred to as a change in demand. Thus, a change in the
quantity demanded is illustrated by a movement along the demand curve, while a change
in demand is illustrated by a shift of the curve.

In summary, let’s review the variables we expect to influence an individual’s demand
for medical care. Economic theory indicates that the demand equation should look some-
thing like the following:

(5-5) Quantity = f(out-of-pocket price, income, time costs, prices of
demanded substitutes and complements, tastes and preferences,
profile, state of health, and quality of care)

Equation 5-5 states that the quantity demanded of medical services is a function of, or
depends on, the general factors listed. Note that a change in the first factor results in a
movement along a given demand curve, whereas an adjustment in the other factors pro-
duce a shift of the demand curve. A rightward shift indicates a greater demand and a left-
ward shift reveals a lower demand.

The Market Demand for Medical Care

Up to now, we have been discussing the individual’s demand for medical care services. The
market demand for medical care, such as physician services, equals the total demand by
all consumers in a given market. In graphical terms, we can construct the market demand
curve for medical care services by horizontally summing the individual demand curves.
This curve represents the amount of medical services that the entire market is willing and
able to purchase at every given price. For example, if the average price of a visit to a doctor
is $50 and at this price consumer A is willing to see a physician three times over the course
of a year while consumer B is willing to make four visits, the total, or market, demand for
physician services is seven visits per year at $50 per visit. The market demand curve is
downward sloping for the same reasons the individual demand curves are downward slop-
ing. In addition, the factors that shift the individual demand curves also shift the overall
market demand curve, providing the changes take place on a marketwide basis. The mar-
ket demand curve also shifts if the overall number of consumers in the market increases
or decreases. For example, the demand for medical care in a particular community may
increase if it experiences an influx of new residents. This causes the market demand curve
to shift to the right.

The development of a market demand curve allows us to distinguish between the
intensive and extensive margins. The intensive margin refers to how much more or less
of a product consumers buy when its price changes. The extensive margin captures how
many more or fewer people buy a product when its price changes. Obviously, this is an
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important distinction to make for a product like medical care. Many medical purchases
such as surgeries happen only once for a particular individual. As another example,
an individual can have a particular tooth pulled only once. This is also a one-shot pur-
chase that either happens or does not happen. If the price of tooth extraction falls, how-
ever, we may still observe a inverse relationship between the price and number of teeth
extracted. That is because at the extensive margin, more consumers elect to purchase
this onetime form of dental services as price falls. Consequently, quantity demanded
may increase with a reduction in price because of changes that occur at the intensive
and extensive margins.

The Fuzzy Demand Curve

Up to this point, we have assumed the market demand curve for medical care is a well-
defined line, implying a precise relation between price and quantity demanded. In reality
this is usually not the case, and we need to refer to the derivation of the demand curve
for medical care to see why. Recall that the demand for medical care is a derived demand
and depends on the demand for health and the extent to which medical care influences
the production of health. The relation between medical care and health, however, is far
from exact. That is because there is a considerable lack of medical knowledge concerning
the efficacy of certain types of medical interventions. As a result, health care providers dis-
agree about the treatment of some types of medical problems, and the demand for medical
services becomes fuzzy. For example, there is debate among physicians concerning when
surgery is necessary for elderly males with prostate cancer.

In addition, in some instances consumers may lack the information or medical knowl-
edge they need to make informed choices. Consequently, consumers tend to rely heavily
on the advice of their physicians when making such decisions—as when a particular medi-
cal test or surgery is necessary. The implication is that physicians, rather than consumers,
choose medical services, which makes the demand curve fuzzier. Further complicating
matters is the inability to accurately measure medical care, an issue we touched on earlier.
For example, how do we measure the quantity of medical care produced during a one-hour
therapy session with a psychiatrist?

All these factors combined make it extremely difficult to accurately delineate the relation
between the price and the quantity demanded of medical care. In other words, the relation
between price and quantity demanded is rather fuzzy (Aaron, 1991). A more accurate de-
piction of the relation between price and quantity may not be a well-defined line but a gray
band similar to the one depicted in Figure 5-6.

Two implications are associated with the fuzzy demand curve. First, for a given price, we
may observe some variation in the quantity or types of medical services rendered. Indeed,
researchers have documented variations in physician practice styles across geographical
areas (see, for example, Phelps, 1992); we take up that discussion in Chapter 12. Second,
for a given quantity or type of medical service, we are likely to witness price differences.
For example, Feldstein (1988) reported a substantial variation in physician fees for similar
procedures in the same geographical area. We must stress, however, that the existence of
the band is unlikely to detract from the inverse relation between the price and the quantity
demanded of medical care as suggested by the empirical evidence that follows.
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FIGURE 5-6
The Fuzzy Demand Curve for Medical Care
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The gray band represents the possible fuzziness of the demand for medical care given uncertainty and the role of
the physician.

Elasticities

Economic theory gives us insights into the factors that influence the demand for medical
care along with the direction of their influence. For example, we know that if the price
of physician services increases by 15 percent, the quantity demanded falls. But by how
much does it fall? Is there any way to determine whether the decrease is substantial or
negligible? The answer is yes, with the help of a measure economists call an elasticity.
Elasticity measures that responsiveness of quantity demanded to a change in an indepen-
dent factor.

Own-Price Elasticity of Demand

The most common elasticity is the own-price elasticity of demand. This measure gauges
the extent to which consumers alter their consumption of a good or service when its own
price changes. The formula looks like this:

(5-6) Ep = %AQp/ % AP

where E denotes the price elasticity of demand, %AQy, represents the percentage change
in quantity demanded, and % AP is the percentage change in price. As you can see from
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the formula, Ej is a simple ratio that equals the percentage change in quantity demanded
divided by the percentage change in price. Because elasticity is specified as a ratio of two
percentage changes, it is scale free. This makes it much easier to compare elasticities
across different goods. For example, we can compare the price elasticity of demand for
physician services with that for nursing home care and not concern ourselves with the
fact that the demand for physician services is usually measured in terms of the number
of visits while the demand for nursing home care is measured in terms of the number of
inpatient days.®

The value of Ej is negative and reflects the inverse relationship between price and quan-
tity demanded. In economics, the normal practice is to take the absolute value of the price
elasticity of demand measure, or |Ep|, and eliminate the minus sign. If the price elasticity
of demand is greater than 1 in absolute terms (|Ep| > 1), the demand for the product is
referred to as price elastic. In arithmetic terms, |Ep| > 1 if the absolute value of the per-
centage change in price is smaller than the absolute value of the change in the quantity
demanded, or |%AP| < |%AQp|. For example, if the price elasticity of demand for dental
services equals 1.2, this means the quantity consumed falls by 12 percent if the price of
dental care increases by 10 percent, ceteris paribus.

The price elasticity of demand is referred to as inelastic if |Ep| < 1 but greater than
zero. In this case, |%AP| < |%AQp|, or the percentage change in price is greater than the
percentage in quantity demanded in absolute value terms. For example, if the elasticity of
demand for physician services equals 0.6, a 10 percent decrease in price leads to a 6 percent
increase in quantity demanded. If | Ep| happens to equal 1 because |%AP| equals |%AQp|,
the price elasticity of demand is unit elastic. This implies that a 10 percent decrease in the
price of the product leads to a 10 percent increase in the quantity demanded.

A demand curve that is vertical is said to be perfectly inelastic because no change occurs
in the quantity demanded when the price changes. In mathematical terms, E, equals zero
because %AQp equals zero. At the other extreme, if the demand curve is horizontal, it is
referred to as being perfectly elastic and | E| equals infinity (). Any change in price leads
to an infinite change in the quantity demanded.

It stands to reason that the more elastic the demand for the product, the greater the
response of quantity to a given change in price. Compare the effects of a 10 percent decrease
in price on two goods—one with a price elasticity of —0.1 and another with a price elas-
ticity of —26. In the first case, the quantity demanded increases by only 1 percent, while
in the second case, it increases by 26 percent. We can also use the elasticity of demand to
make inferences regarding the slope of the demand curve. Generally, the more elastic the
demand for the product, the flatter the demand curve at any given price. This also means
the curve is relatively steep at any given point for an inelastic demand. Consider the two
linear demand curves that intersect at point Py, Q, in Figure 5-7. If the price of the product
increases to P, the quantity demanded decreases to Q, off the flat curve (D,) and to Q, off
the steep curve (D,). Therefore, the same percentage increase in price generates a smaller
percentage decrease in the quantity demanded for the steeper curve D, than for the flatter
curve D, at a similar price of P,. This means demand must be more price elastic for curve

5. The point elasticity formula can be used to calculate the elasticity of demand if the changes in the variables are small. The
formula equals (AQp/Qp)/(AP/P). For readers with a background in calculus, it equals (dQp/Qp)/(dP/P) if the changes are
infinitesimally small.
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FIGURE 5-7
The Elasticity of Demand and the Slope of the Demand Curve
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The steep demand curve, D, is relatively inelastic and illustrates that an increase in price from P to P, generates only
a modest decrease in quantity demanded from Q, to Q. The flatter demand curve, D,, is relatively elastic and, in this
case, the same increase in price for P, to P, generates a much larger decrease in quantity demanded from Q, to Q,.

D, than for curve D, over the range P, to P,. Table 5-1 summarizes our discussion thus far
on price elasticity of demand.

The own-price elasticity of demand varies greatly across products, and economists point
to several factors that determine its value. Among the factors most often mentioned are
the portion of the consumer’s budget allocated to the good, the amount of time involved
in the purchasing decision, the extent to which the good is a necessity, and the availability
of substitutes. Briefly, as the portion of a consumer’s budget allocated to a good increases,
the consumer is likely to become much more sensitive to price changes. Demand should
therefore become more elastic. An increase in the decision-making time frame is also likely
to make demand more elastic. If the consumer has more time to make informed choices,
he or she is likely to react more strongly to price changes. Because the consumer typically
pays a small portion of the cost of medical services because of insurance, and because
medical services are sometimes of an urgent nature, these two considerations suggest that
in many cases, the demand for medical services is inelastic with respect to price.



CHAPTER 5 The Demand for Medical Care

TABLE 5-1
A Summary of the Own-Price Elasticity of Demand

Perfectly Perfectly
Inelastic Inelastic Unit Elastic Elastic Elastic
|Ep] = 0 0 <|[E| <1 |Ep| = 1 1 <|Ep| < |Ep| =
%AQp =0 |%AQp| < |%AP| |%AQp| = |%AP| |%AQp| > |%AP| %AQp = ©

If a good is a necessity, such as a basic foodstuff, the own-price elasticity should be rela-
tively inelastic. The product is purchased with little regard for price because it is needed.
Basic phone service might be considered another example of a necessity. Because our society
depends so heavily on the phone as a form of communication, it is difficult to imagine a
household functioning effectively without one. Naturally, basic health care falls into the same
category. If an individual needs a particular medical service, such as an operation or a drug,
and if not having it greatly affects the quality of life, we can expect that person’s demand to
be inelastic with respect to price. In addition, when a person needs a particular medical ser-
vice in a life-or-death situation, demand is likely to be perfectly inelastic because the medical
service must be purchased regardless of price if the person has sufficient income.

Given that many medical services are necessities, we expect the overall demand for
medical services to be somewhat inelastic. A word of caution, however: This does not
mean the amount of health care demanded does not react to changes in price. Rather,
it means a given percentage change in price generates a small percentage change in the
quantity demanded of medical services. For some types of medical care, however, demand
may be more elastic. Elective medical care, such as cosmetic surgery, may fall into this
category, because in most instances it is considered a luxury rather than a necessity. As
a result, price may play an important role in the decision to have the surgery. To a lesser
degree, dentist services and eyewear might fall into this category. In fact, any medical ser-
vice that can be postponed is likely to display some degree of price elasticity.

The availability of substitutes is another determinant of price elasticity. As we saw ear-
lier, various types of medical services may serve as substitutes for one another. The larger
the number of substitutes, the greater the opportunity to do some comparison shopping.
As a result, the quantity demanded of any medical service is likely to be more sensitive to
price changes when alternative means of acquiring medical care are available. The own-
price elasticity of demand for any given product should be directly related to the number
of substitutes available. Stated another way, demand should become more price elastic as
the number of substitutes expands. One implication is that the demand for an individual
medical service or an individual medical care provider is likely to be more elastic than the
market demand for medical care.

One more point concerning the elasticity of demand needs to be discussed before we leave
this subject. The own-price elasticity of demand can be used to predict what happens to to-
tal health expenditures if price increases or decreases. Total revenues (or total expenditures,
from the consumer’s perspective) equal price times quantity. In mathematical notation,

(5-7) TR = PQp,
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where TR represents total revenue. Demand theory tells us that as the price of a product
increases, the quantity demanded decreases, or that P and Q, move in opposite directions.
Whether total revenue increases or decreases when the price changes is dictated by the rela-
tive rates at which both variables change, or the elasticity of demand. Consider an increase in
the price of physician services where demand is inelastic. This means that | % AQp| < [%AP],
or that the percentage increase in price is larger than the percentage decrease in quantity
demanded in absolute value terms. In terms of Equation 5-7, P increases faster than Qp falls.
This means total revenue must increase with a higher price. If demand happens to be elastic,
the opposite occurs: Quantity demanded falls faster than price increases, and, as a result, total
revenue decreases. No change occurs in total revenue when demand is unit elastic because
the increase in price is matched by the same percentage decrease in quantity demanded. We
leave it to you to work out the implications of a price decrease on total revenue when demand
is elastic, inelastic, and unit elastic.

Other Types of Elasticity

The concept of elasticity can be used to measure the sensitivity of quantity demanded
to other demand-side factors as well. The income elasticity of demand represents the
percentage change in quantity demanded divided by the percentage change in income,
or Ey = %AQp/ %AY, where %AY equals the percentage change in income. It quantifies
the extent to which the demand for a product changes when real income changes. If E, is
positive, the good is referred to as a normal good because any increase in income leads to
an increase in quantity demanded. For example, if E, equals 0.78, this means a 10 percent
increase in income causes the quantity consumed to increase by 7.8 percent. An inferior
good is one for which E, is negative and an increase in income leads to a decrease in the
amount consumed. For most types of medical care, the income elasticity of demand should
be larger than zero.

The cross-price elasticity (E.) measures the extent to which the demand for a product
changes when the price of another good is altered. In mathematical terms, E: = %AQyx/ % AP,
where the numerator represents the percentage change in the demand for good X and the
denominator equals the percentage change in the price of good Z. If E is negative, we
can infer that the two goods are complements in consumption. Returning to our earlier
example, the cross-price elasticity between the demand for optometric services and the price
of eyewear should be negative. If the price of eyewear increases, the demand for optometric
services should drop. Two goods are substitutes in consumption when the cross-price elas-
ticity is positive. For example, the cross-price elasticity of the demand for physician services
with respect to the price of hospital outpatient services may turn out to be positive. Natu-
rally, if E. equals zero, the demand for the product is independent of the price of the other
product.

Empirical Estimation

Numerous studies have attempted to empirically quantify how various factors influence the
demand for medical care. Although the studies varied widely in terms of methodology and
scope of analysis, certain broad conclusions emerged. Generally, some form of Equation 5-5
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is estimated with the use of regression analysis. Unfortunately, the dependent variable repre-
senting the amount of medical services consumed is very difficult to measure. Ideally, quan-
tity demanded should capture both the utilization and the intensity of medical services. Data
of these kinds are unavailable, so usually only some utilization measure, such as number of
physician visits or hospital patient days, is used to measure the quantity demanded of medi-
cal services. Proxy variables are then included as independent variables to control for varia-
tions in quality. A failure to properly control for quality biases the results. That is because
changes in demand may be attributed to changes in other variables when in fact they are the
result of differences in the quality of care provided.

The measurement of the out-of-pocket price of medical care also presents a problem for
economists. This problem has become more severe in recent years given the increasing role
of third-party payers. In a perfect world, the out-of-pocket price of medical services should
equal the amount the consumer pays after the impact of insurance has been considered.
Unfortunately, such data are rarely available, and economists often have to resort to using
such variables as the average price of medical services rendered. An additional variable
is then included in the equation to control for the presence of health insurance. The price
variable should negatively affect the demand for medical care, while the presence of insur-
ance should positively influence quantity demanded.

An income variable is included to capture the impact of purchasing power on demand,
while time cost variables control for the effects of travel and waiting costs on demand. We
expect the income variable to have a positive effect on demand and the time cost variables
to have a negative impact. The prices of various substitutes and complements in consump-
tion should also be included in the regression equation. This has become even more im-
portant in recent years as medical markets have become more interrelated. For example,
if we are trying to assess the quantity demanded of inpatient services at a hospital, we
should control for the prices of hospital outpatient services (potentially a substitute ser-
vice) and physician services (potentially a complementary service). The remaining factors
(tastes and preferences, rate of health depreciation, stock of health, and quality of care) are
referred to as control variables and capture the impact that various noneconomic factors
may have on the demand for health care services.

Own-Price, Income, Cross-Price,
and Time-Cost Elasticity Estimates

Overall, the empirical literature on the elasticity of demand for primary health care is rich
and spans the globe. Table 5-2 provides just a sample of the studies on the topic. Although
the range of price elasticity estimates is broad, studies tend to find the demand for primary
health care to be relatively inelastic. For example, studies using medical expenditures as the
dependent variable find the own-price elasticity of demand to vary from —0.04 to —0.7.
Other studies that look at the demand for hospital and physician services find similar results.
Taken as a whole, the estimates suggest that the own-price elasticity of demand for primary
health care hovers from —0.1 to —0.7, which means that a 10 percent increase in the out-of-
pocket price of medical services leads to a 1 to 7 percent decrease in the quantity demanded.
The inelastic estimates also imply that total expenditures on hospital and physician services
increase with a greater out-of-pocket price, ceteris paribus.
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TABLE 5-2
The Price Elasticity of Demand for Health Care: Selected Studies

Dependent Variable Study Elasticity Country
Medical Expenditures Eichner (1998) —0.62to —0.75 United States
Newhouse and the Insurance —0.17 to —0.22 United States
Experiment Group (1993)
Phelps and Newhouse (1974) —0.04 to —0.12 United States
Rosett and Huang (1973) —0.35t0 —1.5 United States
Van Vliet (2001) —0.079 Netherlands
Hospital Care
Admissions Manning et al. (1987) —0.1to —0.2 United States
Hospital Inpatient Davis and Russell (1972) —0.32to —0.46 United States
Hospital Outpatient Davis and Russell (1972) —1.0 United States
Bhattacharya et al. (1996) —0.12 to —0.54 Japan
Patient Days Feldman and Dowd (1986) —0.74 to —0.80 United States
Physician Visits Cockx and Brasseur (2003) —0.13 to —0.03 Belgium
Total and Elective Cromwell and Mitchell (1986) —0.14 and —0.17  United States
Surgery

Nursing Home Care

Probability of Entering Headen (1993) -0.7 United States
a Nursing Home

Number of Patients Nyman (1989) -1.7 United States
Patient Days Lamberton et al. (1986) —-0.76 United States
Number of Patients Chiswick (1976) —-2.3 United States
Dental Services Manning and Phelps (1979) —0.5to0 —0.7 United States
Mueller and Monheit (1988) —-0.18 United States
Prescription Drugs
Number Smith (1993) —-0.10 United States
Expenditures Contoyannis et al. (2005) —0.12to —0.16 Canada

In general, the research indicates that the demand for other types of medical care is
slightly more price elastic than the demand for primary care. That is not at all surprising
given that the percentage of out-of-pocket payments tend to be the lowest for hospital and
physician services. Everything else held constant, consumers should become more price
sensitive as the portion of the bill paid out of pocket increases. For example, Manning and
Phelps (1979) found the demand for dental services to be slightly more price elastic and to
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vary by type of service provided and the sex and age of the patient. The price elasticity of
demand for dental services by adult females appears to vary between —0.5 and —0.7, and
the demand for dental services by adult males and children seems to be slightly more price
elastic. The demand for nursing home services also appears to be more price elastic than
primary medical services. Chiswick (1976) found the own-price elasticity for nursing home
services to equal —2.3, and Lamberton et al. (1986) estimated that it equals —0.76. Finally,
Headen (1993) found the own-price elasticity for the probability of entering a nursing home
to be —0.7.

The empirical estimates for the income elasticity of demand vary widely and merit discus-
sion. Studies using household, or individual, data generally find health care to be a normal
good with an income elasticity below 1.0. These results are in direct contrast to studies that
utilize country-level data to look at the relation between income and health care expenditures
either over time or across countries. The goal of these studies is to ascertain how economic
growth impacts national health care expenditures. Generally, these studies find the aggregate
income elasticity to be slightly above 1. For example, Newhouse (1977) finds the income
elasticity to range between 1.13 and 1.31, while Parkin et al. (1987) estimate the rate to be
slightly below +1. Finally, Leu (1986), Gerdtham et al. (1992), and Murray et al. (1994) agree
with Newhouse and find the aggregate income elasticity to be above 1.

This difference between the micro and macro estimates is interesting and deserves expla-
nation. According to Newhouse, the difference exists because, for example, within the United
States at any point in time the average consumer pays only a small portion of the price of
medical care (approximately 14 percent in 2003), while over time the country as a whole must
pay the full price of health care. As the out-of-pocket price of health care falls for the aver-
age consumer, the income elasticity should also fall because the consumer is less conscious
of price. For example, if the out-of-pocket price of health care falls to zero, then the average
individual is going to consume health care regardless of income. The income elasticity in the
extreme equals zero. The country, as a whole, however, must face the entire burden of the
cost of health care and, as a result, is going to be much more sensitive to price and income.

One of the more interesting questions concerning this research has to do with whether
health care is a luxury good. Economists define a luxury good as one that has an income
elasticity above 1.0. In this case, an increase in income leads to an even larger increase in
the quantity consumed of the good. For example, assume that the income elasticity of a
good equals 1.5. In this case, a 10 percent increase in income leads to a 15 percent increase
in the consumption of the good. Naturally, this means that the portion of one’s budget
allocated to the consumption of the good also increases with income.

If the aggregate income elasticity of health care is above 1.0, this may provide a
demand-side explanation as to why health care expenditures in the United States as a por-
tion of national income have increased over the past few decades. As the U.S. economy
grew over the past few decades and income per capita expanded, the nation allocated a
greater portion of its income to health care because it is a luxury good. Consequently, the
health care sector received a larger slice of the economic pie.

Time costs also appear to have a significant impact on the demand for medical services. In
fact, research indicates that the travel time elasticity of demand is approximately equal to the
own-price elasticity of demand. According to Acton (1975) and Phelps and Newhouse (1974),
the travel time elasticity of demand ranges from —0.14 to —0.51. Using a data set generated
in the United Kingdom, Gravelle et al. (2002) found elasticity of admissions with respect to
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distance to equal —0.35. Taken together, these studies suggest that a 10 percent increase in
travel time reduces the quantity demanded for medical services by roughly 3 percent. It also
appears that consumers place a value on the time spent waiting for medical services. McCarthy
(1985) found the wait time elasticity to range from —0.36 to —1.14, while Martin and Smith
(1999) found it to equal —0.20. In addition, Gravelle et al. (2002) estimated the elasticity of
admissions with respect to waiting time to equal —0.25. Time costs also influence the decision
to acquire medical care; Frank et al. (1995) found the elasticity of travel time costs on the prob-
ability of a timely completion of childhood immunization to be roughly —0.08.

The extent to which various types of medical services serve as substitutes or comple-
ments in consumption is not clear at this time. For example, there appears to be little
consensus as to whether inpatient and outpatient hospital services are substitutes or com-
plements. Davis and Russell (1972) found the cross-price elasticity between the price of
inpatient services and number of outpatient visits to vary between 0.85 and 1.46, indi-
cating that they are substitutes. These results were later qualitatively confirmed by Gold
(1984). Thus, as the price of inpatient services at a hospital increases, consumers rely more
on outpatient services to save money. Freiberg and Scutchfield (1976), on the other hand,
found that no substitution occurs between these two types of hospital services. At the
other extreme, Manning et al. (1987) suggested that they are complements in consumption.
A similar debate in the literature concerns whether physician and hospital inpatient or out-
patient services are substitutes or complements.

The Impact of Insurance on the Demand for Medical Care

The growth of health insurance, both public and private, has had a profound impact on
the demand for medical care. Instead of reviewing the results from the many studies that
analyzed the impact of insurance on the demand for health care, we will focus on a study
conducted by the RAND Corporation (Manning et al., 1987). The RAND Health Insurance
Study (HIS) is without doubt the most comprehensive study to date. Families from six sites
(Dayton, Ohio; Seattle, Washington; Fitchburg, Massachusetts; Charleston, South Carolina;
Georgetown County, South Carolina; and Franklin County, Massachusetts) were enrolled
in various types of health insurance plans in a controlled experiment to test the impact of
differences in insurance coverage on the demand for medical care.®

In one phase of the study, families were randomly assigned to fourteen different fee-for-
service plans. The plans varied in terms of the consumer coinsurance rate and the upper
limit on annual out-of-pocket expenses. Every plan had a maximum limit of $1,000 in out-
of-pocket expenses per year. Table 5-3 presents selected results for five of the plans: free
(0 coinsurance rate), 25 percent coinsurance rate, 50 percent coinsurance rate, 95 percent
coinsurance rate, and individual deductible. The individual deductible plan had a 95 percent
coinsurance rate for outpatient services, subject to a limit of $150 per person or $450 per
family, and free inpatient care. Essentially, an individual or a family with this plan receives
free medical care after meeting the deductible for outpatient expenditures. In Table 5-3, face-
to-face visits equal the number of visits per year to a medical provider, such as a physician.

6. The present discussion focuses on the results published by Manning et al. (1987). However, a number of other articles
analyze the data from the RAND HIS study. Among them are Newhouse et al. (1981), Keeler and Rolph (1983), O’Grady et al.
(1985), Manning et al. (1985), Leibowitz et al. (1985b), Leibowitz et al. (1985a), and Manning et al. (1986). For a summary of the
entire RAND HIS study, consult Newhouse and the Insurance Experiment Group (1993).
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TABLE 5-3
Sample Means for Annual Use of Medical Care per Capita

Probability
Outpatient Inpatient Total of Using Any

Face-to-Face Expenses Dollars Expenses Medical
Plan* Visits (1984 $) (1984 $) (1984 $) Services
Free 4.55 $340 $409 $749 86.8
25% 3.33 260 373 634 78.8
50% 3.03 224 450 674 77.2
95% 2.73 203 315 518 67.7
Individual 3.02 235 373 608 72.3

deductible

*The chi-square test was used to test the null hypothesis of no difference among the five plan means. In
each instance, the chi-square statistic was significant to at least the 5 percent level. The only exception was
for inpatient dollars.

SOURCE: Willard G. Manning et al. “Health Insurance and the Demand for Medical Care: Evidence from a
Randomized Experiment.” American Economic Review 77 (June 1987), Table 2.

The category excludes visits for radiology, anesthesiology, or pathology services. The third,
fourth, and fifth columns list, respectively, total expenditures per person for outpatient, in-
patient, and all medical services, excluding dental care and psychotherapy. The sixth column
indicates the probability of using any medical services over the course of the year.

The results largely confirm our expectations concerning the impact of coinsurance on the
demand for health care. As the level of coinsurance rises, or the out-of-pocket price of med-
ical care increases, consumers demand less medical care. The number of face-to-face visits
decreased from 4.55 per year when health care was a free good to 2.73 when the consumer
paid 95 percent of the bill. This represents a decrease in visits of 40 percent. The largest
drop in visits took place between the free plan and the 25 percent coinsurance plan. This
overall decrease in visits was matched by an identical drop in outpatient expenses from
$340 to $203 per year. According to Manning et al. (1987), this indicates that as the out-of-
pocket price of medical care increases, consumers reduce medical expenditures largely by
cutting back on the number of visits to health care providers and not on the amount spent
on each visit. It is interesting to note that the authors reported no significant differences in
the amount spent on inpatient services across plans. This, they concluded, was the result
of the $1,000 cap put on out-of-pocket expenditures. In 70 percent of the cases where peo-
ple were admitted for inpatient services, the cost exceeded the $1,000 limit.

The last two columns in Table 5-3 also largely support our expectations regarding
the impact of insurance on the demand for medical services. In every case, as the level of
coinsurance increased, the probability of using any medical services, along with total medi-
cal expenditures, diminished. The only exception occurred between the 25 and 50 percent
coinsurance rates for total medical expenditures.
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Finally, the results from the individual deductible plan illustrate the negative impact of
deductibles on the consumption of medical care. In every instance, less medical care was
consumed with the deductibles than would have been the case if medical care had been
a free good. It seems that individuals with this plan consumed medical services at a rate
somewhere between the 25 and 95 percent coinsurance rate.

The results also indicate that the own-price elasticity of demand is sensitive to the
level of insurance. When the level of coinsurance ranged from 25 to 95 percent, the elas-
ticities of demand for all care and outpatient care were calculated as —0.14 and —0.21.
These numbers decreased to —0.10 and —0.13 when the level of coinsurance ranged from
0 to 25 percent. This makes economic sense. As the level of coinsurance drops, consum-
ers become less sensitive to price changes due to lower out-of-pocket payments.

In conclusion, the results from the RAND HIS study point to the significant impact of
health insurance on the demand for medical care. It is apparent that if either the rate of
coinsurance or the deductible falls, the amount of health care consumed increases.

The Impact of Noneconomic Factors
on the Demand for Medical Services

The empirical research also indicates that a host of other factors, such as tastes and pref-
erences or the stock of health, affect the demand for medical care. Researchers generally
agree that age and severity of illness directly influence the demand for medical care, while
the overall health of the individual inversely affects the demand for care. There does not,
however, appear to be a consensus concerning the impact of education on the demand for
health care. This may indicate that the direct impact of education on the demand for medi-
cal care (a greater willingness to seek care) is offset by the inverse effect (a greater ability
to produce health care at home) or that more research needs to be done in this area.

It is interesting to note that a few researchers have focused specifically on the effect of
medical knowledge on the demand for medical care. Unlike the results for general educa-
tion, a positive relationship appears to exist between consumers’ medical knowledge and
the demand for medical care. This means that consumers with a more extensive back-
ground in medicine tend to consume more medical services. For example, Kenkel (1990)
found that consumers’ medical knowledge is positively related to the probability of visit-
ing a physician for medical care, while Hsieh and Lin (1997) uncovered that those elderly
who had a greater understanding of health were more likely to acquire preventive medical
care. Both studies suggest that consumers with a lack of medical knowledge tend to un-
derestimate the impact of medical care on overall health and, as a result, fail to consume
an appropriate amount. It may also be the case that more medical information enhances
the ability of an individual to effectively consume medical care, causing the marginal prod-
uct of medical care to increase (consult Chapter 2). As a result, the demand for various
types of medical care increases with consumer information.

Finally, Hsieh and Lin (1997) found that years of schooling, whether the individual
worked in the health care field, medical insurance, and income all positively influenced the
level of health information acquired. They also found that age and whether the individual
drank or smoked inversely affected the quantity of health information collected. It appears
that older people acquire less new knowledge because they have fewer years to live and
reap any reward from that knowledge, while individuals who drink or smoke receive less
utility from any good health that may result from added medical knowledge.
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Summary

Economic theory suggests that the demand for medical care represents a derived demand
because it is but one input in the production of health. As a result, the utility received from
consuming medical care is in the form of the satisfaction that accrues from improvements
in the stock of health. Utility analysis also indicates that the quantity demanded of health
care is inversely related to price because improvements in health are subject to diminishing
returns. The demand for medical care, like the demand for many other services, depends
on the out-of-pocket price, income, the prices of substitutes and complements, and time
costs, along with a host of noneconomic factors, such as tastes and preferences, quality of
care, and the state of health.

Economists use the concept of elasticity to measure the degree to which an economic
agent, such as a consumer, adjusts to a change in the value of an independent variable. The
most common elasticity is the own-price elasticity of demand, which measures the extent to
which consumers react to a change in the price of a good or service. In mathematical terms,
it equals the percentage change in quantity demanded divided by the percentage change
in price. If the demand for a product is elastic, the consumer’s willingness to purchase the
product is very sensitive to a price change. On the other hand, if the demand for the product
is inelastic, price changes play a less significant role in determining overall demand. From
a graphical perspective, the more elastic the demand for a product, the flatter the demand
curve. Additional types of elasticities, such as the income elasticity of demand, have also
been employed to assess how demand reacts to changes in variables other than own price.

The empirical evidence indicates that the demand for medical care is inelastic with
respect to price. Medical care also appears to be a normal good in that the demand for med-
ical care increases with real income. In addition, time costs along with many noneconomic
variables, such as age, gender, severity of illness, education, and consumer knowledge,
influence demand. The evidence from the RAND HIS study verifies that health insurance
plays a major role in determining the demand for medical care. As economic theory sug-
gests, when the level of health insurance rises, the amount of medical care demanded
increases while the price elasticity of demand becomes more inelastic.

Review Questions and Problems

1. In your own words, use utility analysis and production theory to explain why the
demand curve for medical care is downward sloping.

2. After reading the chapter on demand theory, a classmate turns to you and says, “I'm
rather confused. According to economic theory, people demand a good or service
because it yields utility. This obviously does not apply to medical services. Just last
week I went to the dentist and had a root canal, and you can’t tell me I received any
utility or satisfaction from that!” Explain to your classmate how utility analysis can be
used to explain why he went to the dentist.

3. Use a graph to illustrate how the following changes would affect the demand curve for
inpatient services at a hospital in a large city.

A. Average real income in the community increases.
B. In an attempt to cut costs, the largest employer in the area increases the coinsur-
ance rate for employee health care coverage from 10 percent to 20 percent.
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10.

11.

C. The hospital relocates from the center of the city, where a majority of the people
live, to a suburb.

D. A number of physicians in the area join together and open up a discount-price
walk-in clinic; the price elasticity of demand between physician services and inpa-
tient hospital services is —0.50.

In recent years, many elderly people have purchased Medigap insurance policies

to cover a growing Medicare copayment. These policies cover some or all of the

medical costs not covered by Medicare. Use economic theory to explain how the
growth of these policies is likely to influence the demand for health care by elderly
people.

If you are covered by a private or a public insurance plan, obtain a pamphlet outlining

the benefits provided and the cost of the plan. Are there any copayments or deduct-

ibles? If so, use economic theory to explain how they may influence your demand for
medical care.

In your own words, explain what a fuzzy demand curve is. Why does it exist? What

are its implications?

In reaction to higher input costs, a physician decides to increase the average price of

a visit by 5 percent. Will total revenues increase or decrease as a result of this action?

Use the concept of price elasticity to substantiate your answer.

You have just been put in charge of estimating the demand for hospital services in

a major U.S. city. What economic and noneconomic variables would you include

in your analysis? Justify why each variable should be included in the study, and

explain how a change in each variable would likely affect the overall demand for
hospital services.

. Define own-price elasticity of demand, and explain how it is related to the demand

curve. Provide four reasons why the demand for medical services is likely to be inelas-

tic with respect to its price.

You are employed as an economic consultant to the regional planning office of a large

metropolitan area, and your task is to estimate the demand for hospital services in the

area. Your estimates indicate that the own-price elasticity of demand equals —0.25, the

income elasticity of demand equals 0.45, the cross-price elasticity of demand for hos-

pital services with respect to the price of nursing home services equals —0.1, and the

elasticity of travel time equals —0.37. Use this information to project the impact of the

following changes on the demand for hospital services.

A. Average travel time to the hospital diminishes by 5 percent due to overall improve-
ments in the public transportation system.

B. The price of nursing home care decreases by 10 percent.

C. Average real income decreases by 10 percent.

D. The hospital is forced to increase its price for services by 2 percent.

According to Whitney et al. (1997), the price of dental services “decreased by $4.86 per

day wait for a new-patient appointment and by $5.20 per minute wait in the reception

room” (p. 783). Based on these findings, what would happen to the position of the

demand curve for dental services if patients had to wait even longer for an appoint-

ment with a dentist?
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12. A study estimates the demand for over-the-counter cough and cold medicines to be:
Log Q = 0.885 — 0.744 log(P) — 0.50 log(INC) + 0.253 log(ADV) — 0.30 log(PHYSP)

(5.52)
Adj. R? = 0.30
N =243

(4.92) (1.40)

(6.64) (0.99)

where Q = Annual dosages demanded of cough and cold medicines
P = Price per dosage of cough and cold medicines

INC = Average income of buyers

ADV = Advertising expenditures on cough and cold medicines
PHYSP = Market price of a physician visit
t-statistics shown in parentheses below the estimated coefficient
All variables expressed in logarithms so the coefficient estimates can be interpreted as

elasticities.

A. Which of the estimated coefficients have signs contrary to theoretical expectations?
Explain. Be specific in your explanation.
B. Which coefficient estimates are statistically significant from zero at the 5 percent

level or better? Explain.

C. What percentage of the variation in dosages demanded remains unexplained?

Explain.

D. Suppose the price per dosage increased by 10 percent. By how much would dos-
ages demanded change? Explain. Would total revenues to cold medicine producers

increase or decrease? Explain.

Online Resources

To access Internet links related to the topics in this chapter, please visit our web site at

WWwWWw.cengage.com/economics/santerre.
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The Demand for Medical
Insurance: Traditional and
Managed Care Coverage

Remember Joe, who suffered a heart attack at the beginning of Chapter 1? Things
turned out quite well, both medically and financially, for our friend Joe. You see,
Joe'’s medical bills were covered by a Blue Cross PPO insurance plan he had obtained
through his employer. Joe could thus afford the best and fastest hospital care money
could buy, and the triple bypass surgery he received at the prestigious private teach-
ing hospital was highly successful. Angela, his wife, and the two children are tickled
pink now that Joe is back to his former self.

But how might events have differed if Joe had not been covered by medical
insurance, or if Joe was enrolled in an HMO plan? Moreover, what are some of the
reasons why Joe and his family were covered by health insurance? Also, why was
Joe covered by an PPO rather than an HMO plan? What are the differences between
the two types of plans? These are among the questions for which we search for
answers in this chapter.

Specifically, this chapter:

® presents and compares the conventional and Nyman models of the demand for
health insurance

* examines empirical estimates of the price and income elasticities of the demand
for health insurance

e discusses the health insurance product, contrasting traditional, managed care,
and consumer-directed insurance coverage

e addresses the regulation of managed care organizations.
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Introduction

As pointed out briefly in Chapter 4 and further discussed in Chapter 11, employment-related
insurance is the dominant type of private health insurance coverage in the United States.
Only a small percentage of the population purchases health insurance directly from insur-
ance companies. Because most private health insurance is purchased through employers,
many people believe that employers pay for their health insurance coverage. But economic
theory suggests that nothing could be further from the truth because employees pay for their
health insurance coverage in the form of reduced or forgone wages.

Economic theory implies that a trade-off exists between insurance premiums and wages
because, during a particular time period, a worker tends to generate a certain value or
marginal revenue product (MRP) for a company. The MRP that a worker generates depends
on his or her marginal productivity and the price of the good or service in the marketplace
that she helps produce (assuming that output is produced in a competitive market). More
precisely, economic theory posits that MRP equals the price of the product times the mar-
ginal productivity of the worker. It follows that a higher price and greater productivity both
increase a worker’s MRP or worth to a company.

Employers are typically pressured by competition in the goods and labor markets to
compensate workers based on their market-determined MRP. That is, if an employer com-
pensated its employees at a rate in excess of their MRP, that company would be forced
to raise product prices and thereby lose business and profits to competitors in the goods
market. At the same time, if the employer did not compensate its employees at a rate
that at least matched the market-determined MRP, the company would lose productive
employees to competitors in the labor market and thereby also lose business and profits.
Consequently, economic theory predicts that workers are compensated for their MRP as
long as markets are reasonably competitive. However, compensation comes in the form
of both wages and fringe benefits such as life insurance, health insurance, and paid vaca-
tions. If you think in terms of total compensation, it follows that more expensive health
insurance coverage leads to lower wages or reductions in other fringe benefits for a given
level of the MRP. Thus, this trade-off can also be interpreted as meaning that employees
actually pay for their health insurance coverage through a reduction in other types of
compensation.

Of course, markets are not as frictionless as economic theory sometimes seems to suggest.
For example, because of mobility costs, some workers find themselves with more or less
health insurance coverage than they truly desire. Also market imperfections, such as wage
discrimination, sometimes occur in the real world such that specific workers receive compen-
sation that falls below the competitive rate. However, market forces tend to support long-run
outcomes consistent with workers being paid their MRPs as frictions such as mobility costs
become less inhibiting and competition for the best workers intensifies.

Representative of several studies, Miller (2004) empirically examines the wage and
health insurance trade-off using data for a sample of male workers between ages 25 and
55 during the period of 1988-1990. As one might imagine, a wage-health insurance trade-
off is difficult to discern statistically because more productive workers tend to receive
both higher wages and increased health insurance coverage (as well as greater amounts of
other benefits). Thus, it is important that both observable (such as education and experi-
ence) and unobservable (such as motivation, dependability, and intelligence) indicators of
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productivity are held constant in the empirical analysis to isolate the hypothesized inverse
relation between wages and the presence of employer-sponsored health insurance. Control-
ling for observable and unobservable measures of productivity and other factors, Miller
finds empirically that health insurance coverage results in 10 to 11 percent less wages.
However, Miller warns that his estimate of the trade-off between wages and health insur-
ance may also reflect the presence of other types of fringe benefits such as paid vacations
and sick leave, which he was unable to control for because of data limitations. But when
health insurance is valued at 11 percent of average wages, the resulting figure of $2,000
compares very closely to the average annual cost of employer-sponsored insurance plans at
that time. Thus, Miller’s study lends empirical support for the wage and health insurance
trade-off and the idea that employees pay for their own health insurance benefits in terms
of forgone wages.

The notion that employers do not pay for the health insurance benefits of their employees
and therefore only sponsor the insurance is important for the discussion that follows. Both
models of the demand for health insurance presented assume workers pay for and choose
their own coverage. The first model, the so-called conventional theory or standard gamble
model, assumes people purchase health insurance to avoid or transfer risk. In this case, in-
surance serves as a pooling arrangement to replace the high risk or variability of individual
losses with the reduced risk or variability associated with aggregated losses. The second
model, the Nyman model, views people as desiring financial access to medical care that
health insurance offers. In this case, a pooling arrangement allows individuals, in the event
they become ill, to receive a transfer of income from those who remain healthy. The transfer
helps solve an affordability constraint that people face when their net worth falls below the
cost of medical treatments. Both of these models offer important insights into the reasons
why people demand health insurance and valuable lessons regarding the proper role of pub-
lic policy with respect to health insurance markets.

The Conventional Theory of the Demand
for Private Health Insurance

Because of imperfect information, many of the choices individuals make as health care
consumers or providers involve a substantial amount of uncertainty. For example, for
an individual consumer, many medical illnesses occur randomly, and therefore the
timing and amount of medical expenditures are uncertain. Likewise, from the health care
provider’s perspective, patient load and types of treatment are unknown before they
actually occur. Because these events are unpredictable, they involve a substantial degree
of risk. Because most people generally dislike risk, they are willing to pay some amount
of money to avoid it.

Consumers actually purchase a pooling arrangement when they buy a policy from
an insurance company. Pooling arrangements help mitigate some of the risk associated
with potential losses. We will illustrate this point through an example. Suppose, two
individuals, named Joe and Leo, face the same distribution of losses. We can think of a
loss distribution as showing the probability of a number of different occurring outcomes,
with the sum of the probabilities equaling 1 or 100 percent. More specifically, assume
that both Joe and Leo each face a 20 percent probability of losing $20 and an 80 percent
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probability of losing nothing.! Also assume that the losses of Joe and Leo are perfectly
uncorrelated, or independent of one another. That is, Leo does not incur a loss just because
Joe incurs a loss, and vice versa.

Standard statistics theory suggests that the expected value, p, of a distribution of
outcomes such as losses can be computed as the sum of the weighted values of the out-
comes, L;, with the probabilities, , serving as the weights. The expected value serves as
a summary measure of the distribution of outcomes. For our example, the expected loss
equals:

(6-1) w = mL; + mL, = 0.2 X $20 + 0.8 X $0 = $4.
Equation 6-1 can be interpreted as meaning Joe and Leo can each expect to lose $4 on
average.

But people are also concerned about the variability of the expected loss. It stands to
reason that a distribution of likely outcomes involves greater risk when more variability
exists around the expected value. For example, Joe and Leo are likely to feel financially more
secure knowing they can expect to lose somewhere between $3 and $5 than between
$1 and $7. Statistics theory suggests we can measure the variability or variance of a distribu-
tion of outcomes such as losses using the following formula:

(6-2) Variance = > (L; — p)? = 0.2($20 — $4)* + 0.8($0 — $4)*
= 51.20 + 12.80 = 64

Along with the expected value, the variance also serves as a summary measure of a distri-
bution. Notice that the variance increases when the actual outcomes, L;, are further away
from the expected outcome, . It can also be shown that the variance increases when the
probability of extreme outcomes increases. That is, the variance increases when extreme
outcomes are more likely to occur than the intermediate outcomes along a distribution.
Typically, the variability of a distribution of outcomes is represented by its standard devia-
tion rather than its variance. The standard deviation, which is found mathematically by
taking the square root of the variance, equals $8 in this case.

Both the expected loss of $4 and its standard deviation of $8, in this example, can be
thought of as measures of risk. Generally speaking, more risk is associated with a higher
expected loss and when the distribution of the expected loss, or standard deviation, exhibits
wider variability. If both Joe and Leo are risk averse to some degree we can show that they
might be better off by pooling their losses. Risk aversion occurs when people receive disutility
from taking on additional risk and are willing to pay to avoid it or must be paid to accept it.

Let’s now explore how Joe and Leo might mutually gain from entering into a pooling-
of-losses arrangement. The idea is that both Joe and Leo will share in covering the losses
of the other if a loss occurs. If Joe and Leo enter into a pooling arrangement, four possible
outcomes are likely. One likely outcome is that both Joe and Leo lose no money at all. The
joint probability of both Joe and Leo facing zero losses is found by multiplying the individ-
ual probabilities of zero losses occurring, or 0.8 X 0.8 = 0.64. Notice that the probability
of an extreme outcome is lowered by the pooling arrangement from 0.80 on an individual

1. Most individual loss distributions are characterized by a low probability of losing a large sum of money and a high probability
of losing very little. The dollar losses are kept to a minimum to ease the calculations that follow. The ensuing discussion may be
more meaningful if you think in terms of thousands or millions of dollars.
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TABLE 6-1
The Expected Loss from Entering into a Pooling Arrangement

(1) X (2)
(1) (2) Probable (2) - 2
Combined Combined Loss from  One Person'’s

Outcome Probability Loss That Outcome Share of Loss
Both Joe and Leo face zero losses 0.8 X 0.8 = 0.64 $0 $0 $0
Joe loses $20 but Leo doesnot 0.2 X 0.8 =0.16 $20 $3.20 $10
Leo loses $20 but Joe doesnot 0.2 X 0.8=0.16 $20 $3.20 $10
Both Joe and Leo lose $20 0.2 x0.2=0.04 $40 $1.60 $20

Expected $8.00

total loss
Joe's and Leo’s $4.00

share of the
expected loss

basis to 0.64 on a group basis.? This result already provides a favorable sign that Joe and
Leo may be better off by entering into a pooling arrangement.

The second likely outcome is that Joe loses $20 but Leo suffers no losses, and the third
likely outcome is that Leo loses $20 but Joe does not. Each of these separate outcomes must
be weighted by their respective probabilities of occurring, 0.2 and 0.8, respectively. The fi-
nal likely outcome is that both Joe and Leo simultaneously suffer a loss of $20. The joint
probability of this outcome occurring is found by multiplying the individual probabilities of
occurrence, 0.2 X 0.2, which amounts to 0.04. Notice once again that the probability of an
extreme outcome occurring is reduced by the pooling arrangement. Table 6-1 summarizes
the four likely outcomes and their probable values. Notice that the probabilities of the four
outcomes sum to 1 or 100 percent, as they should.

The calculations in Table 6-1 suggest that the pooling arrangement does not make either
Joe or Leo better off in terms of the expected loss. Each person faces an expected loss of $4
with or without the pooling arrangement. But when people face the same distribution of
outcomes, a pooling arrangement is not about reducing the expected loss; the pooling ar-
rangement is all about reducing the standard deviation or variability of the loss. If we apply
the formula for the variance in Equation 6-2, we can obtain the variability of the share of
the losses faced by either Joe or Leo as

(6-3)  Variance = 0.64(0 — 4)% + 0.16(10 — 4)* + 0.16(10 — 4)? + 0.04(20 — 4)>
=32

It follows that the standard deviation associated with the expected loss equals the square
root of the variance, or $5.66.

2. This is similar to the joint probability of flipping a coin and obtaining two consecutive heads. The probability of a head toss
equals 0.50, so the probability of two consecutive head tosses equals 0.25.
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Notice that the standard deviation of the loss distribution declines from $8 without the
pooling arrangement to $5.66 with the pooling arrangement. Both Joe and Leo clearly gain
from the reduced variability associated with their expected losses of $4. What may be unclear
at this point, however, is the intuition behind the reduction in the variability of the losses that
each individual faces because of the pooling arrangement. Entering into a pooling arrange-
ment essentially replaces each person’s individual loss distribution with the average loss
distribution of the group. The average loss distribution of the group involves a lower prob-
ability of extreme outcomes occurring because it is much less likely that both Joe and Leo
will simultaneously lose nothing or lose $20. In other words, what happens to one individual
will typically be offset by its not simultaneously happening to the other individual.

In addition, the variability of the expected loss decreases as more individuals with similar
individual loss distributions join a pooling arrangement. Assuming losses are not perfectly
correlated, more individuals joining the pooling arrangement help reduce the probabil-
ity of the extreme outcomes occurring and thereby make the expected loss less variable
and more predictable. It also can be shown that the group loss distribution becomes more
symmetrical and bell-shaped, unlike an individual loss distribution, which is heavily
skewed toward the left.3 A loss distribution heavily skewed toward the left means small
dollar losses occur more frequently than large dollar losses.

The preceding discussion suggests that consumers typically gain from entering into pool-
ing arrangements because the pooling helps reduce the variability of the expected losses.
Certainly, consumers benefit when they enter into a medical expense pool. The individual
loss function associated with medical expenses is heavily skewed toward the left, indicat-
ing that only a very few people will actually incur large medical expenses in the absence
of insurance. Indeed for the United States as a whole, a mere 5 percent of all patients
accounted for more than half of all health care spending in 1996 (Berk and Monheit, 2001).
From an individual consumer’s perspective, a pooling arrangement can reduce the variabil-
ity associated with medical expenses to some degree.

We have not yet established why insurance companies become involved in pooling
arrangements. Certainly, people enter into simple forms of pooling arrangements on their
own. For example, large families often provide informal sharing of losses, and businesses
with a large number of employees sometimes self-insure. However, in cases involving people
with no informal or formal relationships, personal pooling arrangements involve an unnec-
essarily large number of contracts written.? In contrast, when the pooling arrangement is
developed by an insurance company, only one contract is written between each policyholder
and the insurer. Also, if those in the personal pooling arrangement decide to increase the size
of the group they must engage in marketing and underwriting (that is, determining whom
and on what terms to cover) activities, among others. Most people lack expertise in these
areas, but insurance companies can hire the necessary personnel and monitor their activi-
ties. Hence, insurance companies often serve as intermediaries and develop and sell pooling
arrangements to individuals.

Thus, consumers pay an insurer a certain amount of income (that is, a premium), and
the insurer covers some or all of the medical costs in the event an illness actually occurs.
During any given period the actual benefits paid out by an insurer to any single consumer

3. See Harrington and Niehaus (2004) for an excellent treatment of basic insurance principles.
4. The number of contracts would equal [n(n — 1)]/2, where n equals the number of individuals in the pool.
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may be higher or lower than the premiums received from that consumer. By operating on a
large scale, an insurer pools or spreads the risk among many subscribers so that, on aver-
age, the total premiums received at least compensate for the total cost of paying for medical
services, particularly in the long run. In addition, given some amount of competition in the
health insurance market, the difference between total premiums and total benefits paid out
to all subscribers (or the loading fee) should approximate a “normal” amount.

Consumers differ in terms of the amounts and types of health insurance coverage they
buy, and these differences are reflected in such items as the deductible amount, the coin-
surance rate, and the number of events covered. (We will examine the health insurance
product more closely later on in the chapter.) In general, a high deductible and a high coin-
surance rate reflect less extensive or less complete health insurance coverage. For example,
some consumers purchase health insurance plans that offer first-dollar coverage for all
types of medical services, including routine care. Others purchase health insurance plans
with large deductibles and copayments that cover only catastrophic illnesses. Differences
in health care coverage can be explained by a host of factors, including the price of obtain-
ing health insurance, the individual’s degree of risk aversion, the perceived magnitude of
the loss relative to income, and information concerning the likelihood that an illness will
actually occur. The following section offers a model to address how each of these factors
individually affects the demand for health insurance.

Deriving the Demand for Private Health Insurance

We can better understand how these factors influence the quantity demanded of health
insurance by focusing on Figure 6-1, where the actual utility, U, associated with different
levels of income, Y, is shown for a representative consumer (ignore the chord AB for now).
The slope of this utility function at any point is AU/AY and represents the marginal utility
of income. The declining slope, or marginal utility of income, is based on the premise that
the individual is risk averse. This means the risk-averse person is opposed to a fair gamble
where there is a 50-50 chance of losing or gaining one dollar because a dollar loss is valued
more highly than a dollar gain. That is, for any given level of income, the pain of losing an
incremental dollar exceeds the pleasure associated with gaining an additional dollar.

Suppose a person has an income of Y, equaling $40,000. As indicated in the figure, this
income level yields actual utility of U,, which amounts to 90 utils.” Further, suppose the person
faces a choice concerning whether to purchase health insurance. The decision is based partly
on a belief that if an illness occurs, the medical services will cost $20,000. Consequently, if
the illness occurs and the consumer pays the entire medical bill, income declines to $20,000
and the level of actual utility falls to U;, or 70 utils.

The two outcomes that can occur if the consumer does not purchase health insurance
are represented by points A and B. At point A, no illness occurs and income remains at
$40,000 such that actual utility equals U,. At point B, an illness occurs and (net) income
falls to $20,000 such that actual utility equals U;. Because the resulting outcome is unknown
before it actually occurs, the individual forms expectations concerning the probability of each
outcome occurring. With these subjective probabilities, the expected (rather than actual)
levels of utility and income can be determined. Specifically, the individual’s expected level of

5. For expository purposes, we assume utility can be measured directly in units called utils.
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FIGURE 6-1
Expected Utility Model
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The curve shows the actual utility associated with different levels of income (not drawn to scale). The concavity of the
curve illustrates risk aversion. Suppose a person has $40,000 of income and a medical illness costs $20,000. Assuming no
health insurance, chord AB represents the expected utility associated with different probability values () between 0 and
1 of an illness occurring. Points A and B represent two extreme outcomes for which the illness is not expected to occur
(m = 0) and the illness is perfectly certain (m = 1). Point C reflects an example of an intermediate position where there
is a 20 percent chance (m = 0.20) of an illness occurring such that expected income after the loss equals $36,000 and
expected utility equals 86. Notice that a risk-averse person is indifferent in terms of utility levels between losing a known
amount of $5,000 at point D and an expected amount of $4,000 at point C. Thus, the expected utility model suggests
that a risk-averse person can be made better off by paying an insurer some amount above the expected loss to be re-
lieved of the associated risk.

utility, E(U), can be determined by weighing the actual utility levels associated with the two
possible outcomes by their subjective probabilities of occurrence, 7, and m;:

(6-4) E(U) = m, X U,(Y, = $40,000) + m, X U,(Y, = $20,000),
or
(6-5) E(U) = m, X 90 + m;, X 70,

where 1, and w; sum to 1. Based on Equation 6-5, the chord AB in Figure 6-1 shows the
level of expected utility for various probabilities that the illness will occur. As the probability
of getting ill increases, expected utility declines, and this outcome is associated with a point
closer to B on the chord. The precise probability value the individual attaches to the illness
occurring is based on his best personal estimate. It is likely to depend on such factors as the
individual’s stock of health, age, and lifestyle.



CHAPTER 6 The Demand for Medical Insurance: Traditional and Managed Care coverage

Suppose the consumer attaches a subjective probability of 20 percent to an illness actu-
ally occurring. Following Equation 6-5, the expected utility is

(6-6) E(U) = 0.8 X 90 + 0.2 X 70 = 86
and the expected level of income, E(Y), is
(6-7)  E(Y) =, X Yo + m X Y, = 0.8 X 40,000 + 0.2 X 20,000 = 36,000.

Equation 6-7 represents the weighted sum of the two income levels with the probability
values as the weights. Thus, expected income equals $36,000 and the expected level of
utility is 86 utils if insurance is not purchased (and full risk is assumed) given a perceived
probability of illness equal to 0.2 and a magnitude of the loss equal to $20,000. The levels
of expected income and expected utility are also shown in Figure 6-1.

Notice in the figure (not drawn to scale) that the person is just as well off in terms of
actual utility by paying a third party a “certain” amount of $5,000 to insure against the
expected loss of $4,000. The certain loss of $5,000 reduces net income to $35,000 and pro-
vides the consumer with an actual utility level of 86 utils, which equals the expected utility
level without insurance. To the consumer, the $1,000 discrepancy, or distance CD, repre-
sents the maximum amount she is willing to pay for health insurance above the expected
loss. It reflects the notion that a risk-averse consumer always prefers a known amount of
income rather than an expected amount of equal value. This preference reflects the value
the consumer places on financial security. It is for this reason that the typical person faces
an incentive to purchase health insurance.

It is easy to see from this analysis why an insurance company is willing to insure against
the risk. Assuming this person is the average subscriber in the insured group and the prob-
ability of an illness occurring is correct from an objective statistical perspective, the insurance
company could potentially receive premium revenues of $5,000 to pay the expected medical
benefits of $4,000 with enough left over to cover administrative expenses, taxes, and profits.
The expected medical benefits can also be referred to as the actuarial fair value or “pure pre-
mium.” To the insurer, the difference between the total premium and medical benefits paid
out, or pure premium, is referred to as the loading fee. In the economics of insurance litera-
ture, the loading fee is also typically referred to as the price of insurance.

Factors Affecting the Quantity Demanded of Health Insurance

The model in Figure 6-1 can be used to explain how the price of insurance affects the quantity
demanded of health insurance. Under normal circumstances, the consumer purchases health
insurance if the actual utility with health insurance exceeds the expected utility without it.® In
Figure 6-1, that happens whenever the loading fee leads to an income level associated with
a point between D and C on the actual utility curve for the given set of circumstances (that
is, probability values, degree of risk aversion, and magnitude of loss). In terms of the present
example, the consumer demands health insurance if the loading fee is less than $1,000 be-
cause actual utility exceeds expected utility at that dollar amount. If expected utility exceeds
actual utility, the consumer does not purchase health insurance coverage because the price

6. The theoretically correct comparison is between the expected utility with health insurance and the expected utility without
health insurance. Because the amount of the premium payment is perfectly certain with a probability of occurrence equal to 1,
however, the expected and actual utility with health insurance are equal. We use actual utility here to avoid confusion.
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is too high (a loading fee producing actual utility between points D and B). This happens if
the loading fee exceeds $1,000 in our example. Finally, if actual and expected utility are equal
due to the loading fee, the individual is indifferent between buying and not buying health
insurance (point D or a loading fee of $1,000). Both options make the consumer equally well
off. Therefore, it follows that the loading fee, or the price of health insurance, helps establish
the completeness of insurance coverage and the number of people who insure against medi-
cal illnesses. Specifically, as the price of insurance declines, actual utility increases relative to
expected utility and the quantity demanded of health insurance increases—ceteris paribus.

At this point, it is useful to note that employment-related health insurance premiums,
unlike cash income, are presently exempt from federal and state income taxes even though
they are a form of in-kind income. For example, if an employer pays cash wages of $800
and provides health insurance benefits equal to $200 per month to an employee, only
the $800 is subject to taxes even though total compensation equals $1,000. Assuming a
20 percent marginal tax rate, the individual pays $160 in taxes on $800 of cash income
rather than $200 on $1,000 of total compensation.

Thus, relative to cash income (or all other goods purchased out of cash income), health
insurance is effectively subsidized by the government because of its tax-exempt status.
We can view this tax subsidy on health insurance benefits in another way. Each time the
employer raises the employee’s wage by $1, the employee receives only 100 — ¢ percent of
that $1 as after-tax income, where t percent is the marginal tax rate. However, if employer
health insurance contributions increase by $1, the employee receives the entire dollar as
benefits. In effect, the government picks up t percent of the price of the health insurance
in forgone taxes and the employee pays the remaining (100 — t) percent in forgone wage
income (since both wages and in-kind benefits are substitute forms of compensation).
Given t = 20, the government implicitly pays 20 cents and the employee pays 80 cents of the
marginal dollar spent on health insurance. If we allow for the possibility that not all health
insurance premiums are tax exempt (such as the health insurance premiums of some indi-
viduals who purchase individual policies), the user price of health insurance can be written
as (1 — et/100)P, where e is the fraction of health insurance premiums exempted from taxes
and P is the price of health insurance (the loading fee). The user price of health insurance
obviously decreases with a higher marginal income tax rate and tax-exempt fraction.

Figure 6-2 provides a graphical illustration of the impact of the tax exemption of insur-
ance premiums on the quantity demanded of health insurance. In the figure, the vertical
axis captures the loading fee or price, P, and the horizontal axis indicates the amount of
insurance coverage demanded, g. A rightward movement along the horizontal axis indi-
cates policies with lower deductibles and copayments or more risky events covered by the
plan, and consequently, a higher premium payment. An individual’s demand for insurance
coverage is drawn as a downward-sloping curve to reflect the law of diminishing marginal
utility. In addition, a downward-sloping demand for insurance might signify that people
typically face relatively few high-risk situations but many more low-risk events. As price
declines, people are therefore more willing to have more of these less-risky events covered
by insurance.

Let’s simplify the discussion by taking the employer out of the picture. Suppose the
demand in Figure 6-2 represents a self-employed worker’s demand for health insurance.
Before 1996, self-employed workers were allowed to exempt only 25 percent of their pre-
miums from taxable earnings. However, for discussion purposes, let’s suppose that initially
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FIGURE 6-2
The Effect of the Tax Exemption on Insurance Coverage
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Given the 20 percent tax rate, the tax exemption on health insurance premiums lowers the opportunity cost of purchas-
ing health insurance from $400 to $320 and thereby leads to more insurance coverage purchased as long as demand is
not perfectly inelastic with respect to price.

the self-employed worker is not allowed a tax exemption on any type of spending and that
her income is taxed at 20 percent. Let’s also assume that the self-employed worker earns
$60,000 of annual income and the loading fee for an insurance policy is set in the market-
place at $400. The government therefore collects $12,000 in taxes ($60,000 times 0.2) from
this self-employed worker.

Thus, price P, in Figure 6-2 equals $400. The individual matches up market price with
marginal benefit, as indicated by demand, and purchases g, amount of insurance in the
process of maximizing utility. We assume that g, equals $4,000 worth of insurance cov-
erage. Notice in this case that an additional dollar spent on health insurance comes at
the same cost of an additional dollar spent on any other type of good or service because
taxes are applied equally to all types of spending out of income. That is, an additional
dollar of pretax income purchases only 80 cents of insurance and any other good or ser-
vice the individual might buy because of the 20 percent tax rate on wage income. Alter-
natively stated, the opportunity cost of $1 of additional insurance coverage is $1 spent on
all other goods and services.

Now suppose the government exempts all insurance premiums of the self-employed from
income taxation, which reflects what actually occurred in 2003. Now, because of the dif-
ferential tax treatment, an additional dollar out of pretax income purchases $1 of insurance
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but only 80 cents of all other goods and services. Thus, the opportunity cost of an additional
dollar spent on insurance declines from $1 to 80 cents. In terms of our example, this means
that the opportunity cost of purchasing health insurance is no longer $400 but now equals
$320 or (1 — B)P,.

Figure 6-2 shows the impact of the lower after-tax price of health insurance on the
quantity demanded of health insurance. As long as demand is not perfectly inelastic, the
self-employed worker responds to the lower after-tax price by purchasing more health
insurance, which for discussion purposes is set at $4,200. The government now collects
$11,160 of taxes from the self-employed worker.

Thus, economic theory suggests people purchase more health insurance because of the
preferential tax treatment of health insurance premiums. The tax exemption effectively
serves as a subsidy for the purchase of health insurance coverage. As we saw in our exam-
ple, the government effectively pays 20 percent of the loading fee and thereby reduces the
individual’s out-of-pocket price when purchasing health insurance. Also, note that the gov-
ernment gives up tax revenues because of the preferential tax treatment of health insurance
premiums. These lost tax revenues could have been used to finance various public goods
and services. In this example, the government lost $840 of tax revenues. In the aggregate,
estimates suggest the government lost roughly $150 billion of tax revenues in 2004 because
of the tax exemption (Sheils and Haught, 2004).

The expected utility model in Figure 6-1 can also help explain other factors affecting
the demand for health insurance. First, the subjective probability of an illness occurring
affects the amount of health insurance demanded. In terms of the figure, as the probability
of an illness increases from 0 to 1, the relevant point on chord AB moves from A toward B.
Given the shapes of the two curves, the horizontal distance between the actual utility curve
and the expected utility line, which measures the willingness to pay for health insurance
beyond the expected level of medical benefits, at first gets larger, reaches a maximum, and
then approaches 0 with a movement from A to B. Therefore, all else held constant, includ-
ing the loading fee, the quantity demanded of health insurance first increases, reaches a
maximum amount, and then decreases with respect to a higher probability of an illness
occurring. The implication is that individuals insure less against medical events that are
either highly unlikely (closer to A) or most probable (closer to B). In the latter case, it is
cheaper for the individual to self-insure (that is, save money for a “rainy day”) and avoid
paying the loading fee. For example, assume the probability of illness is 1. In this case, the
expected and actual levels of utility are equal at point B in Figure 6-1. In this situation, it is
cheaper for the individual to self-insure than to pay a loading fee above the medical bene-
fits actually paid out. Alternatively stated, there is no need for insurance since the outcome
is certain. The uncertainty of an illness occurring is one reason more people insure against
random medical events than against routine medical events, such as periodic physical and
dental exams, which are expected.

Another factor affecting the amount of insurance coverage is the magnitude of the
loss relative to income. Assuming the same probabilities as before, the expected utility
line (chord AB) in Figure 6-1 rotates down and pivots off point A if the magnitude of the
loss increases. In this case, the new expected utility line meets the actual utility curve
somewhere below point B. For the same probability values as before, the horizontal dis-
tance between the expected and actual utility curves increases. Thus, the willingness to
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purchase health insurance increases with greater magnitude of a loss. This implies that
a greater number of people insure against illnesses associated with a large loss, at least
relative to income. Insurance coverage is also more complete. The potential for a greater
loss is one reason more people have hospital insurance than dental or eye care insurance
coverage.

The final factor affecting the amount of health insurance demanded is the degree of risk
aversion. Obviously, people who are more risk averse have more insurance coverage than
otherwise identical people who are less risk averse. Greater risk aversion makes the utility
curve more concave. In fact, if the person is risk neutral, the marginal pain of a dollar loss
equals the marginal pleasure of a dollar gain and the slope of the utility curve is constant
(a straight line through the origin). In this case, a person would be indifferent with respect
to purchasing or not purchasing insurance because the expected and actual utilities are
equal at different levels of income. For a risk lover, the pleasure of an additional dollar
gained exceeds the pain of an incremental dollar loss and the slope of the utility curve
increases in value. In the case of a risk lover, no insurance is purchased because expected
utility is greater than actual utility at any level of income.

In sum, according to conventional theory, we can specify the quantity demanded of
health insurance, Q, as a function of the following factors:

(6-8) Q = f[(1 — et/100) X P, Degree of risk aversion, Probability
of an illness occurring, Magnitude of loss, Income].

Note that a change in the first explanatory factor results in a movement along a given demand
curve, whereas an adjustment in any of the other four factors results in a shifting of the curve.
With suitable data, Equation 6-8 can be estimated to determine the user price and income
elasticities of the demand for health insurance. In practice, however, it is very difficult to
measure the user price and quantity demanded of health insurance. Therefore, various prox-
ies are used depending on data availability. For example, the price of health insurance, P, is
sometimes proxied by the size of the insured group. The expectation is that the loading fee,
or the price of health insurance, falls with a larger group size due to administrative and risk-
spreading economies. Some studies assume that the price of health insurance is the same for
all individuals and allow only marginal tax rates, ¢, and the tax-exempt fraction, e, to vary.
Proxy measures for the quantity of health insurance must also be employed. The quan-
tity of health insurance is usually measured by either total insurance premiums, some
measure of insurance coverage completeness, or a coverage option (for example, less
versus more restrictive health insurance plans). Table 6-2 displays some of the estimated
price and income elasticities of the demand for health insurance reported in various
studies. The studies reveal that individuals possess a price-inelastic demand for health
insurance. Furthermore, while health insurance is considered a normal good (that is, it
has an income elasticity greater than zero), the studies found a relatively small income
effect. Even the demand for long-term care insurance is found to be inelastic, with price
and income elasticities of about —0.39 and 0.18, respectively (Kumar et al., 1995).
However, these studies generally assume the individual is able to make marginal changes
in the insurance policy. But employer-sponsored group insurance policies are largely beyond
the control of the single individual employee. Typically, the employer or union representa-
tives make decisions concerning the insurance package by considering the welfare of the
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TABLE 6-2

Price and Income Elasticities of the Demand for Health Insurance

Study Price Elasticity Income Elasticity
Taylor and Wilensky (1983) —0.21 0.02
Farley and Wilensky (1984) —0.41 0.04
Holmer (1984) —0.16 0.01

Short and Taylor (1989) —0.32 0.13
Manning and Marquis (1989) —0.54 0.07
Marquis and Long (1995) —0.03 0.15

Liu and Christianson (1998) —0.33 0.12

overall group rather than that of any one individual employee.” See Goldstein and Pauly
(1976) or Pauly (1986) for further discussion on this point. When employees can select
from multiple similar plans offered by the employer and must pay more out-of-pocket for
more expensive plans, demand is found to be much more responsive to price. For example,
Dowd and Feldman (1994/95) found that the demand for a health plan is highly elastic with
respect to price at about —7.9 when multiple similar plans are offered. Strombom et al. (2002)
estimate elasticities ranging from —2.0 to —8.4 depending on the cost of switching plans as
measured by age, job tenure, and medical risk category.

Nyman’s Access Theory of the Demand
for Private Health Insurance

As we discussed previously, standard insurance theory suggests that risk-averse individuals
purchase health insurance as a way of transferring or avoiding some of the risk associated
with the variability of medical care expenses. They avoid or transfer some of the risk by enter-
ing into a pooling arrangement to replace their individual loss distributions with the average
loss distribution of the group. Compared to the individual loss distributions, the average loss
distribution involves less variability around the expected loss and thereby results in less risk
faced by an individual when engaged in a pooling arrangement.

John Nyman (2003) recently advanced an alternative reason why people desire medical
insurance. Nyman begins by pointing out that many medical interventions, such as a liver
transplant or coronary artery bypass surgery, cost more than most people hold in terms of
their net worth (value of assets less the value of liabilities). For example, a liver transplant
can cost around $300,000, yet most households hold as little as $50,000 in net worth. In
addition, banks are reluctant to loan out money for a potentially lifesaving medical inter-
vention when they are unsure whether the ill person will be able to repay the loan. Thus,

7. Nevertheless, most studies find that the demand for individual health insurance is also inelastic with respect to price. For
example, see Marquis et al. (2004).



CHAPTER 6 The Demand for Medical Insurance: Traditional and Managed Care coverage

in the absence of medical insurance coverage, many people might be denied access to life-
saving medical interventions because they lack the financial means to pay for them.

Because many people lack the wherewithal to purchase the medical care required by a
major medical intervention, Nyman argues that people value medical insurance because
they desire an income transfer from those who remain healthy in the event they become
seriously ill. Notice that, unlike in the standard model, income rather than risk is being
transferred in the Nyman model. As an illustration, suppose actuarial data indicate that
1 out of 75,000 people will require a liver transplant in a given year. Also suppose 75,000
people join an insurance pool and the liver transplant costs $300,000. Thus, for an actuarial
fair premium of $4 ($300,000/75,000), a person with a relatively low net worth has access
to a potentially lifesaving medical intervention because she will receive an income transfer
of $299,996 from the other 74,999 individuals in the pool if she requires a liver transplant.
Insurance offers a solution to an affordability problem brought about by the need for a ma-
jor medical intervention. According to Nyman, medical insurance creates value by provid-
ing financial access to medical care that people could not otherwise afford.

Conventional Insurance Theory According to Nyman

Most economists agree that a model should be judged by the plausibility of its assumptions
and its ability to accurately predict behavior in the real world. For example, students typically
learn in principles of macroeconomics that John Maynard Keynes (1936) refuted classical
theory by showing that several of its key assumptions, such as perfect wage and price flexibil-
ity, do not always hold in practice. Keynes also pointed out that classical theory predicts full
employment, yet 25 percent of the workforce was unemployed at one point during the Great
Depression of the 1930s. Hence classical theory was not a useful model at that period of time,
according to Keynes, because of its weak assumptions and failure to predict correctly.

In a similar vein, Nyman points to several inconsistencies associated with the assump-
tions and predictions of the conventional insurance model as a way of judging its useful-
ness as a theory of the demand for health insurance. Most of these inconsistencies are
fairly technical in nature so we only highlight a few of the more crucial ones, especially
those whose scrutiny offers direct insights into the Nyman model.

Moral Hazard Is Always Welfare Decreasing. Conventional theory treats medical insur-
ance coverage as reducing the representative consumer’s out-of-pocket price of medical
care. The lower out-of-pocket price, in turn, creates a movement down along the demand
curve and leads to additional units of medical care demanded for which their marginal
costs exceed marginal benefits. In Chapter 5, we referred to this situation as the moral haz-
ard problem. Figure 6-3 helps to describe the economic reasoning behind the conventional
treatment of moral hazard.

In the figure, the horizontal axis represents the quantity of medical services demanded
by a representative consumer. The typical consumer’s demand for medical care, d, is shown
as being downward sloping; MC, reflecting the marginal cost of delivery of medical care, is
assumed to be constant with respect to the amount of medical care produced and determined
in the marketplace. Consumer equilibrium, for the uninsured individual, occurs where MC
and demand intersect at a price of P, and quantity of g,. The amount of medical care con-
sumed is considered efficient because for every unit between the origin and q,, willingness to
pay or marginal benefit, as revealed by demand, never falls below MC.
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FIGURE 6-3
The Conventional View of Moral Hazard
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Complete coverage causes the consumer’s out-of-pocket price to fall from P, to 0. As a result, quantity increases from
g, to qo. The additional units are treated as creating a welfare loss because MC exceeds willingness to pay.

Now suppose that the representative consumer purchases full insurance coverage. Ac-
cording to conventional theory, complete insurance coverage can be treated as simply low-
ering the fully insured consumer’s out-of-pocket price down along the demand curve from
P, to 0. At the new fully insured consumer equilibrium, g, amount of medical care is
now consumed and a welfare loss occurs because each additional unit of medical care
between g, and g, generates more costs than benefits at the margin. These additional units
may reflect spending on discretionary items such as prescription sunglasses and cosmetic
surgery—things people purchase with insurance coverage they would not have otherwise
purchased if they had to pay the full price. These additional units of medical care may also
reflect extra visits to doctors or longer stays in hospitals than medically necessary. Thus,
conventional theory treats the transition from uninsured to insured status as resulting in
the consumption of frivolous or unnecessary medical care.

Nyman believes that this prediction of the conventional model offers an inconsistency
because several empirical studies have found the transition from uninsured to insured
status results in vast improvements in people’s health, especially among vulnerable popula-
tions such as infants and the elderly. Nyman also refers to empirical studies indicating the
uninsured often fail to receive standard care and delay or defer seeking medical care. Given
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FIGURE 6-4
Nyman's View of Moral Hazard
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Complete insurance leads to both an income transfer and a substitution effect. The income transfer shifts the demand
from Dy to D, and quantity demanded increases from g, to qy as a result. The insurance, because it is designed as
a price-payoff contract, also results in a substitution effect from gy to g,. The range between g, and gy represents
efficient moral hazard, whereas the range between gy and g, represents inefficient moral hazard.

that health improves when people transition from uninsured to insured status, Nyman argues
that the additional medical care consumed cannot be as frivolous or clinically unnecessary as
conventional theory tends to suggest it is.

Nyman claims that conventional theory makes this false prediction because it treats the
medical insurance payoff as resulting solely in a lower out-of-pocket price and not produc-
ing a corresponding income transfer. If the insurance payoff is treated as an income transfer
at time of sickness, as Nyman proposes, then the demand for medical care effectively shifts
to the right and results in much less inefficiency. Figure 6-4 shows what happens when the
insurance payoff is treated as an income payoff.®

Assuming the consumer purchases full insurance coverage, the demand for medical care
shifts from Dy, the uninsured demand, to D, the insured demand. The greater demand

8. In Figure 6—4, q, exceeds g, because the premium payment reduces the amount of income available to purchase additional
medical care. Our purpose here is to compare the Nyman model to the conventional model for a situation in which the consumer
possesses complete insurance coverage. It should be pointed out, however, that a different demand curve exists for each coin-
surance rate. The demand curve shown in Figure 6—4 is the one for a zero coinsurance rate. If the coinsurance rate is 0.5, for
example, the demand curve shifts half of the distance to the right from D, and point g, moves half of the distance closer to q,
because the premium payment is now proportionately lower. The total amount of medical care demanded, in the case, is deter-
mined at the point on the demand curve where the coinsurance rate equals 0.5P;.
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represents the income transfer that the consumer receives at the time of illness from those
who remain healthy. Obviously, the consumer possesses a greater willingness to pay for
medical care when she is sick and has the income to pay for it. Consequently, an important
distinction between the two models is that conventional theory assumes that willingness to
pay is determined before the payout takes place, whereas Nyman treats willingness to pay
as being determined at the time the payout is made.

If the insurance payoff were accomplished through a lump-sum transfer and price
remained at P;, the new equilibrium quantity of medical care would be represented by
gy. Notice that this equilibrium is characterized by additional units of medical care for
which willingness to pay or marginal benefit exceeds MC. However, the new equilibrium
actually occurs at g,, with a price-payoff contract accounting for the additional units of
medical care between gy and g,. A price-payoff contract pays out by reducing price rather
than offering a lump-sum reimbursement. For example, a medical expense contract may
specify that the insured will be reimbursed for the actual cost of physician services less
any stipulated coinsurance each time she makes an office visit. In our hypothetical case,
as depicted in Figure 6-4, we assume that the price-payoff contract reduces price to zero.
In both cases, the price reduction feature of the price-payoff contract potentially triggers a
substitution effect (as well as the income effect discussed previously).

Recall that a substitution effect occurs when people switch away from higher- to lower-
priced goods. In this specific case, people may switch away from other goods and pur-
chase more medical care than they otherwise would have because of the substitution effect
brought on by the insurance coverage. As a result, the price-payoff contract is associated
with some inefficient moral hazard similar to what we learned from the conventional anal-
ysis of moral hazard. This inefficient moral hazard represents the cost of using a price
reduction to pay off the insurance contract. The benefit of a price-payoff contract is that
health care providers monitor and verify illnesses on behalf of the insurance companies
and thereby prevent consumer fraud. That is, if the insurance company paid their insured
a lump sum amount for an illness, rather than a reduced price when seeking treatment
through health care providers, many people might falsely claim to be ill to receive a
payout.

Thus, another significant distinction between the two models is that both efficient
and inefficient moral hazard may occur in the Nyman model. That is, insurance cover-
age causes people’s behavior to change but some behavioral changes result in efficiencies
whereas others do not. The conventional theory considers only inefficient moral hazard. In
Figure 6-4, the efficient moral hazard is represented by the quantity of medical care
between g, and gy because marginal benefit exceeds MC and the inefficient medical care
falls between gy and q,.

Voluntary Purchasing of Health Insurance Makes People Worse off. Conventional the-
ory assumes that people purchase health insurance to avoid risk. Thus, health insurance
offers the benefits of risk reduction. As we just saw, conventional theory also argues
that health insurance creates corresponding costs by resulting in excessive spending
levels associated with (inefficient) moral hazard. Interestingly, conventional theory sug-
gests that the benefits of risk reduction and moral hazard costs tend to move in opposite
directions with changes in the coinsurance rate. For example, raising the coinsurance
rate increases the consumer’s risk exposure but lowers the moral hazard costs.
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Within this perspective, people make trade-offs between risk exposure and moral hazard
costs when they purchase health insurance just as they make trade-offs when choosing
among cars with different amounts of economy, safety, style, and other characteristics.
For instance, highly risk-averse individuals who are drawn to plans with less exposure to
risk (that is, a lower coinsurance rate) must accept potentially greater moral hazard costs
and pay a greater premium. Consequently, one would think that the characteristics of real-
world insurance contracts reflect what consumers personally find ideal or utility maximiz-
ing given the trade-offs they face. In particular, the coinsurance rate selected by individuals
should reflect their rational choice between risk reduction benefits and moral hazard costs.

Based upon conventional theory, several researchers have calculated estimates of the
optimal coinsurance rate and compared them to the coinsurance rates specified in real-
world insurance policies. Feldstein (1973) shows that the optimal coinsurance rate depends
on values for the price elasticity of demand for medical services and the consumer’s degree
of risk aversion. He finds that raising the coinsurance rate to 66 percent would improve
consumer welfare. More recently, Manning and Marquis (1996) estimate the demand for
health insurance to measure the degree of risk aversion and the demand for health care
services to measure the price elasticity of demand. They use data from the RAND health
insurance study of the 1970s that was discussed in Chapter 5 and find an optimal coinsur-
ance rate of 40 to 50 percent.

Nyman points out that these estimates of the optimal coinsurance rate are much
higher than the ones specified in actual health insurance policies (typically well below 30
percent). This discrepancy leads Nyman to wonder why people would voluntarily purchase
a policy that made them worse off. In other words, why would the typical consumer pay a
higher premium and receive more coverage than she truly finds optimal? As we discussed
in Chapter 3, rational economic behavior predicts that people never purposely and know-
ingly make themselves worse off. As a result, this inconsistency led Nyman to conclude
that something must be wrong with conventional theory if it predicts irrational behavior. It
also provided him with the motivation to develop an alternative theory of the demand for
health insurance—one that is not driven by risk avoidance.

A Simple Exposition of the Nyman Model

Similar to the conventional model, the Nyman model is based on a comparison of the ex-
pected utility from being insured (EU;) with the expected utility from remaining uninsured
(EUy). Insurance is purchased if EU; > EUy,. However, the Nyman model does not depend
on consumers being risk averse. The basic idea behind the Nyman model is that purchasing
insurance reduces one’s income when healthy by the amount of the premium (opportunity
cost) but potentially raises one’s income through a transfer when sick (the benefit). This
means that one factor affecting the purchasing of medical expense insurance is a person’s
preference regarding when she would rather have more income. Would a person prefer a gain
of income when sick or a similar gain of income when well? Most people are willing to give
up some income when well to receive an income transfer when sick. In effect, the payment
of the premium when well reduces utility less than an equal expected income transfer raises
utility when sick. The main reason is that additional income is more valuable to an individ-
ual when she has less of it, and the cost of medical care causes uninsured people, when sick,
to have less income to spend on other goods and services.
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FIGURE 6-5
Nyman's Expected Utility Model

) 4
Utility

7 u
l Expected utility loss when healthy
g

Expected utility
gain when sick

Expected Expected
Transfer Premium
Gain Loss
Yy Yo Yx Y, Y, ~
Income
¥)

The expected premium payment results in an expected dollar loss of Y, — Y,. The insurance payoff results in an expected
dollar gain of Y5 — Y. Since the expected utility gain of U, — Us exceeds the expected utility loss of U; — U, insurance
will be purchased. In this case the expected gain from the income transfer when ill exceeds the expected cost of the insur-
ance policy from remaining healthy.

Figure 6-5 shows a simplified graphical model offered by Nyman.® We suppose that
the consumer initially possesses Y, amount of income. If she remains healthy, she stays at
this level of income and enjoys U, amount of utility. However, if she is without medical

9. This simplified approach assumes that the utility function for income is independent of health status, the quantity of medical
care does not enter the utility function, and insurance is not associated with any substitution or income effects. Basically we want
to compare this approach with the conventional approach under fairly similar circumstances to illustrate their differences.
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insurance, becomes sick, and spends M dollars on medical care, only Y, — M dollars would
be left over to spend on other things, so income falls to Yy ( = Y, — M) and utility falls
to Us.

Now suppose the person purchases insurance, remains healthy, and pays no co-
insurance. In that case she has to pay an actuarially fair insurance premium of wM,
reflecting the probability of an illness occurring, w, and medical costs, M. Income net of
the premium falls to Yy. However, if the individual pays the premium only when healthy,
the expected cost of paying the premium equals the probability of remaining healthy, (1 — =),
times the actuarial fair premium such that the expected loss of income when healthy and
insured corresponds to the horizontal distance between Y, and Y;. Income less the ex-
pected loss of income when healthy and insured is associated with an expected utility of
U,. Hence, the expected utility loss of purchasing health insurance is represented by the
vertical distance U, — Uj.

Now, if the individual purchases insurance and becomes ill, she potentially receives a net
income transfer equal to (1 — w)M from those who remain healthy. When this income trans-
fer is added to the amount of income left over to spend on all other goods when uninsured,
Yy, it results in an income level of Yy and utility level of U,. Yy and U, reflect the level of
income and utility that actually result if she becomes sick and receives the stipulated medi-
cal insurance coverage. Given the probability of becoming sick, she can expect to receive
times the income transfer, or w(1 — )M, which, when added to Yy, corresponds to the level
of expected income represented by point Y and expected utility of U, in Figure 6-5. Thus,
the expected utility gain from purchasing medical insurance is represented by the vertical
distance U, — Us, the difference between the uninsured utility level and the expected utility
level with insurance coverage.

Notice that the expected cost of paying the premium when healthy, as measured by the
horizontal distance Y, — Y;, equals the expected gain when sick, as measured by the hori-
zontal distance Y; — Yy, as it should, given that an actuarial fair premium was assumed.
Also notice that the expected utility gain from the transfer when sick, U, — Us exceeds the
expected utility loss from paying the premium when healthy, U, — U,. As Nyman (2003)
notes (p. 52), “With this specification of the expected utility model, it is simply necessary
that the income transfer gain be evaluated on a steeper portion of the utility function than
the premium loss, for insurance to be purchased.” It is important to recognize that the law
of diminishing marginal utility with respect to income, and not risk aversion, is all that
is necessary to draw this implication from the Nyman model. It is because of the law of
diminishing marginal utility that the expected utility gain from health insurance is typically
valued more highly than its expected utility loss.

In sum, Nyman offers a model of the demand for health insurance that is not based on
risk aversion. When deciding whether to purchase health insurance, a person compares the
expected utility forgone by paying a premium and remaining healthy to the expected util-
ity received from an income transfer in the event that she becomes ill. For most people the
expected loss in utility of paying a premium when healthy is less than the expected gain in
utility from receiving the income transfer when sick because uninsured medical expenses
would seriously reduce their wealth or income. Hence the expected utility from the income
transfer is evaluated at a steeper point on the utility curve than the expected utility loss
from the premium payment.
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Insights and Policy Implications of the Nyman Model

The Nyman model appears to offer an exciting and internally consistent alternative to the
conventional model and provides a number of important insights. First, people demand
medical expense insurance because they desire an income transfer if they become ill and
purchase insurance when the expected utility gain from receiving the income transfer
when sick exceeds the expected utility loss of paying the premium when healthy.!? Second,
insurance that pays off by paying medical expenses generates both efficient and inefficient
moral hazard. Previously, economists focused exclusively on the inefficiencies associated
with medical insurance. Third, inefficient moral hazard results from the price-payoff fea-
ture of health insurance contracts, which is necessary for transaction cost reasons. Fourth,
the demand for medical insurance essentially represents a derived demand because its
value derives from the ability of medical care to restore, maintain, and improve the quality
and quantity of lives. As such, medical insurance offers value to consumers by improving
their access to medical care.

The policy implications associated with the Nyman model are equally significant and
worth mentioning. For one, Nyman points out that rising health care costs since the
mid-1960s reflect, in part, the increasing number of people covered over the years by medi-
cal insurance. As income has been redistributed from the healthy to the sick because of
insurance coverage, the sick have been able to exercise their greater willingness to pay for
medical care, causing medical expenditures to rise over time. Consequently, rising health
care costs and insurance premiums capture the growing social benefits of medical care,
and public policies designed to contain health care costs may come at a sizable trade-off in
terms of the quality and quantity of lives lost.

Two, many economists have advocated greater consumer cost sharing as a means to pre-
vent (inefficient) moral hazard. But increased consumer cost sharing may also squeeze out
efficient moral hazard. As Nyman asks, who would regard as optimal an insurance policy
that requires a $150,000 out-of-pocket payment on a $300,000 liver transplant? Third, sub-
sidizing insurance premiums is efficient. Nyman stresses that people value the additional
income they receive from insurance when they become ill more than they value the income
they lose when they pay a premium and remain healthy. Because everyone has an equal
chance of becoming ill, the redistribution of income from the healthy to the ill is efficient
because it increases the welfare of society.

Fourth, some health care analysts have considered that high medical prices might
encourage efficiency by discouraging consumption of medical care and preventing (ineffi-
cient) moral hazard. For example, within that perspective, an efficiency justification might
be made for allowing a horizontal merger between two local hospitals that would know-
ingly lead to high hospital prices. Nyman points out, however, that policies should promote
low medical prices to increase access to medical care and encourage more efficient moral
hazard. Finally, Nyman warns that managed care organizations may be socially beneficial
if they help prevent inefficient moral hazard but may be harmful if they reduce access to
needed medical care through restrictive policies.

10. Recall that conventional theory treats the loading fee as the price of health insurance. In contrast, the premium
payment reflects the price of health insurance in the Nyman model because it represents the opportunity cost of
purchasing health insurance (that is, the additional goods and services that might have been consumed when healthy).
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The Health Insurance Product: Traditional
versus Managed Care Insurance

Before the 1980s, the health insurance product was fairly easy to define because the
consumer, insurer, and health care provider relationship was much less complicated. Most
consumers, through their employers, purchased conventional insurance that allowed for
free choice of health care provider. Insurance premiums were largely determined by com-
munity rating, in which the premium is based on the risk characteristics of the entire mem-
bership. In contrast, when premiums are determined using experience rating, insurers
place individuals, or groups of individuals, into different risk categories based on various
identifiable personal characteristics, such as age, gender, industrial occupation, and prior
illnesses. The main difference among health insurance plans before the 1980s was simply
the amount of the deductible and copayment, if any, that the subscriber had to pay for
medical services and the specific benefits covered under the plan.

Because physicians typically operated in solo practices, enrollees dealt directly with indi-
vidual physicians or local hospitals for care rather than with a network of providers before
the 1980s. Health care providers had full autonomy and practiced medicine as they deemed
appropriate. The main function of the insurer was to manage the financial risk associated
with medical care and to pay the usual, customary, or reasonable (UCR) charge for any
medical services rendered by physicians. UCR means that the fee is limited to the lowest of
three charges: the actual charge of the physician, the customary charge of the physician, or
the prevailing charge in the local area.

Since 1980, however, managed care organizations (MCOs) have exploded on the health
care scene. The phrase managed care has been assigned to these organizations because,
by design, they are supposed to emphasize cost-effective methods of providing compre-
hensive services to enrollees. MCOs integrate the financing and delivery of medical care.
The integration often involves such practices as a network of providers, reimbursement
methods other than UCR charges, and various review mechanisms. MCOs also rely to a
greater degree on experience rating of enrollees because of the resulting price competition.

The main types of MCOs are the health maintenance organization, the preferred provider
organization, and the point of service plan. A health maintenance organization (HMO) com-
bines the financing and delivery of care into one organization. A distinguishing feature of an
HMO is that the assigned or chosen primary care provider acts as a gatekeeper and refers the
patient for specialty and inpatient care. Four distinct types of HMOs are generally recognized:

Staff model: In this type of HMO, physicians are directly employed by the organization on a
salary basis. In terms of Figure 4-1, a staff HMO completely merges the insurer and provider
functions. Because medical care is not reimbursed on a fee-for-service basis, physicians have
little if any personal financial incentive to overutilize medical services.

Group model: This type of HMO provides physician services by contracting with a
group practice. Normally the group is compensated on a capitation basis. As a result,
physicians in the group face a strong disincentive to overutilize medical services.
Network model: The only difference between the group model and the network model
is that in the latter case, the HMO contracts with more than one group practice for
physician services. As is the case with the group model, compensation is generally on
a capitation basis.
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Individual Practice Association (IPA) model: This form of HMO contracts with a
number of independent physicians from various types of practice settings for medical
services. In this situation, physicians generally provide care in a traditional office set-
ting and are normally compensated on a fee-for-service basis, but at a discounted rate.
In return, the HMO promises a large and continuous volume of patients.

A preferred provider organization (PPO) is a different type of insurer and health care pro-
vider arrangement. A PPO exists when a third-party payer provides financial incentives to
enrollees to acquire health care from a predetermined network of physicians and hospitals.
The incentive can be in terms of a higher coinsurance or a higher deductible when someone
acquires medical care outside the network of health care providers. To participate in a PPO
network, physicians agree to accept a lower fee for services rendered. In return for a lower
fee, physicians are promised a steady supply of patients. Normally, patients can directly
seek out specialty or inpatient care if they belong to a PPO. Because of their less restrictive
policies, Robinson (2002) labels PPOs as managed-care-lite organizations.

Like PPOs, point-of-service (POS) plans provide generous coverage when enrollees use
in-network services and cover out-of-network services at reduced reimbursement rates.
Unlike PPOs but similar to HMOs, POS plans assign each enrollee a primary caregiver who
acts as a gatekeeper and authorizes specialty and inpatient care.

Estimates indicate that 97 percent of all privately insured workers in 2007 were covered
by MCOs, reflecting a continual decline in conventional insurance coverage, which stood at
73 percent as recently as 1988. Most of the enrollment increase has taken place in the least
restrictive managed care plans over the last five years. HMOs witnessed a decline in market
share from a high of 31 percent in 1996 to 21 percent in 2007. PPOs, the least restrictive of
the MCOs, enjoyed the largest surge in enrollment, from 11 percent in 1988 to 57 percent by
2007. Enrollments in POS plans also witnessed a decline in market share, from 24 percent in
1998 to 13 percent in 2007.1

Landon et al. (1998), among others, argue that the traditional distinction among health
insurance products, such as conventional insurance and MCOs, or even the distinction
among MCOs, has become blurred in practice. For example, even the so-called conven-
tional insurance plans now involve some type of utilization review program. Given that the
traditional taxonomy of insurance plans may no longer adequately describe the differences
among organizations, it is better to differentiate among health insurance products based on
the types and restrictiveness of the financial incentives and management strategies facing
patients and health care providers. Let us elaborate.

Financial Incentives and Management Strategies
Facing Consumers/Patients
Depending on the precise nature of the health insurance product, consumers/patients face

different financial incentives to use medical care. As examined theoretically in Chapter 5, the
consumer’s out-of-pocket price, as captured by the size of the deductible and coinsurance,

11. The Kaiser Family Foundation and Health Research and Educational Trust. “Employee Health Benefits, 2005 Annual Survey.”
http://www.kff.org/insurance/7672/upload/7693.pdf. Accessed June 13, 2008.


http://www.kff.org/insurance/7672/upload/7693.pdf

CHAPTER 6 The Demand for Medical Insurance: Traditional and Managed Care coverage

inversely affects the quantity demanded of medical care. Some health insurance plans con-
tain high deductibles and coinsurance as a way of containing medical prices. In addition,
some plans set their premiums on an experience-rated basis as an incentive for subscribers to
adopt more healthy lifestyles.

In addition to indirect financial incentives, insurers may also adopt various management
strategies to directly affect the consumer’s utilization of medical care. First, the insurer
may require prior medical screening to avoid insuring high-risk patients or exclude cover-
age for preexisting conditions. Insurers may also restrict the choice of provider by building
provider networks in which the consumer must participate. In addition, the insurer may
employ a primary care gatekeeper to determine whether further services are medically
warranted. Pre-authorization of medical services, a type of utilization review practice, is
another management strategy affecting the consumer’s direct use of medical care.

By combining the financial incentives and management strategies facing patients, we can
get a better understanding of the underlying health insurance product. For example, a health
insurance plan with a high deductible and coinsurance and experience-rated premiums, com-
bined with limits on choice of physician and pre-authorization, offers much less insurance
than one with no out-of-pocket costs or pre-authorization, community-rated premiums, and
full choice of provider. The latter situation aptly describes the conventional insurance offered
by Blue Cross plans back in the 1970s. A POS plan comes close to an example of the former
situation as far as management strategies facing consumers are concerned.

Financial Incentives and Management Strategies
Facing Health Care Providers

The health insurance product may also contain financial incentives and/or management
strategies to affect the delivery of medical care by health care providers. As a result, the
health insurance product can also be differentiated based on the types and restrictiveness of
the financial incentives and management strategies facing health care providers. In terms of
financial incentives, the health insurance product may adopt different provider reimburse-
ment practices, such as fee-for-service, capitation, bonuses, and/or withholds. Withholds
occur when the insurer withholds part of the health care provider’s reimbursement until
after a stipulated period at which the appropriate use of medical care has been evaluated.
Inappropriate use of medical care results in the physician not receiving all or part of the
withheld money. The prospect of incomplete reimbursement payments presumably acts as
an incentive for health care providers to offer truly medically necessary care.

As we saw in Chapter 4, fixed payment systems, such as capitation, can discourage the
delivery of high-cost, low-benefit medicine. Capitation places health care providers finan-
cially at risk for any cost overruns. When properly designed, performance-based measures,
such as bonuses and withholds, can accomplish that same goal.

Insurers can also directly influence the delivery of medical care through various man-
agement strategies. Selective contracting, deselection of providers, physician profiling,
utilization review, practice guidelines, and formularies are among the more common
management strategies facing health care providers. Selective contracting occurs when
managed care plans contract solely with an exclusive set of providers. The selection and
deselection of providers involves the establishment of the criteria and process by which
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health care providers will be included in or terminated from the network. For example,
insurers may include physicians in their network who are of high quality and/or utilize
cost-effective practice patterns. Physician profiling may be used to monitor performance
in the selection or deselection process. The profiling may include only information, for
example, on the primary care physician’s track record regarding referrals to specialty and
inpatient care as a way to identify high-cost providers, or it may include information on
quality of care or patient satisfaction.

Utilization review programs “seek to determine whether specific services are medi-
cally necessary and whether they are delivered at an appropriate level of intensity and cost”
(Ermann, 1988, p. 683). Practice guidelines provide information to health care providers
about the appropriate medical practice in certain situations. A formulary contains a list
of pharmaceutical products that physicians must prescribe whenever necessary. All these
management strategies are designed to directly affect how a physician behaves in a specific
clinical circumstance.

Consequently, the health insurance product also differs based on the type of provider
reimbursement method and the existence and restrictiveness of various management strat-
egies. For example, a capitation reimbursement scheme in conjunction with utilization
review and practice guidelines means a much different insurance product than one with a
fee-for-service payment system in which the health care provider has full autonomy over
patient care. The former situation resembles the staff HMO whereas the latter reflects the
traditional BC/BS or commercial insurance of the 1970s.

The first column in Table 6-3 provides a summary of the four basic features of any health
insurance product: patient financial incentives, consumer management strategies, provider
financial incentives, and provider management strategies. Below each feature is a list of spe-
cific policies aimed at altering the behavior of either consumers or health care providers. As
you can see, health insurance is a complex and multidimensional product. At one extreme
lies the perfectly unrestricted health insurance plan, the basic characteristics of which are
provided in the second column of Table 6-3. With this type of insurance consumers pay no
out-of-pocket prices; health care providers are reimbursed based on the usual, customary,
and reasonable fee for service; and there are no consumer or provider management strate-
gies. At the other extreme, the basic characteristics of a perfectly restrictive insurance plan
are shown in the third column of Table 6-3. In this case, significant financial incentives and
management strategies face both consumers and health care providers. In terms of examples,
the traditional Blue Cross/Blue Shield insurance plan of the 1970s compares quite closely to
the unrestricted plan described in Table 6-3, while the staff HMO, except for the significant
out-of-pocket price, fits the insurance plan described in the last column of Table 6-3.

Although Table 6-3 provides a good framework for defining and conceptualizing the health
insurance product, some caveats are in order. It is important to realize that any one health
insurer may offer multiple health insurance products. For example, a health insurer may of-
fer both a staff HMO and a traditional indemnity plan. Of course, the prices of the two plans
should differ significantly. It is also important to realize that any one health care provider
may deal with various health insurance products. A large physician practice may treat some
patients who belong to a PPO plan and others who subscribe to HMO plans, for example. An
additional complexity is that a group physician practice may be reimbursed on a capitation
basis by the insurer whereas the individual physician within the practice is compensated
on a salary basis. It is also important to mention that financial incentives and management
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TABLE 6-3
Spectrum of Health Insurance Products

Basic Features Unrestricted or Complete Restrictive
(Examples) Insurance Plan Insurance Plan
Patient Financial Incentives No or low deductible Significant deductible
Deductibles with no coinsurance with a high coinsurance
Coinsurance
Premiums Community rated Experience rated
Consumer Management Strategies Consumers must receive care
Prior medical screening No restrictions exclusively from the

- . network of providers
Restrictions on choice

Gatekeeper
Pre-authorization
Provider Financial Incentives None—UCR charges Capitation with bonuses
Risk-sharing and/or bonus or withholds
arrangements
Provider Management Strategies None An array of management

strategies are employed

Selective contracting . o) eost
o control costs

Deselection
Physician profiling
Utilization review
Practice guidelines

Formularies

strategies may serve as complementary or substitute methods of controlling the behavior of
consumers and providers. As Gold et al. (1995, p. 315) point out:

For example, plans that capitate primary care physicians and place them at risk for spe-
ctalty referrals and inpatient care through a withholding account may be expected to place
particular emphasis on monitoring physicians to ensure that the financial incentives do
not result in underservice. On the other hand, plans operating in areas where physicians
are resistant to accepting much financial risk may rely particularly heavily on nonfinan-
cial mechanisms such as utilization management to influence practice patterns.

Consumer-Directed Health Care Plans

After reading this book it should become apparent, if it isn’t already, that the U.S. health care
system, particularly its insurance side, has undergone tremendous structural change with
respect to the products offered. Prior to the 1980s, competition among health care providers,
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such as hospitals, was driven largely by the quality concerns of patients who faced very low
out-of-pocket prices because of the way conventional plans were designed. In fact, many
health economists argue that this patient-driven health care helped fuel rising health care
prices and expenditures in earlier years (see Chapter 13).

In response to growing health care costs after the 1980s, payer-driven replaced patient-
driven health care. Managed care insurers, as payers, took on the role of more intensely
negotiating prices with health care providers. Although some success was achieved with
respect to controlling health care costs in the late 1990s, many of the insured turned away
from more restrictive plans such as HMOs to PPOs with looser networks, less risk sharing
for health care providers, and fewer utilization reviews. Not surprisingly, health care costs
began to increase more rapidly with the backlash against restrictive plans.

As a result, insurers and policy-makers have, in more recent years, turned their atten-
tion to consumer-driven health care as a way of controlling health care costs. Consumer-
driven health care takes form in various consumer-directed health care plans (CDHPs),
which include a high deductible of $1,000 per person or $2,000 per family or more. The
relatively high deductible provides a financial incentive for consumers to become more
involved in purchasing decisions regarding their health care. The idea is that consumers
will use medical care more wisely and shop for high value medical care. The large deduct-
ibles are often combined with either a health savings account (HSA) or health reimburse-
ment account (HRA). Both of these accounts are tax-advantaged savings accounts that
may be used to pay for qualified medical expenditures. However, HSAs are owned by the
employee, whereas HRAs are owned by the employer. By combining the high deductible
with the health savings accounts, consumers are made more cost-sensitive without being
subjected to the financial risk of catastrophic illnesses. As of the end of 2006, about 5 to
6 million people were covered by CDHPs in the United States (GAO, 2006).

While the potential benefits are well understood, many question the value of CDHPs on
several grounds. First, will favorable selection into CDHPs burden the sick and poor? Because
the plans are tax-exempt and the premiums are lower, the concern is that high income and
healthy individuals will choose CDHPs over more traditional types of health insurance. If so,
the poor and unhealthy may find themselves in health insurance plans without any cross-
subsidizations from higher income and healthier individuals. Premiums for these plans will
increase as a result, putting the poor and unhealthy at a financial disadvantage.

Second, it is unclear if CDHPs will spur people to make prudent health care choices or
lead to cutbacks in appropriate and necessary care. There is a concern that people may not
possess the necessary information to make wise choices, especially with respect to medical
care which is complicated for many individuals. Supporters, however, argue that consumer
financial responsibility will produce greater demand for better information such as com-
prehensive and electronic medical records. Also, an additional concern is that people may
forgo preventive medical care because of high out-of-pocket costs.

Finally, it is uncertain if CDHPs will constrain the growth of overall health care costs or be
able to drive needed improvements in medical care quality. As previously noted, a majority
of all health care costs is spent on a minority of individuals—the so-called chronically ill. As
a result, some analysts point out that little clinically unnecessary medicine may exist in the
system for CDHPs to squeeze out. Yet, others point out that increased financial incentives
may influence lifestyle choices that people make over time. Better lifestyle choices will help
constrain health care costs.
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Buntin et al. (2006) reviewed the literature and summarized the facts about these three
concerns. With respect to the first issue, they report some evidence of favorable selection.
That is, higher-income individuals and those in better health are more likely to choose
CDHPs over other types of insurance policies. Although the favorable selection makes cost
comparisons difficult, they find that CDHPs are likely to produce a one-time reduction in
medical care usage and costs between 4 to 15 percent. In addition, they point out that many
CDHPs include financial incentives for preventive care and/or provide information on the
importance of preventive care but report mixed results regarding the impact of CDHPs
on quality of care. They note that better information about prices, quality, and treatment
choices are critical for CDHPs to effectively function.

It is not known if consumer-directed health care will expand in the future and engage
market forces to control health care spending and improve quality for all health care
consumers. Many policy experts predict that enrollments in CDHPs will grow in the future if
tax incentives are granted to all consumers, and not just employees, or if insurance coverage
is mandated on an individual basis in the United States as discussed later in Chapter 16. It
will be interesting to watch and track this area’s developments as they continue to unfold.
If CDHPs make no progress with respect to cost containment and quality improvements,
government-driven health care, similar to the health insurance system in Canada, may be
the only other remaining option.

The Regulation of MCOs

There has been considerable debate in the academic literature and the popular press con-
cerning the effect of managed care plans on the cost and quality of medical care. By design,
MCOs are supposed to employ cost-effective methods of delivering a comprehensive set of
services to enrollees. The original proponents of managed care thought that MCOs would
encourage preventive and coordinated primary care as a way of reducing the need for more
expensive specialty and inpatient care. Also, advocates thought that MCOs would eliminate
the high-cost, low-benefit medicine associated with traditional fee-for-service indemnity
insurance (that is, the moral hazard problem). As a result, high quality of care and low
operating costs were expected from MCOs.

Because lower quality of care translates into lower costs and higher profits, critics claim
that MCOs face an incentive to reduce the quality of care, perhaps by denying or skimping
on costly but necessary medical treatments. Health care providers have no recourse but to
follow the wishes of the MCOs given the restrictive financial incentives and management
strategies they face, according to the critics.

Given this controversy, which we discuss more fully in later chapters, many states and
the federal government have introduced or enacted various regulations to influence the
behavior of MCOs. Miller (1997, p. 1102) notes that the regulatory actions taken to control
managed care practices have been “referred to as ‘patient protection’ or ‘patient bill of
rights’ acts by proponents and as ‘anti-managed’ bills by those opposed.” The legislation
has attempted to extend the rights of patients and physicians and also improve the patient/
physician relationship under managed care. According to Miller, in just six months from
January to July 1996, more than four hundred bills were introduced in the various states
to control managed care practices. Most of the laws concern such issues as anti-gag rules,

169



170

PART 1 Basic Health Care Economic Tools and Institutions

limits on financial incentives, continuity of care, and expanding the rights of health care
professionals. Let’s examine each of these issues more closely.

Gag rules prohibit doctors in a managed care plan from discussing treatment options
not covered under the plan, from providing information on plan limitations, or from com-
menting unfavorably on the plan. Opponents of managed care argue that gag rules cause
physicians to deny care by suppressing useful information on alternative treatments the
managed care plan may not find cost effective to provide. Managed care representatives
claim the so-called gag rules are designed to prevent physicians from disparaging the plan
or releasing proprietary information concerning compensation and similar issues.

Critics further argue that managed care payment systems, such as capitation or performance-
based systems like bonuses or withholds, create a financial incentive for physicians to deny
medically appropriate or useful treatments. Indeed, much mention has been made in the pop-
ular press of “drive-through medicine,” involving short maternity stays in hospitals or mas-
tectomies taking place in outpatient rather than inpatient facilities because of managed care
financial arrangements. Laws limiting financial incentives are designed to prevent denial of care
from taking place. Managed care representatives, on the other hand, argue that the financial
incentives of MCOs are necessary to control the moral hazard problem.

Miller notes that state policies offer little concrete guidance about how the general
prohibition against financial incentives applies to the myriad financial arrangements set
by MCOs. As a result, she claims that without additional clarification, regulatory actions
against managed care financial arrangements will have to be argued on a case-by-case
basis, creating much uncertainty for the various parties involved.

Medical experts argue that continuity of care is an important consideration for the patient/
physician relationship and for patient well-being, especially for certain groups, such as preg-
nant women or the severely ill. Critics of MCOs claim that continuity of care is at stake be-
cause some employers subscribe to only one managed care plan, because a managed care plan
may change its networks of physicians, or because physicians may be deselected. In all these
cases, consumers have to pay more to visit a physician of their own choice and the continuity
of care is compromised. Although proponents argue that MCOs can only provide the desired
health care cost savings for society by directing patients to selected physicians, laws have been
introduced in many states to extend the option of continued care from primary caregivers.

In addition, numerous laws have been introduced across the states that aim to expand
the rights of health care professionals. With the growth of MCOs, many health care profes-
sionals feel the pressure from market demands and also the loss of autonomy brought on by
contracts with managed care plans. For example, some physicians find themselves unable
to participate in or deselected from managed care plans without being provided with the
rationale.

The first laws introduced concerned any willing provider (AWP) or freedom of choice
(FOC) laws. According to Hellinger (1995, p. 297), “AWP laws require managed care plans
to accept any qualified provider who is willing to accept the terms and conditions of a
managed care plan.” According to the law, MCOs do not have to contract with all providers
but must explicitly state evaluation criteria and ensure “due process” for providers wishing
to contract with the plan. Due process rights provide professionals with access to informa-
tion regarding MCO standards, termination decisions, and physician profiling. FOC laws
allow a patient to be reimbursed for medical services received from qualified physicians
from outside the network. FOC laws do not guarantee that the patient will incur the same
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out-of-pocket cost, however. Proponents of AWP and FOC laws argue that they increase the
continuity of care by offering a fuller choice of providers. Opponents argue that without
selective contracting, managed care plans are unable to obtain volume discounts because
they are powerless to channel patients to selected providers. In addition, it is alleged that
these laws lead to a diminished quality of care because of the higher monitoring costs
brought on by a greater number of health care providers.

In sum, anti-gag laws, laws restricting the financial incentives of MCOs, laws promoting
continuity of care, and laws extending the rights of health care professionals are among the
various regulations advanced by various states to control the practices of MCOs. The basic
hypothesis is that MCOs face an incentive to restrict the quality of care because increased
profits can be made. Critics claim that various financial incentives and management strate-
gies help MCOs achieve their objective of maximum profits. Interestingly, all these laws
essentially attempt to transform MCOs into indemnity plans. The superiority of indemnity
and managed care plans remains a controversial issue and is the subject of ongoing theo-
retical and empirical debates.

Summary

To someone schooled in economics, it should be quite obvious that people demand private
health insurance, just as they voluntarily demand any other consumer good or service,
because it provides utility or satisfaction for them. Less obvious is the exact mechanism
by which insurance coverage translates into utility gains. To clear up some of the ambigu-
ity, two models of private health insurance demand are introduced in this chapter to more
carefully explore the linkage between insurance coverage and utility.

The first model, conventional theory, argues that risk-averse people gain from the risk
reduction offered by insurance coverage. More precisely, people can reduce the variabil-
ity of their financial losses, potentially resulting from irregular and unpredictable medical
expenditures, by joining a sharing-of-losses arrangement. The reduced variability of losses
or risk avoidance provides utility to risk-averse individuals, according to conventional the-
ory. Within an expected utility maximization model, the conventional demand for medi-
cal expense insurance is a function of the user price of health insurance, degree of risk
aversion, probability of a loss, magnitude of the expected loss, and income. In general,
empirical studies based on conventional theory suggest that the demand for private health
insurance is relatively inelastic with respect to both user price and income.

The second model, Nyman’s access theory, treats insurance coverage as offering people
an income transfer from those who remain healthy to themselves in the event they become ill.
Given that most uninsured people lack sufficient funds, insurance coverage helps provide
financial access to medical care at time of illness. The income transfer at time of illness or
access value provides utility, according to Nyman. Within an expected utility framework,
people purchase health insurance when the expected utility gain from the income transfer
when ill exceeds the expected utility loss of paying the premium and remaining healthy.

A comparison of the conventional and Nyman models yields a number of insights. One
insight of particular importance to economists concerns the interpretation of moral haz-
ard. Conventional theory treats insurance as simply lowering the out-of-pocket price the
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insured consumer pays for medical care. Accordingly, the lowered price triggers a substitution
effect that results in an increased quantity of medical care demanded for which marginal
costs exceed marginal benefits. Thus, the additional units of medical care reflect a welfare
loss and suggest that all moral hazard is inefficient.

In contrast, the Nyman model points out that the insurance payout also possesses an
income effect. The income effect leads to a greater demand for medical care at time of ill-
ness and leads to efficient moral hazard. Consequently, not all moral hazard is inefficient,
according to the Nyman model.

Finally we discussed the health insurance product. We learned that the health insurance
product is multidimensional and complex because many attributes, such as benefits cov-
ered, out-of-pocket expenses, choice of provider, and the provider payment scheme, must
be considered. Nearly all of the privately insured in the United States are covered by some
type of managed care plan. Managed care plans differ with respect to the restrictiveness of
the financial incentives and management strategies facing both consumers and health care
providers. In addition, we discussed the reason behind and the success to date of consumer
directed health plans. Lastly, we learned that many states have enacted various regulations
to control the restrictiveness of the financial incentives and management strategies ad-
opted by managed care plans. The efficiency properties of these regulations continue to be
explored and debated by economists and policy makers.

Review Questions and Problems

1. Suppose Joe and Leo both face the following individual loss distribution:

Probability of Loss Amount of Loss
0.7 $0
0.2 $40
0.1 $60

A. Determine the expected loss and standard deviation of the expected loss faced by
Joe and Leo on an individual basis.

B. Suppose that Joe and Leo enter into a pooling-of-losses arrangement. Show what
happens to the expected loss and variability of the expected loss as a result of the
pooling arrangement.

2. Given their benefits, why don’t most people simply form their own pooling-of-losses
arrangements rather than involve insurance companies?
3. Joe is currently unemployed and without health insurance coverage. He derives utility

(U) from his interest income on his savings (Y) according to the following function:

U =5y

Joe presently makes about $40,000 of interest income per year. He realizes that there is

about a 5 percent probability that he may suffer a heart attack. The cost of treatment

will be about $20,000 if a heart attack occurs.

A. Calculate Joe’s expected utility level without any health insurance coverage.

B. Calculate Joe’s expected income without any health insurance coverage.

C. Suppose Joe must pay a premium of $1,500 for health insurance coverage with
ACME insurance. Would he buy the health insurance? Why or why not?
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D. Suppose now that the government passes a law that allows all people—not just the
self-employed or employed—to have their entire insurance premium exempted from
taxes. Joe is in the 33 percent tax bracket. Would he buy the health insurance at a
premium cost of $1,5002 Why or why not? What implication can be drawn from the
analysis?

E. Suppose Joe purchases the health insurance coverage and represents the average
subscriber, and his expectations are correct. Calculate the loading fee the insurance
company will receive.

. During the Reagan administration, the marginal tax rate on wage income fell dramati-
cally. For example, the top rate was sliced from 70 to 33 percent. Use the demand the-
ory of health insurance to predict the effect of this change on the quantity demanded
of employer-sponsored health insurance.

. Explain the effect of the following changes on the quantity demanded of health
insurance.

A. A reduction in the tax-exempt fraction of health insurance premiums

B. An increase in buyer income

C. An increase in per capita medical expenditures

D. New technologies that enable medical illnesses to be predicted more accurately

E. A tendency among buyers to become less risk averse, on average
. What are the primary differences between the HMO, PPO, and POS plans?
. Explain the following terms:

A. Community rating

B. Experience rating

C. Selective contracting

D. Utilization review

E. Physician profiling

F. Practice guidelines

G. Formulary

H. Gatekeeper

I. Gagrules

J. Any willing provider law

K. Freedom of choice law

. Suppose that an individual’s demand for the number of physician visits per year, Q,
can be represented by the following equation: Q = 5 — 0.04P, where P, the market
price of an office visit, equals the marginal cost of $100. Determine the efficient num-
ber of office visits according to conventional theory. Now assume that the person
purchases complete health insurance coverage and the demand for (but not quantity
demanded of) physician care remains unchanged. How many times would this fully
insured person visit the physician? Calculate the welfare loss or moral hazard cost as-
sociated with the insurance coverage.

. Graphically and in words, explain how the analysis in question 8 might change if we
adopt the conceptual framework provided by Nyman.

Use all of the information in question 1 to calculate the expected utility loss of paying

the premium and remaining healthy and compare it to the expected utility gain of the
income transfer if ill (ignore the tax exemption feature of premium payments). Would
Joe purchase health insurance according to the Nyman model? How does that prediction
compare to the prediction of the conventional model under similar circumstances?
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11. According to Nyman, conventional theory predicts that people behave irrationally. How

does he justify this criticism? Explain.

12. Briefly summarize the two ways that managed care might affect the cost and quality of

medical care.

13. If you had a choice between a traditional unrestricted indemnity plan with a 10 percent
copayment and a staff HMO with no copayment, at what percentage difference in pre-
miums (that is, 10 percent, 20 percent, 30 percent) would you be indifferent between
the plans? Do you think your choice of the percentage difference is a function of your
age and/or health status? If you were elderly and/or sickly, which plan would you pre-
fer if they cost you the same amount? Why?

Online Resources

To access Internet links related to the topics in this chapter, please visit our website at

www.cengage.com/economics/santerre.
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Medical Care Production
and Costs

In December 2000 it was announced that Northeast Georgia Health System, a 338-
bed not-for-profit hospital in Gainesville, Georgia, proposed to buy Lanier Park
Hospital, a 119-bed for-profit hospital also in Gainesville, for $40 million. The acquisition
would result in only one hospital in Gainesville. Executives at the hospitals claim
the acquisition would save $2 million annually (Kirchheimer, 2000). Similarly, in July
2005 it was announced that United Health Group, the nation’s second-largest health
insurer, planned to join with PacifiCare Health Systems, the second-largest private
administrator of Medicare health plans. The combination would create one of the
nation’s largest private health plan providers with about 26 million subscribers.
A spokeperson for the two insurers claimed that the merger would cut operating
costs by an estimated $100 million in the first year alone (Jablon, 2005).

These are just two examples of the many mergers that take place in the health care
sector. Recent combinations among firms in other health care markets, such as the
physician, pharmaceutical, and nursing home industries, also testify to the assertion
that larger firm size confers significant cost advantages. But are there any plausible
economic reasons to support the claim that cost savings are associated with larger
organizational size? If so, sound economic reasoning can justify a merger among two
or more firms in the same industry. On the other hand, might operating costs actually
increase as a firm gets too large? If that is the case, a merger among firms is not desir-
able if cost savings are the overriding concern.

This chapter introduces various microeconomic principles and concepts that can be
used to analyze the cost structure of medical firms and thereby determine the true
relation between firm size and costs of production. In addition, the chapter:

e discusses various production characteristics, including marginal and average
productivity and the elasticity of substitution among inputs

e uses the resulting production theory to derive short-run and long-run costs
of production

® examines economies and diseconomies of scale and scope.
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The Short-Run Production Function
of the Representative Medical Firm

All medical firms, including hospitals, physician clinics, nursing homes, and pharmaceutical
companies, earn revenues from producing and selling some type of medical output. Produc-
tion and retailing activities occur regardless of the form of ownership (that is, for-profit,
public, or not-for-profit). Because these activities take place in a world of scarce resources,
microeconomics can provide valuable insights into the operation and planning processes of
medical firms. In this chapter, we focus on various economic principles that guide the pro-
duction behavior of all types of firms, including medical firms. We begin by analyzing the
short-run production process of a hypothetical medical firm.

To simplify our discussion of short-run production, we make five assumptions. First,
we assume the medical firm produces a single output of medical services, q. Second, we
initially assume only two medical inputs exist: nurse-hours, 1, and a composite capital good, k.
We can think of the composite capital good as an amalgamation of all types of capital, in-
cluding any medical equipment and the physical space in the medical establishment. Third,
since the short run is defined as a period of time over which the level of at least one input
cannot be changed, we assume the quantity of capital is fixed at some amount. This as-
sumption makes intuitive sense, because it is usually more difficult to change the stock of
capital than the number of nurse-hours in the short run. Fourth, we assume for now that
the medical firm faces an incentive to produce as efficiently as possible. Finally, we assume
the medical firm possesses perfect information regarding the demands for its product. We
relax the last two assumptions at the end of the chapter.

As we know from Chapter 2, a production function identifies how various inputs can
be combined and transformed into a final output. Here, the production function identifies
the different ways nurse-hours and capital can be combined to produce various levels of
medical services. The production function allows for the possibility that each level of out-
put may be produced by several different combinations of the nurse and capital inputs.
Each combination is assumed to be technically efficient, since it results in the maximum
amount of output that is feasible given the state of technology. Later we will see that
both technical and economic considerations determine a unique least-cost, or economi-
cally efficient, method of production.

In the present example, the short-run production function for medical services can be
mathematically generalized as

(7-1) q = f(n, k).

The short-run production function for medical services in Equation 7-1 indicates the
level of medical services is a function of a variable nurse input and a fixed (denoted with
a bar) capital input. We begin our analysis by examining how the level of medical services,
q, relates to a greater quantity of the variable nurse input, n, given that the capital input, k, is
assumed to be fixed. Various microeconomic principles and concepts relating to production
theory are used to determine the precise relation between the employment of the variable input
and the level of total output. As mentioned in Chapter 2, one important microeconomic prin-
ciple from production theory is the law of diminishing marginal productivity. This is not really
a law; rather, it is a generalization about production behavior and states that total output at first
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FIGURE 7-1
The Total Product Curve
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The total product curve shows that output initially increases at an increasing rate from 0 to n; nurse-hours, then
increases at a decreasing rate from n; to n, nurse-hours, and finally declines after n, nurse-hours as the medical firm
employs more nurse-hours. Diminishing marginal productivity provides the reason why output fails to expand at an
increasing rate after ny nurse-hours.

increases at an increasing rate, but after some point increases at a decreasing rate, with respect
to a greater quantity of a variable input, holding all other inputs constant.!

Figure 7-1 applies the law of diminishing productivity. It shows a graphical relation
between the quantity of medical services on the vertical axis and the number of nurse-
hours on the horizontal axis. The curve is referred to as the total product curve, TP, because
it depicts the total output produced by different levels of the variable input, holding all
other inputs constant. Notice that the quantity of services first increases at an increas-
ing rate over the range of nurse-hours from 0 to n,. The rate of increase is identified by
the slope of the curve at each point. As you can see, the slope of the total product curve
increases in value as the tangent lines become steeper over this range of nurse-hours.

Beyond point n;, however, further increases in nurse-hours cause medical services to increase,
but at a decreasing rate. That is the point at which diminishing productivity sets in. Notice that
the slope of the total product curve gets smaller as output increases in the range from n, ton,

1. In Chapter 2, we assumed for simplicity that the law of diminishing marginal returns sets in immediately; that is, the marginal
product of medical services was always declining. In this chapter, we take a less restrictive approach to allow for the theoretical
possibility that the marginal product of the variable input may increase initially. The fundamental idea remains the same, how-
ever. Eventually a point is reached where additional units of an input generate smaller marginal returns.
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(as indicated by the flatter tangent lines). At n,, the slope of the total product curve is zero, as
reflected in the horizontal tangent line. Finally, beyond n,, we allow for the possibility that too
many nurse-hours will lead to a reduction in the quantity of medical services. The slope of the
total product curve is negative beyond n,.

In terms of the production decision at the firm level, we have not yet accounted for the
specific reasoning underlying the law of diminishing marginal productivity. Economists point
to the fixed short-run inputs as the basis for diminishing productivity. For example, when
nurse-hours are increased at first, there is initially a considerable amount of capital, the fixed
input, with which to produce medical services. The abundance of capital enables increas-
ingly greater amounts of medical services to be generated from the employment of additional
nurses. In addition, a synergy effect may dominate initially. The synergy effect means that
nurses, working cooperatively as a team, are able to produce more output collectively than
separately because of labor specialization, for example.

At some point, however, the fixed capital becomes limited relative to the variable input (for
example, too little medical equipment and not enough medical space), and additional nurse-
hours generate successively fewer incremental units of medical services. In the extreme, as more
nurses are crowded into a medical establishment of a fixed size, the quantity of services may
actually begin to decline as congestion sets in and creates unwanted production problems.

In general, any physical constraint in production, such as the fixed size of the facility or a
limited amount of medical equipment, can cause diminishing productivity to set in at some
point. In fact, if it weren’t for diminishing productivity, the world’s food supply could be
grown in a single flowerpot and the demand for medical services could be completely satis-
fied by a single large medical organization. What a wonderful world it would be! Unfortu-
nately, however, diminishing productivity is the rule rather than the exception.

Marginal and Average Products

We can also use marginal and average product curves rather than the total product curve
to illustrate the fundamental characteristics associated with the production process. In gen-
eral, the marginal product is the change in total output associated with a one-unit change
in the variable input. In terms of our example, the marginal product or quantity of medical
services associated with an additional nurse-hour, MP,,, can be stated as follows:

(7-2) MP, = Ag/An.

The magnitude of the marginal product of a nurse-hour reveals the additional quantity of
medical services produced by each additional nurse-hour. It is a measure of the marginal
contribution of a nurse-hour in the production of medical services.

In Figure 7-1, the slope of the total product curve at every point represents the mar-
ginal product of a nurse-hour, since it measures the rise (vertical distance) over the run
(horizontal distance), or Ag/An. Consequently, we can determine the marginal product of
an additional nurse-hour by examining the slope of the total product curve at each level
of nurse-hours. Figure 7-2 graphically illustrates the marginal product of a nurse-hour.
Initially, MP,, is positive and increases over the range from 0 to n; due to increasing marginal
productivity. In the range from n,; to n,, the marginal product is positive but decreasing,
because diminishing marginal productivity has set in. At n,, the marginal product of a
nurse-hour is zero and becomes negative thereafter. The marginal product curve suggests
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FIGURE 7-2
The Marginal Product Curve

Marginal
product of

nurse-hours
(MP,)

\

0 ny nz\

Nurse-hours

()

The marginal product of an additional nurse-hour is found by dividing the change in output by the change in the number of
nurse-hours and is measured by the slope of the total product curve. Marginal productivity first increases with the number of
nurse-hours because of synergy and labor specialization and then falls because of the fixed input that exists in the short run.

that each additional nurse-hour cannot be expected to generate the same marginal contri-
bution to total output as the previous one. The law of diminishing marginal productivity
dictates that in the short run, a level of output is eventually reached where an incremental
increase in the number of nurse-hours leads to successively fewer additions to total output
(because some other inputs are fixed).

In addition to MP,, the average product of a nurse-hour can provide insight into the pro-
duction process. In general, the average product equals the total quantity of output divided
by the level of the variable input. In terms of the present example, the average product of a
nurse-hour, AP, is calculated by dividing the total quantity of medical services by the total
number of nurse-hours:

(7-3) AP, = q/n.

The average product of a nurse-hour measures the average quantity of medical services
produced within an hour. For example, suppose we (crudely) measure total medical ser-
vices by the number of daily patient-hours at a medical facility. In addition, suppose 200
nurse-hours are employed to service 300 daily patient-hours. In this example, the average
product of a nurse-hour equals 300/200 or 1% patients per hour.
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We can also derive the average product of a nurse-hour from the total product curve, as
shown in Figure 7-3(a). To derive AP, a ray from the origin is extended to each point on the
total product curve. The slope of the ray measures AP, for any given level of nurse-hours,
since it equals the rise over the run, or g/n. In Figure 7-3(a) three rays, labeled 0A, 0B, and
0C, emanate from the origin to the total product curve. The slope of ray 0A is flatter than
that of OB and therefore is of a lower magnitude. In fact, as it is drawn, ray 0B has a greater
slope than any other ray emanating from the origin. At this level of nurse-hours, the average
product is maximized. The slope of ray 0C is flatter and of a lower magnitude than that of OB.
The implication is that average product initially increases over the range from 0 to n; reaches
a maximum at 13, and then decreases, as shown in Figure 7-3(b). It is the law of diminishing
marginal productivity that accounts for the shape of AP,.

In Figure 7-4, the marginal and average product curves are superimposed to illustrate
how they are related. Some characteristics of the relation between these two curves are
worth mentioning. First, the marginal product curve cuts the average product curve at its
maximum point. In fact, it is a common mathematical principle that the marginal equals
the average when the average is at its extreme value.? Second, MP,, lies above AP, when-
ever AP, is increasing. This too reflects a common mathematical principle and should
come as little surprise to the reader. For example, if your average grade in a course is a B+
until the final and you receive an A on the final exam, this incremental higher grade pulls
up your final average grade. Third, MP, lies below AP, whenever AP, is declining. This
relation between marginal and average values also should not be surprising. As you know,
your course grade slips if you receive a lower grade on the final exam relative to your previ-
ous course average.

Putting the grades aside (because learning is more important than grades—right?), we
can discuss the relation between the marginal and average product curves in terms of our
example concerning nurse-hours and the production of medical services. For this discus-
sion, it helps to think of the marginal product curve as the amount of medical services
generated hourly by the next nurse hired. Also, we can think of the average product curve
as the average quantity of medical services generated by the existing team of nurses within
an hour—that is, the “team” average.

Looking back at Figure 7-4, notice that the next nurse hired always generates more
services per hour than the team average up to point n;. Consequently, up to this point,
each additional nurse helps pull up the team’s average level of output. Beyond n;, how-
ever, the incremental nurse hired generates less services per hour than the team average;
as a result, the team average falls. It is important to realize that any increase or decrease
in the marginal product has nothing to do with the individual talents of each additional
nurse employed. Rather, it involves the law of diminishing marginal productivity. At some

2. Proof: For simplicity, suppose the production function relates the quantity of output, g, to a single input of nurse-hours, n, such
that g = f(n). The average product of nurse-hours, AP, can be written as f(n) /n. To determine where AP, reaches a maximum
point, we can take the first derivative of AP, and set it equal to zero. Following the rule for taking the derivative of a quotient of
two functions (see Chiang, 1984), it follows that

oy T
(7-1a) f'(n) = n

since f'(n) equals MP, and f(n) /n equals AP,, MP,, = AP, when AP, is maximized.
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FIGURE 7-3
Deriving the Average Product Curve from the Total Product Curve
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The average product of a nurse-hour is found by dividing total output by the total number of nurse-hours and can be
derived by measuring the slope of a ray emanating from the origin to each point on the total product curve. Average
productivity first increases with the number of nurse-hours and then declines because of increasing and then diminish-
ing marginal productivity.
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FIGURE 7-4
Relation between the Marginal and Average Product Curves
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Average productivity rises when marginal productivity exceeds average productivity. Average productivity falls when
marginal productivity lies below average productivity. Marginal productivity equals average productivity when average
productivity is maximized.

point in the production process, the incremental nurse becomes less productive due to the
constraint imposed by the fixed input. The marginal productivity, in turn, influences the
average productivity of the team of nurses.

At first glance, it seems logical to assume that a medical firm desires to produce at a point
like n; or n; in Figure 7-4. After all, they represent the points at which either the marginal or
the average product is maximized. In most cases, however, a medical firm finds it more desir-
able to achieve some financial target, such as a maximum or break-even level of profits. As
a result, we need more information concerning the revenue and cost structures the medical
firm faces before we can pinpoint the desired level of production. In later chapters we will
see that under normal conditions, the relevant range of production in Figure 7-4 is between
n, and n,.

Elasticity of Input Substitution

Up to now, we have assumed only one variable input. Realistically, however, the medical
firm operates with more than one variable input in the short run. Thus, there may be some
possibilities for substitution between any two variable inputs. For example, licensed practi-
cal nurses often substitute for registered nurses in the production of inpatient services, and
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physician assistants sometimes substitute for physicians in the production of ambulatory
services. The actual degree of substitutability between any two inputs depends on techni-
cal and legal considerations. For example, physician assistants are prohibited by law from
prescribing medicines in most states. In addition, licensed practical nurses normally lack
the technical knowledge needed to perform all the duties of registered nurses.

In general terms, the elasticity of substitution between any two inputs equals the percent-
age change in the input ratio divided by the percentage change in the ratio of the inputs’
marginal productivities, holding constant the level of output, or

_ AW/L) | AMP,/MP))
I/, MP,/MP,

I, (i= 1,2) stands for the quantity employed of each input. The ratio of marginal produc-
tivities, MP,/MP;, referred to as the marginal rate of technical substitution, illustrates the
rate at which one input substitutes for the other in the production process, at the margin.
For example, suppose the marginal product of a registered nurse-hour is four patients and
the marginal product of a licensed practical nurse-hour is two patients. It follows that
two licensed practical nurse-hours are needed to substitute completely for one registered
nurse-hour.

Theoretically, o (Greek letter sigma) takes on values between 0 and + and identifies
the percentage change in the input ratio that results from a 1 percent change in the mar-
ginal rate of technical substitution. The magnitude of o identifies the degree of substitution
between the two inputs. For example, if ¢ = 0, the variable inputs cannot be substituted in
production. In contrast, when o = oo, the two variable inputs are perfect substitutes in pro-
duction. In practice, it is more common for ¢ to take on values between these two extremes,
implying that limited substitution possibilities exist.

(7-4)

A Production Function for Hospital Admissions

Jensen and Morrisey (1986) provide one of the more interesting empirical studies on the
production characteristics of hospital services. In keeping with Equation 7-1, Jensen and
Morrisey estimated a production function for admissions at 3,540 nonteaching hospitals in
the United States as of 1983 in the following general form:3

(7-5) Case-mix-adjusted hospital admissions = f(Physicians, nurses, other nonphysician
staff, hospital beds, X)

Notice that hospital admissions serve as the measure of output. Given the heterogeneous
nature of hospital services, however, this output measure was adjusted for case-mix differ-
ences across hospitals by multiplying it by the Medicare patient index. This index is the
weighted sum of the proportions of the hospital’s Medicare patients in different diagnostic
categories where the weights reflect the average costs per case in each diagnostic group.
The number of physicians, nurses (full-time equivalent [FTE] units), and other nonphysi-
cian staff (FTE) represented the labor inputs; the number of beds constituted the capital
input; and X stood for a number of other production factors not central to the discussion.

3. For the sake of brevity, we do not discuss their results for the sample of teaching hospitals.
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To put Equation 7-5 in a form that can be estimated with a multiple regression tech-
nique, Jensen and Morrisey specified a translog production function. The form and proper-
ties of this particular mathematical function are too complex to describe briefly; it suffices
to note that the translog is a flexible functional form that imposes very few restrictions on
the estimated parameters.*

From the empirical estimation, Jensen and Morrisey were able to derive estimates of
each input’s marginal product. As expected, the marginal products were all positive. Jensen
and Morrisey noted that the marginal product of each input declined in magnitude with
greater usage, as the law of diminishing marginal product suggests. The estimated marginal
product of a physician implied that an additional doctor generated 6.05 additional case-
mix-adjusted annual admissions. The nurse input was by far the most productive input.
In particular, the marginal nurse was responsible for producing about 20.3 additional case-
mix-adjusted annual admissions. The marginal products of other nonphysician staff and
beds were found to be 6.97 and 3.04 case-mix-adjusted annual admissions, respectively.

The estimation procedure also generated sufficient information to enable Jensen and
Morrisey to measure the input substitution possibilities available to hospitals. Each input was
found to be a substitute for the others in production. In particular, the substitution elasticities
between physicians and nurses, physicians and beds, and nurses and beds were reported to
be 0.547, 0.175, and 0.124, respectively. The relatively large elasticity of 0.547 between phy-
sicians and nurses tells us the average hospital can more easily substitute between these two
inputs. This particular input elasticity estimate can be interpreted to mean that a 10 percent
increase in the marginal productivity of a doctor causes a 5.47 percent increase in the ratio of
nurses to doctors, ceteris paribus. These positive substitution elasticities suggest that hospital
policy makers can avoid some of the price (wage) increase in any one input by substituting
with the others. For example, to maintain a given level of admissions, a wage increase for
nurses might be partially absorbed by increasing the number of hospital beds.

Short-Run Cost Theory of the Representative
Medical Firm

Before we begin our discussion of the medical firm’s cost curves, we need to address the
difference between the ways economists and accountants refer to costs. In particular,
accountants consider only the explicit costs of doing business when determining the
accounting profits of a medical firm. Explicit costs are easily quantified because a recent
market transaction is available to provide an accurate measure of cost. Wage payments to
the hourly medical staff, electric utility bills, and medical supply expenses are all examples
of the explicit costs medical firms incur because disbursement records can be consulted to
determine the magnitudes of these expenditures.

Economists, unlike accountants, consider both the explicit and implicit costs of produc-
tion. Implicit costs reflect the opportunity costs of using any resources the medical firm owns.

4. In a translog function, (the natural log of) each independent variable enters the equation in both linear and quadratic form.
In addition, a cross-product linear term is created between any two independent variables and specified in the function. Similar
cross-product terms are eliminated from the specification. To ensure a well-behaved function, restrictions are normally imposed
on the parameter estimates.
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For example, a general practitioner (GP) may own the physical assets (such as the clinic
and medical equipment) used in producing physician services. In this case, a recent market
transaction is unavailable to determine the cost of using these assets. Yet an opportunity cost
is incurred when using them because the physical assets could have been rented out for an
alternative use. For example, the clinic could be remodeled and rented as a beauty salon,
and the medical equipment could be rented out to another physician. Thus, the forgone
rental payments reflect the opportunity cost of using the physical assets owned by the GP.°
Consequently, when determining the economic (rather than accounting) profits of a
firm, economists consider the total costs of doing business, including both the explicit and
implicit costs. Economists believe it is important to determine whether sufficient revenues
are available to cover the cost of using all inputs, including those rented and owned. For
example, if the rental return on the physical assets is greater than the return on use, the GP
might do better by renting out the assets rather than retaining them for personal use.

The Short-Run Cost Curves of the Representative Medical Firm

Cost theory is based on the production theory of the medical firm previously outlined and
relates the quantity of output to the cost of production. As such, it identifies how (total and
marginal) costs respond to changes in output. If we continue to assume the two inputs of
nurse-hours, n, and capital, k, the short-run total cost, STC, of producing a given level of
medical output, g, can be written as

(7-6) STC(Q)=w X n +r Xk,

where w and r represent the hourly wage for a nurse and the rental or opportunity cost of
capital, respectively. Input prices are assumed to be fixed, which means the single medi-
cal firm can purchase these inputs without affecting their market prices. This is a valid
assumption as long as the firm is a small buyer of inputs relative to the total number of
buyers in the marketplace.®

Equation 7-6 implies that the short-run total costs of production are dependent on the
quantities and prices of inputs employed. The wage rate times the number of nurse-hours
equals the total wage bill and represents the total variable costs of production. Variable costs
respond to changes in the level of output.” The product of the rental price and the quantity
of capital represent the total fixed costs of production. Obviously, this cost component does
not respond to changes in output, since the quantity of capital is fixed in the short run.

The total product curve not only identifies the quantity of medical output produced by a
particular number of nurse-hours but also shows, reciprocally, the number of nurse-hours
necessary to produce a given level of medical output. With this information, we can determine
the short-run total cost of producing different levels of medical output by following a three-
step procedure. First, we identify, through the production function, the necessary number of

5. The GP’s labor time should also be treated as an implicit cost of doing business if she independently owns the clinic. As an
entrepreneur, the GP does not receive an explicit payment but instead receives any residual profits that are left over after all
other costs are paid. If the physician does not receive an appropriate rate of return, she may leave the area or the profession to
get a better rate of return.

6. If the single firm were a large or an influential buyer, it might possess some “monopsony” power and could affect the market
prices of the inputs.

7. For simplicity, we assume the wage rate represents total hourly compensation, including any fringe benefits.
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FIGURE 7-5
The Short-Run Total Cost Curve
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The short-run total cost, STC, of producing medical services equals the sum of the total variable, STVC, and fixed costs,
STFC. STC first increases at a decreasing rate up to point g, and then increases at an increasing rate with respect to
producing more output. STC increases at an increasing rate after g, because of diminishing marginal productivity.

nurse-hours, n, for each level of medical output. Second, we multiply the quantity of nurse-
hours by the hourly wage, w, to determine the short-run total variable costs, STVC, of produc-
tion, or w X n. Third, we add the short-run total fixed costs, STFC, or r X k, to STVC to derive
the short-run total costs, STC, of production. If we conduct this three-step procedure for each
level of medical output, we can derive a short-run total cost curve like the one in Figure 7-5.

Notice the reciprocal relation between the short-run total cost function in Figure 7-5 and
the short-run total product curve in Figure 7-1. For example, when total product is increas-
ing at an increasing rate up to point n; in Figure 7-1, short-run total costs are increasing
at a decreasing rate up to point g, in Figure 7-5. This is because the increasing productiv-
ity in this range causes the total costs of production to rise slowly. Output increases at a
decreasing rate immediately beyond point n; in Figure 7-1 (as shown by the slope of the
total product curve), and, as a result, short-run total costs increase at an increasing rate
beyond g, in Figure 7-5. Also notice that total costs increase solely because additional
nurses are employed as output expands. Figure 7-5 also shows how short-run total cost can
be decomposed into its variable and fixed components for the level of output g,.

In practice, distinguishing between fixed and variable costs can be particularly challeng-
ing. Recall that variable costs change proportionately, whereas fixed costs do not change, in
response to any adjustment in the quantity of output actually produced. Fixed costs occur
in the short run, during the so-called operating period, when the levels of some inputs are
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fixed. In contrast, all inputs are variable during the long run or planning period, when, for
instance, future budgets are being designed. The physical size of a production facility is
often treated as a fixed input because a significant amount of time is needed to construct
or relocate to a larger building. Hourly workers are typically treated as a variable input
because they can be promptly hired or laid off, depending on the desired adjustment in
output. As you can see, time plays a crucial role in determining the fixity of inputs and
costs. It follows that long-term contracts, although potentially providing offsetting benefits,
impose more fixed costs into a firm’s budget.

In an article in the Journal of the American Medical Association, Roberts et al. (1999) were
interested in distinguishing between the fixed and variable costs at a hospital because they
wanted to know whether a significant amount of hospital costs could be saved by discourag-
ing unnecessary hospital services. Reductions in hospital services can result in more cost sav-
ings when variable costs comprise a greater percentage of overall costs. But as Roberts et al.
note: “A computed tomographic (CT) scan is thought of as an expensive test and a source of
significant cost savings if it is not performed. However, the scanner and space have already
been rented or paid for, and the technician receives a salary that must be paid whether any
individual receives a CT scan or not. If the radiologist who interprets the test is also receiving
a salary, the additional cost to the hospital of doing the test is minimal—the price of radio-
graphic film, paper and contrast.”

Roberts et al. examine the distribution of variable and fixed costs at Cook County
Hospital in Chicago, Illinois, which was an 886-bed urban-public-teaching hospital when
the study was done in 1993. The authors included capital, employee salaries, benefits,
building maintenance, and utilities in the fixed-cost category. Note that employee salaries
were included in the fixed-cost category, with the assumption being that Cook County
was contractually obligated to pay these salaries during the budget period. Variable costs
were specified to include health care worker supplies, such as gloves, patient care supplies,
paper, food, radiographic film, laboratory reagents, glassware, and medications with their
delivery systems such as intravenous catheters or bottles.

The authors found that the fixed costs comprised 84 percent of Cook County’s total
budget at that time. However, they caution that their results may not be applicable to cases
in which hospitals hire more hourly or fee-for-service workers. At Cook County Hospital,
most employees were salaried. But even in the case of nonsalaried personnel, Roberts et al.
note that the intense employee specialization may make it more difficult for hospitals to
downsize than traditional firms. For example, pediatric nurses may not be able to promptly
adapt to adult cardiac care units. Given that a majority of costs were fixed, their study im-
plies that a reduction in hospital services would have very little impact on Cook County’s
costs in the short run.

Short-Run Per-Unit Costs of Production

Another way to look at the reciprocal relation between production and costs is to focus on
the short-run marginal and average variable costs of production. The short-run marginal
costs, SMC, of production are equal to the change in total costs associated with a one-unit
change in output, or

(7-7) SMC = ASTC/Aq.
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In terms of Equations 7-6 and 7-7, the short-run marginal costs of production look like the
following:

(7-8) SMC = Alw X n + r X k)/Aq.

Because the wage rate and short-run fixed costs are constant with respect to output,
Equation 7-8 can be rewritten in the following manner:

(7-9) SMC = w X (An/Aq) = w X (1/MP,) = w/MP,.

Notice on the right-hand side of Equation 7-9 that short-run marginal costs equal the wage
rate divided by the marginal product of nurse-hours.

The short-run average variable costs, SAVC, of production equal the short-run total vari-
able costs, STVC, divided by the quantity of medical output. Because STVC is the total
wage bill (that is, w X n),

(7-10) SAVC = STVC/q = (w X n)/q = w X (1/AP,) = w/AP,

such that SAVC equals the wage rate divided by the average product of a nurse-hour. Notice
that the short-run marginal and average variable costs are inversely related to the marginal
and average products of labor, respectively. Thus, marginal and average variable costs increase
as the marginal and average products fall, and vice versa. Figure 7-6 shows the graphical rela-
tion between the per-unit product and cost curves.

The two graphs in Figure 7-6 clearly point out the reciprocal relation between produc-
tion and costs. For example, after point n, in Figure 7-6(a), diminishing productivity sets
in and the marginal product begins to decline. As a result, the short-run marginal costs
(=w/MP,) increase beyond output level g, given a fixed wage. Similarly, the average prod-
uct of a nurse-hour declines beyond n;, so the average variable costs of production increase
beyond g;. Obviously, the shapes of the marginal cost and average variable cost curves
reflect the law of diminishing marginal productivity. Because of this reciprocal relation,
production and costs represent dual ways of observing various characteristics associated
with the production process.

It is apparent from Equations 7-9 and 7-10 that the maximum points on the marginal
and average product curves correspond directly to the minimum points on the marginal and
average variable cost curves. Note in Figure 7-6(b) that the short-run marginal cost curve
passes through the minimum point of the short-run average variable cost curve. In addi-
tion, the SMC curve lies below the SAVC curve when the latter is decreasing and above the
SAVC curve when it is increasing.

In simple terms, the graph in Figure 7-6(b) identifies how costs behave as the medi-
cal firm alters output in the short run. Initially, as the medical firm expands output and
employs more nurse-hours, both the marginal and average variable costs of production
decline. Eventually, diminishing productivity sets in due to the fixed inputs, and both mar-
ginal and average variable costs increase. It follows that the marginal and average variable
costs of production depend in part on the amount of output a medical firm produces in the
short run.

Besides the marginal and average variable costs of production, decision makers
are interested in the short-run average total costs of operating the medical firm. Following
Equation 7-6, we can find the short-run average total costs of production by summing the
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FIGURE 7-6
Relation between the Per-Unit Product and Cost Curves
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Short-run marginal cost, SMC, equals the change in total costs brought on by a one-unit change in output. Short-run
average variable cost, SAVC, equals short-run total variable cost divided by total output. SMC and SAVC are inversely
related to marginal and average productivity. For example, marginal costs decline as marginal productivity increases.
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FIGURE 7-7
Relation among Short-Run Marginal, Average Variable, and Average Total Costs
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Short-run average total cost, SATC, equals the sum of short-run average variable cost, SAVC, and short-run average
fixed cost, SAFC. Hence, SAFC is reflected in the vertical distance between the SATC and SAVC curves at each level of
output. SMC cuts both of the average cost curves at their minimum points. SMC lies above the SAVC and SATC curves
when they are rising and below them when they are falling.

average variable costs and average fixed costs.® Short-run average fixed costs (SAFC) are
simply total fixed costs (STFC) divided by the level of output, or

(7-11) SAFC = STFC/q.

Because by definition the numerator in Equation 7-11 is fixed in the short run, the SAFC
declines as the denominator, medical services, increases in value. Consequently, the aver-
age fixed costs of production decline with greater amounts of output because total fixed
costs (or overhead costs) are spread out over more and more units.

Figure 7-7 shows the graphical relation among SMC, SAVC, and, short-run average total
cost, SATC. Note that the marginal cost curve cuts the average total cost curve at its minimum

8. Equation 7-6 can be rewritten as

(7-6a) STC = STVC + STFC.
Dividing both sides of Equation 7—6a by the level of output gives

(7-6b) STC/q = STVC/q + STFC/q.
Thus, by definition;

(7-6c) SATC = SAVC + SAFC.
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point. (The minimum SATC lies to the right of the minimum SAVC. Why?) Also, note that the
vertical distance between the average total and variable cost curves at each level of output
represents the average fixed costs of production. This should not be surprising, since total
costs include both variable and fixed costs. The vertical distance between the two curves gets
smaller as output increases because the SAFC approaches zero with increases in output. One
implication of the model is that average total costs increase at some level of output because
eventually the cost-enhancing impact of diminishing productivity outweighs the cost-reducing
tendency of the average fixed costs.

The unwitting reader may think that the medical firm should choose to produce at the
minimum point on the SATC curve because average costs are minimized. As mentioned
earlier, however, the level of output the medical firm chooses depends on the firm’s objec-
tive (for example, to achieve maximum or break-even level of profits). Hence, a proper
analysis requires some knowledge of the revenue structure in addition to the cost structure.
In later chapters, we entertain some alternative objectives that may motivate the production
behavior of medical firms. For now, however, assume for pedagogical purposes that the
firm has chosen to produce the level of medical output, g, in Figure 7-7. Let’s identify
the various costs associated with producing g, units of medical output.

The identification of the per-unit cost of producing a given level of output is a fairly
easy matter. We can determine the per-unit cost by extending a vertical line from the
appropriate level of output until it crosses the cost curves. For example, the average total
cost of producing g, units of output is SATC,, while the average variable cost is SAVC,. The
average fixed cost of producing g, units of output is represented by the vertical distance
between SATC, and SATC,, or distance ab. In addition, SMC, identifies the marginal cost
of producing one more unit assuming the medical firm is already producing g, units of
medical services.

Now suppose that instead of the per-unit costs, we want to identify the various total
costs (that is, STC, STVC, and STFC) associated with producing g, units of output. We can
do this by multiplying the level of output by the per-unit costs of production. For example,
the rectangle SAVC,—b—q,—0 in Figure 7-7 measures the total variable costs of producing
g, units of output, since it corresponds to the area found by multiplying the base of 0—q,
by the height of 0-SAVC,. Following similar logic, the total fixed costs are represented by
rectangle SATC,—a—b—SAVC,, and total costs can be measured by area SATCy—a—q,—0.
The ability to interpret and read these cost curves is useful for the discussion that follows.

Factors Affecting the Position of the Short-Run Cost Curves

A variety of short-run circumstances affect the positions of the per-unit and total cost curves.’
Among them are the prices of the variable inputs, the quality of care, the patient case-mix,
and the amounts of the fixed inputs. Whenever any one of these variables changes, the
positions of the cost curves change through either an upward or a downward shift depend-
ing on whether costs increase or decrease. For example, if input prices increase in the short
run, the cost curves shift upward to reflect the higher costs of production (especially since

9. The position of the average and total fixed cost curves is influenced by the price of the fixed input. Fixed costs do not
affect the typical marginal decision in the short run. Therefore, we do not discuss the factors affecting the position of the
fixed cost curves.
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SAVC = w/AP, and SMC = w/MP,). If input prices fall in the short run, the cost curves
shift downward to indicate the lower production costs.

Furthermore, if the medical firm increases the quality of care or adopts a more severe
patient case-mix, the cost curves respond by shifting upward. That is because a higher
quality of care or a more severe patient case-mix means that a unit of labor is less able
to produce as much output in a given amount of time. In terms of our formal analysis, a
higher quality of care or a more severe patient case-mix reduces the average and marginal
productivity of the labor input and thereby raises the costs of production. For example, a
nurse can care for many more patients within an hour when these patients are less severely
ill and quality of care is of secondary importance. Conversely, a reduction in the quality of
care or a less severe patient case-mix is associated with lower cost curves.

Finally, a change in the amount of the fixed inputs can alter the costs of production. For
example, it can be shown that excessive amounts of the fixed inputs lead to higher short-
run costs (Cowing and Holtmann, 1983). We discuss the specific reasoning underlying the
relation between fixed inputs and short-run costs when we examine the long-run costs of
production later in this chapter.

In sum, a properly specified short-run total variable cost function for medical services
should include the following variables:

(7-12) STVC = f(output level, input prices, quality of care, patient case-mix,
quantity of the fixed inputs).

We suspect that these factors can explain cost differentials among medical firms in the same
industry. Specifically, output influences short-run variable costs by determining where the
medical firm operates along the cost curve, whereas the other factors affect the location
of the curve. Most likely, high-cost medical firms are associated with more output, higher
wages, increased quality, more severe patient case-mixes, and/or an excessive quantity of
fixed inputs.

Estimating a Short-Run Cost Function for Hospital Services

Cowing and Holtmann (1983) empirically estimated a short-run total variable cost function
for a sample of 138 short-term general care hospitals in New York using 1975 data. Along
the lines of Equation 7-12, they specified the short-run total variable cost, STVC, function
in the following general form:

(7-13) STVC = f(q1, @3> 3> Qa> G5, Wy, W, W3, Wy, Ws, W, K, A).

Each g; (i = 1,5) represents the quantity of one of five different patient services—emergency
room care, medical-surgical care, pediatric care, maternity care, and other inpatient care—
measured in total patient days; each w; (j = 1,6) stands for one of six different variable input
prices for nursing labor, auxiliary labor, professional labor, administrative labor, general labor,
and material and supplies; K is a single measure of the capital stock (measured by the market
value of a hospital); and A is the fixed number of admitting physicians in the hospital.'

10. Cowing and Holtmann also specify two dummy variables reflecting for-profit versus not-for-profit ownership status and teaching
versus nonteaching institution as a way to control for differences in quality and case-mix severity across hospitals. The inadequate
control for quality and severity of case-mix is one of the few faults we can find with this paper.
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Compared to Equation 7-12, Cowing and Holtmann’s specification of the cost function is
more complex and introduces a greater degree of realism into the empirical analysis. First,
the hospital is realistically treated as a multiproduct firm, simultaneously producing and sell-
ing five different types of patient services. Second, instead of our single variable input price
(that is, hourly nurse wage), six different variable input prices are specified. Finally, Cowing
and Holtmann include the number of admitting physicians in the model because they play
such a key role in the hospital services production process.

The authors assumed a multiproduct translog cost function for Equation 7-13. We do
not discuss the properties associated with this specific functional form; it suffices to note
that this flexible form enables us to assess a large number of real-world characteristics
associated with the production process.

First, this functional form allows for an interaction among the various outputs so that
economies of scope can be examined. Economies of scope result from the joint sharing
among related outputs of resources, such as nurses, auxiliary workers, and administrative
labor. Scope economies exist if the joint cost of producing two outputs is less than the sum of
the costs of producing the two outputs separately. For example, many colleges and universi-
ties produce both an undergraduate and a graduate education jointly due to perceived cost
savings from economies of scope. The same professors, library personnel, and buildings can
be used in producing both educational outputs simultaneously.

Cowing and Holtmann found some very intriguing results. First, their study reveals evi-
dence of short-run economies of scale, meaning that an increase in output results in a less
than proportionate increase in short-run total variable costs. Evidence of short-run econo-
mies indicates that the representative hospital operates to the left of the minimum point
on the short-run average variable cost curve and implies that larger hospitals produce at a
lower cost than smaller ones in the short run. They point out that this result is consistent
with the view that aggregate hospital costs could be reduced by closing some small hospi-
tals and merging the services among the remaining ones.

Second, in contrast to scale economies, Cowing and Holtmann discovered only limited
evidence for economies of scope with respect to pediatric care and other services. They also
found limited evidence to support diseconomies of scope with respect to emergency services
and other services. In fact, they argued that the results for both scope and scale economies
indicate that larger but more specialized hospitals may be more effective given the signifi-
cance of the scale effects and the general lack of any substantial economies of scope.

Third, Cowing and Holtmann also noted that the short-run marginal cost of each output,
ASTVC/Ag;, declined and then became constant over the levels of output observed in their
study. For example, the marginal cost of an emergency room visit was found to be approxi-
mately $32 for 54,000 visits per year and about $20 for 100,000 visits per year. For medical-
surgical care, marginal cost was found to fall from $255 per patient day for 6,000 annual
patient days to around $100 for 300,000 annual total patient days. For maternity care, the
evidence suggests that the marginal costs of $540 per patient day for hospitals with 1,500
total annual patient days declined to $75 for hospitals with 20,000 total annual patient
days. Eventually each of the marginal costs leveled off.

Finally, Cowing and Holtmann estimated the short-run elasticities of input substitution
between all pairs of variable inputs. They reported that the results indicate a substantial
degree of substitutability between nursing and professional workers, nursing and general
workers, nursing and administrative workers, and professional and administrative labor.
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The Cost-Minimizing Input Choice

A medical firm makes choices concerning which variable inputs to employ. Recognizing
that there is usually more than one way to produce a specific output, medical firms typ-
ically desire to produce with the least-cost or cost-minimizing input mix. For example,
suppose administrators desire to produce some given amount of medical services, q,, at
minimum total cost, TC, using two variable inputs: registered nurses, RN, and licensed
practical nurses, LPN. (For ease of exposition, we ignore the capital input in this example.)
These two inputs are paid hourly wages of wy and w;, respectively. The medical firm wants
to minimize

(7-14) TC(g,) = wg X RN + w; X LPN
subject to
(7-15) qo = f(RN,LPN)

by choosing the proper mix of registered nurses and licensed practical nurses.

Taken together, Equations 7-14 and 7-15 mean that administrators want to minimize
the total cost of producing g, units of medical services by choosing the “right,” or efficient,
mix of RNs and LPNs so that TC(q,) is as low as possible and sufficient amounts of the
two inputs are available to produce g,. The efficient combination depends on the marginal
products and relative prices of the two inputs. By using a mathematical technique called
constrained optimization, we can show that the efficient mix of RNs and LPNs is chosen
when the following condition holds:!

(7-106) MPry/wg = MPppy/Wy.

Equation 7-16 means that the marginal product to price ratio is equal for both registered
nurses and licensed practical nurses in equilibrium. The equality implies that the last dollar
spent on registered nurses generates the same increment to output as the last dollar spent
on licensed practical nurses. As a result, a rearranging of expenditures on the two inputs
cannot generate any increase in medical services, since both inputs generate the same out-
put per dollar at the margin.!?

To more fully appreciate this point, suppose this condition does not hold such that

(7-17) MPgyn/wyg < MPppn/wy.

In that case, the last dollar spent on a licensed practical nurse generates more output than
the last dollar spent on a registered nurse. A licensed practical nurse is more profitable for
the hospital at the margin, because the medical organization receives a “bigger bang for the
buck.” But as the organization hires more LPNs and fewer RNs, the marginal productivities
adjust until the equilibrium condition in Equation 7-16 results. Specifically, the marginal
productivity of the LPNs decreases, while the marginal productivity of the RNs increases
due to diminishing marginal productivity.

For example, suppose a newly hired RN can service six patients per hour and a newly
hired LPN can service only four patients per hour. At first blush, with no consideration of

11. The interested reader can consult Chiang (1984).
12. The astute reader most likely recognizes that Equation 7—16 is similar to the utility-maximizing condition noted in Chapter 5.
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the price of each input, the RN might appear to be the “better buy” because productivity
is 50 percent higher. But suppose further that the market wage for an RN is $20 per hour,
while an LPN requires only $10 per hour to work at the medical facility. Given relative input
prices, the 50 percent higher productivity of the RN costs the medical facility 100 percent
more. Obviously, the LPN is the better buy. That is, the last dollar spent on an LPN results
in the servicing of 0.4 additional patients per hour, while a dollar spent on an RN allows the
servicing of only 0.3 more patients per hour.

As another example, most physicians are not hospital employees and paid an explicit
salary; instead they are granted admitting privileges by the hospitals. The granting of
admitting privileges comes at a cost to the hospital, however. For example, the hospital
incurs costs when it reviews and processes the physician’s application, monitors the physi-
cian’s performance to ensure quality control, and allows the physician to use its resources.
Based on their empirical procedure discussed earlier, Jensen and Morrisey (1986) were able
to estimate the shadow price, or implicit cost, of a physician with admitting privileges at a
representative hospital. They imputed the shadow price of a physician by using the condi-
tion for optimal input use. Following the format of Equation 7-16, the optimal combination
of doctors, doc, and nurses, n, is chosen when

(7_18) MPdoc/wdoc = MPn/wn-

By substituting in the estimated marginal products for doctors (6.05) and nurses (20.3)
from their study, and the sample average for the annual nurses’ salary ($23,526), Jensen
and Morrisey solved for the shadow price of a doctor, wy,.. The resulting figure implies that
the typical hospital in the sample incurred implicit costs of approximately $7,012 per year
from granting admitting privileges to the marginal physician.

Long-Run Costs of Production

Up to now, we have focused on the short-run costs of operation and assumed that one
input is fixed. The fixed input leads to diminishing returns in production and to U-shaped
average variable and total cost curves. In the long run, however, when the medical firm is
planning for future resource requirements, all inputs, including capital, can be changed.
Therefore, it is also important to analyze the relation between output and costs when all
inputs are changed simultaneously in the long run.

Long-Run Cost Curves

The long-run average total cost curve can be derived from a series of short-run cost curves,
as shown in Figure 7-8. The three short-run average total cost curves in the figure reflect
different amounts of capital. For example, each curve might reflect the short-run average
total costs of producing units of medical services in physically larger facilities of sizes k;, k,,
and k;. If decision makers know the relation among different-size facilities and the short-run
average total costs, they can easily choose the SATC or size that minimizes the average cost
of producing each level of medical services in the long run.

For example, over the range 0 to q,, facility size k; results in lower costs of production
than either size k, or k;. Specifically, notice that at output level g;, SATC, exceeds SATC, by
a significant amount. Therefore, the administrators choose size k; if they desire to produce
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FIGURE 7-8
The Short-Run Average Cost Curves and the Long-Run Planning Curve
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Allinputs are variable in the long run. SATC,, SATC,, and SATC; represent the cost curves for small, medium, and large
facilities, respectively. If decision makers choose the efficiently sized firm for producing output in the long run, a long-
run average total cost, LATC, can be derived from a series of short-run average total cost curves brought on by an
increase in the stock of capital. The U shape of the LATC reflects economies and diseconomies of scale.

@, units of medical services at least cost in the long run. Similarly, from g, to g, facility size
k,, associated with SATC,, results in lower costs than either size k; or k;. Beyond gy, units of
medical services (say, g,), a size of k; enables lower costs of production in the long run.

The three short-run cost curves in Figure 7-8 paint a simplistic picture, since conceptu-
ally each unit of medical services can be linked to a uniquely sized cost-minimizing facility
(assuming capital is divisible). If we assume a large number of possible sizes, we can draw
a curve that connects all the cost-minimizing points on the various short-run average total
cost curves. Each point indicates the least costly way to produce the corresponding level of
medical services in the long run when all inputs can be altered. Every short-run cost curve is
tangent to the connecting or envelope curve, which is referred to as the long-run average total
cost (LATC) curve. The curve drawn below the short-run average cost curves in Figure 7-8
represents a long-run average total cost curve.

Notice that the U-shaped long-run average cost curve initially declines, reaches a mini-
mum, and eventually increases. Interestingly, both the short-run and long-run average cost
curves have the same shape, but for different reasons. The shape of the short-run average
total cost curve is based on the law of diminishing productivity setting in at some point. In
the long run, however, all inputs are variable, so by definition a fixed input cannot account
for the U-shaped long-run average cost curve. Instead, the reason for the U-shaped LATC
curve is based on the concepts of long-run economies and diseconomies of scale.
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Long-run economies of scale refer to the notion that average costs fall as a medical
firm gets physically larger due to specialization of labor and capital. Larger medical firms
are able to utilize larger and more specialized equipment and to more fully specialize the
various labor tasks involved in the production process. For example, people generally get
very proficient at a specific task when they perform it repeatedly. Therefore, specialization
allows larger firms to produce increased amounts of output at lower per-unit costs. The
downward-sloping portion of the LATC curve in Figure 7-8 reflects economies of scale.

Another way to conceptualize long-run economies of scale is through the direct relation
between inputs and output, or returns to scale, rather than output and costs. Consistent
with long-run economies of scale is increasing returns to scale. Increasing returns to scale
result when an increase in all inputs results in a more than proportionate increase in output.
For example, a doubling of all inputs that results in three times as much output is a sign
of increasing returns to scale. Similarly, if a doubling of output can be achieved without a
doubling of all inputs, the production process exhibits long-run increasing returns, or econo-
mies of scale.

Most economists believe that economies of scale are exhausted at some point and disec-
onomies of scale set in. Diseconomies of scale result when the medical firm becomes too
large. Bureaucratic red tape becomes common, and top-to-bottom communication flows
break down. The breakdown in communication flows means management at the top of the
hierarchy has lost sight of what is taking place at the floor level. As a result, poor decisions
are sometimes made when the firm is too large. Consequently, as the firm gets too large,
long-run average costs increase. Diseconomies of scale are reflected in the upward-sloping
segment of the LATC curve in Figure 7-8.

Diseconomies of scale can also be interpreted as meaning that an increase in all inputs re-
sults in a less than proportionate increase in output, or decreasing returns to scale. For exam-
ple, if the number of patient-hours doubles at a dental office and the decision maker is forced
to triple the size of each input (staff, office space, equipment, and so on), the production pro-
cess at the dental office is characterized by decreasing returns, or diseconomies of scale.

Another possibility, not shown in Figure 7-8, is that the production process exhibits
constant returns to scale. Constant returns to scale occur when, for example, a doubling
of inputs results in a doubling of output. In terms of long-run costs, constant returns imply
a horizontal LATC curve, in turn implying that long-run average total cost is independent
of output.

Shifts in the Long-Run Average Cost Curve

The position of the long-run average cost curve is determined by a set of long-run circum-
stances that includes the prices of all inputs (remember, capital is a variable input in the
long run), quality (including technological change), and patient case-mix. When these cir-
cumstances change on a long-run basis, the long-run average cost curve shifts up or down
depending on whether the change involves higher or lower long-run costs of production.
For example, an increase in the long-run price of medical inputs leads to an upward shift in
the long-run average cost curve. A cost-saving technology tends to shift the long-run aver-
age cost curve downward. Conversely, a cost-enhancing technology increases the average
costs of production in the long run and shifts the LATC curve upward. Higher quality of
care and more severe patient case-mixes also shift the LATC curve upward.
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Long-Run Cost Minimization and the Indivisibility of Fixed Inputs

Long-run cost minimization assumes that all inputs can be costlessly adjusted upward or
downward. For an input such as an hourly laborer, employment adjustments are fairly
simple because hours worked or the number of workers can be changed relatively easily.
Capital inputs cannot always be as easily changed, however, because they are less divis-
ible. As a result, a medical firm facing a sharp decline in demand may be unable to reduce
the physical size of its facility. For example, Salkever (1972) found that hospitals realize
less than 10 percent of the desired cost savings per year.!® Therefore, medical firms may
adjust slowly to external changes, not produce in long-run equilibrium, and operate with
excess capital relative to a long-run equilibrium point.

Figure 7-9 clarifies this point. Suppose that initially a dental clinic produces g, amount of
output (say, dental patient-hours) with a facility size of 1,200 square feet, as represented by
the curve SATC,. This represents a long-run equilibrium point because the efficient plant size
is chosen such that SATC, is tangent to the LATC curve at q; that is, g, is produced at the low-
est possible long-run cost and 1,200 square feet is the efficiently sized facility. Now suppose
output sharply falls to g, due to a decline in demand. Long-run cost minimization suggests
that the dental firm will reduce the size of its facility to that represented by SATC, and oper-
ate at point a on the LATC curve. It might do this by selling the old facility and moving into
a smaller one. Because it may take time to adjust to the decline in demand, the dental clinic
may not operate on the long-run curve at g; (point a) but instead continue to operate with the
larger facility as represented by point b on SATC,. The dental clinic incurs higher costs of pro-
duction as indicated by the vertical distance between points b and a in the figure.

Cowing and Holtmann (1983) derived a test to determine whether firms are operating in
long-run equilibrium. Using a simplified version of Equation 7-12, we can write a long-run
total cost (LTC) function as

(7-19) LTC = STVC(q, w, k) + r X k,

where all variables are as defined earlier. According to Equation 7-19, long-run total costs
equal the sum of (minimum) short-run total variable costs and capital costs. The level of short-
run total variable costs is a function of, or depends on, the quantity of output, the wage rate,
and the quantity of capital (and other things excluded from the equation for simplification).

According to Cowing and Holtmann, a necessary condition for long-run cost minimiza-
tion is that ASTVC/Ak = —r'*. The equality implies that the variable cost savings realized
from substituting one more unit of capital must equal the rental price of capital in long-run
equilibrium. That is, the marginal benefits and costs of capital substitution should be equal
when the firm is minimizing the long-run costs of production. A nonnegative estimate for
ASTVC/Ak is a sufficient condition for medical firms to be overemploying capital. A non-
negative estimate implies that the cost of capital substitution outweighs its benefit in terms
of short-run variable cost savings.

In their study, Cowing and Holtmann specified two fixed inputs: capital and the number
of admitting physicians. As with capital, hospitals may operate with an excessive number of

13. As cited in Cowing et al. (1983, p. 265).

14. This equality can be derived by taking the first derivative of Equation 7—-19 with respect to k and setting the resulting expression
equal to zero.
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FIGURE 7-9
Long-Run Disequilibrium of the Medical Firm
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A firm may not operate in long-run equilibrium because of the sizeable costs of adjusting to a sharp change in demand.
For example, assuming that the dental clinic is initially producing in long-run equilibrium at g, and output sharply falls
to gy, it may take time for the dental clinic to downsize its capital facility. As a result, the dental clinic may operate with
costs, point b, that are higher than that predicted by long-run equilibrium, point a.

admitting physicians relative to a long-run equilibrium position. That is because the loss of
one admitting physician can mean the loss of many more patients in the future. Cowing and
Holtmann estimated the change in short-run total variable costs resulting from a one-unit
change in capital and number of admitting physicians. Both estimates were found to be posi-
tive rather than negative. Thus, the authors found that the “average” hospital in their New
York sample operated with too much capital and too many physicians. Their empirical results
suggest that hospitals could reduce their costs by limiting the amount of capital and control-
ling the number of physicians.

Neoclassical Cost Theory and the Production
of Medical Services

The cost theory introduced in this chapter, typically referred to as neoclassical cost theory
under conditions of perfect certainty, assumes firms produce as efficiently as possible and
possess perfect information regarding the demands for their services. Based on the under-
lying theory, the short-run or long-run costs of producing a given level of output can be
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determined by observing the relevant point on the appropriate cost curve. However, when
applied to medical firms, this kind of cost analysis may be misleading for two reasons.

First, some medical firms, such as hospitals or nursing homes, are not-for-profit entities
or are reimbursed on a cost-plus basis or both. Therefore, they may not face the appropri-
ate incentives to produce as cheaply as possible and, consequently, may operate above
rather than on a given cost curve. Second, medical firms may face an uncertain demand for
their services. Medical illnesses occur irregularly and unpredictably, and therefore medical
firms such as hospitals may never truly know the demand for their services until the actual
events take place. Accordingly, medical firms may produce with some amount of reserve
capacity just in case an unexpected large increase in demand occurs.

Although these two considerations may pose problems when conducting a cost analysis
of medical firms, do not be misled into thinking that the material in this chapter is without
value. That is clearly not the case. These two considerations are modifications that can and
should be incorporated into the cost analysis when possible. Indeed, a strong grounding
in neoclassical cost analysis under conditions of perfect certainty is necessary before any
sophisticated analyses or model extensions can be properly conducted and understood.

Summary

In this chapter, we focused on characteristics and concepts pertaining to the costs of pro-
ducing medical services. First, we examined the underlying production behavior of a single
medical firm. The short-run production function that resulted from this examination relates
productivity to input usage. Among the more important principles we examined was the
law of diminishing marginal productivity, the notion that the marginal and average produc-
tivities of a variable input first increase but eventually fall with greater input usage because
a fixed input places a constraint on production.

Second, we discussed the inverse relation between productivity and costs. Simply stated,
increasing marginal and average productivities translate into decreasing marginal and av-
erage variable costs. Conversely, declining productivities imply higher per-unit costs of
production. As a result, the average variable cost curve is U-shaped, implying that the aver-
age variable cost of production first decreases with greater production but at some point
begins to increase as output expands. Taking the property of fixed costs into consideration,
we also derived a U-shaped short-run average cost curve, which relates average operating
costs to the amount of medical services produced.

Finally, we examined some concepts relating to long-run costs of production, including econ-
omies and diseconomies of scale. We also discussed the determinants of the optimal input mix.

Review Questions and Problems

1. Suppose you are to specify a short-run production function for dental services. What
inputs might you include in the production function? Which would be the variable in-
puts and which the fixed inputs?

2. In your own words, explain the law of diminishing marginal productivity. Be sure to
mention the reason this law tends to hold in the short run.

3. Explain the difference between technical efficiency and economic efficiency.
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. Discuss the relation between the marginal and average productivity curves and the

marginal and average variable cost curves.

. What does the elasticity of substitution illustrate? How is it expressed mathematically?

What two factors affect its magnitude?

. Explain the difference between the explicit and implicit costs of production. Cite an

example of each.

. Suppose that with 400 patients per year, the SAFC, SATC, and SMC of operating a phy-

sician clinic are $10, $35, and $30 per patient, respectively. Furthermore, suppose the
physician decides to increase the annual patient load by one more patient. Using short-
run cost theory, explain the impact of this additional patient on the SAVC and SATC. Do
they increase or decrease? Why?

. What factors shift the short-run average variable and total cost curves? Explain why

these curves would shift up or down in response to changes in these factors.

. Suppose you are to specify a short-run total variable cost function for a nursing home.

Explain the variables you would include in the function. What is the expected relation
between a change in each of these variables and short-run total variable costs?

What does economies of scope mean? Provide an example.

Explain the reasoning behind the U shape of the long-run average total cost curve.
Why might this cost curve shift upward?

You are responsible for hiring one of two hygienists for a dental office. The first dental
hygienist has 25 years of experience. Given her record, she is likely to satisfactorily ser-
vice 16 patients per day. Her hourly wage would be approximately $16 per hour. The
other hygienist is new to the industry. He is expected to satisfactorily service 10 patients
per day at an hourly wage of $8. Which dental hygienist would be the better hire? Why?
Santerre and Bennett (1992) estimated the short-run total variable cost function for a
sample of 55 for-profit hospitals in Texas (t-statistics are in parentheses below the esti-
mated coefficients).

In STVC = 1.31 + 0.47In g + 0.80ln w + 0.73In QUALITY

(0.69) (3.31) (4.42) (2.58)
+ 0.11ln CASEMIX + 0.29In k + 0.071ln DOC
(1.48) (3.16) (0.88)
+ Other factors
Adj. R® = 0.95
N =55

where STVC = short-run total variable cost, ¢ = a measure of output (total inpatient

days), w = average wage rate or price of labor, QUALITY = a measure of quality (num-

ber of accreditations), CASEMIX = an indicator of patient case-mix (number of ser-

vices), k = a measure of capital (beds), and DOC = number of admitting physicians.

All variables are expressed as natural logarithms (In), so the estimated coefficients can

be interpreted as elasticities.

A. How much of the variation in STVC is explained by the explanatory variables? How
do you know that?

B. Which of the estimated coefficients are not statistically significant? Explain.

C. Does the estimated coefficient on output represent short-run economies or disec-
onomies of scale? Explain.
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D. What are the expected signs of the coefficient estimates on w, QUALITY, and
CASEMIX? Explain.

E. Provide an economic interpretation of the magnitude of the estimated coefficient
on w.

F. What do the estimated coefficient on k and DOC suggest about the amount of capital
and physicians at the representative hospital?

14. Draw a U-shaped LATC curve. Then draw the related long-run marginal cost (LMC)
curve, keeping in mind the geometric relation between marginal cost and average cost
(see the discussion on short-run cost curves). What is the relation between LATC and
LMC when increasing returns to scale are present? Between LATC and LMC when the
production process exhibits decreasing returns to scale? What type of returns to scale
holds when LMC equals LATC?

15. Describe the two limitations associated with the cost theory provided in this chapter
when it is applied to explain the behavior of medical firms.

16. Suppose that you are interested in comparing the costs of producing inpatient services
at Saving Grace Hospital with those at ACME Hospital. Further suppose that the two
hospitals annually admit about 24,000 and 32,000 patients, respectively, at average
short-run total costs per admission of roughly $11,000 and $12,000.

A. Why may these two dollar figures not represent the economic cost of providing
inpatient services at these two hospitals? Explain fully.

B. Suppose that these cost figures accurately reflect the economic costs of providing
inpatient services at these two hospitals and that the two hospitals face the same
average total cost curve. Draw a graphical representation of the average total cost
curve (only) and graphically show and verbally explain why ACME Hospital pro-
duces at a higher cost than Saving Grace Hospital.

C. Using cost theory as presented in class and the text, identify and fully explain four
other factors that might explain why ACME Hospital has higher average costs of
production than Saving Grace Hospital.

D. Fully explain how the comparative analysis becomes muddled if one considers that
one (or both) of the two hospitals is not organized on a for-profit basis.

Online Resources

To access Internet links related to the topics in this chapter, please visit our website at
WWww.cengage.com/economics/santerre.
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“Genentech'’s Activase Faces Competition from New Set of Blood-Clot
Dissolvers” (The Wall Street Journal).

“Market Forces Are Starting to Produce Significant Cuts in Health-Care Costs”
(The Wall Street Journal).

“Price Competition Hits Hospitals” (Hartford Courant).

“Yes, the Market Can Curb Health Costs” (Fortune).

In Chapter 3 we discussed the efficient allocation of resources in the context of a
benevolent surgeon general in a hypothetical economy. We learned, from a theoreti-
cal perspective, that an efficient allocation of resources occurs when each good and
service is produced at the point where marginal social cost equals marginal social
benefit. Taking the discussion a step further, Chapter 4 pointed out that actual deci-
sions in the real world concerning resource allocation may be conducted at a cen-
tralized or decentralized level.

Continuing with this line of reasoning, this chapter develops a theoretical frame-
work to examine how resource allocation takes place in a decentralized medical
marketplace. That is, instead of a benevolent dictator, the decisions of individual
consumers and producers allocate society’s scarce resources among various goods
and services. The analysis allows the marketplace to take on varying degrees of
competition.

At the top of this page are various headlines from the popular press extolling the ex-
istence and virtues of competitive markets for medical services. The belief many people
hold in the ability of competitive markets to efficiently allocate resources should not
surprise anyone schooled in economics. According to traditional microeconomic theory,
perfect competition creates a “survival of the fittest” market mentality and thereby
forces firms to satisfy consumer wants and produce with least-cost methods of produc-
tion. If competition has the power to weave this same magic in medical markets, incen-
tives exist for medical firms to offer high-quality, cost-effective medical products at the
lowest possible prices. With health care costs comprising such a significant percentage
of national income, competitive behavior among medical firms might be a welcome
sight in today’s health economy.
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But are the various features normally associated with perfect competition applicable to med-
ical care industries? Do the characteristics necessary for a perfectly competitive framework hold
in medical markets? If some particular medical industries closely resemble the perfectly com-
petitive model, how are markets expected to behave according to economic theory? What hap-
pens to market outcomes if markets are not perfectly competitive? This chapter answers these
questions. Specifically, the chapter:

¢ introduces the structure, conduct, and performance paradigm of industrial organization

e discusses the structural characteristics of perfect competition, monopolistic competition,
oligopoly, and monopoly

e shows how a perfectly competitive market determines the price and quantity of a good
or service, allocates resources, and corrects for shortages and surpluses

e examines the characteristics of pure monopoly

e compares and contrasts perfect competition and pure monopoly with respect to
resource allocation

e discusses intermediate market outcomes between the polar extremes of perfect
competition and pure monopoly

e provides a conceptual and empirical framework for defining the relevant market,
measuring market concentration, and identifying market power.

Structure, Conduct, and Performance Paradigm

When conducting an industry study, many economists rely on the structure, conduct, and
performance (SCP) paradigm developed in industrial organization (I0), a field of econom-
ics interested in the behavior of firms and markets. Figure 8-1 illustrates the major ele-
ments that constitute the SCP paradigm. The first of the three important elements in the IO
triad, market structure, establishes the overall environment or playing field within which
each firm operates. Essential market structure characteristics include the number and size
distribution of the sellers and buyers, the type of product offered for sale, barriers to entry,
and whether any asymmetry of information exists between buyers and sellers. Entry bar-
riers reflect any increased costs that new firms must incur relative to existing firms when
entering a particular market. As we will see in this chapter, high costs may deter entry.
Product type considers whether firms in the same industry produce standardized or dif-
ferentiated products. As we will learn, differentiated products are less substitutable and
may thereby reduce the level of actual competition observed in an industry. Also notice in
Figure 8-1 that market structure often differs across industries because of variations in ba-
sic conditions, including the underlying technological base, the legal environment, demand
conditions, and economies of scale. All of these basic conditions tend to affect the number
and size distribution of firms observed in an industry.

Market conduct, the second element, shows up in pricing, promotion, and research and
development activities. Whether a firm decides its policies independently or in conjunction
with other firms in the market has a crucial impact on the conduct of the industry. The
third element, market performance, feeds off conduct and is reflected in the degree of pro-
duction and allocative efficiencies, equity, and technological progress.

Overall, the IO triad predicts that the structure of an industry, in conjunction with the objec-
tives of firms (see Figure 8-1), determines the conduct of the firms, which in turn influences
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FIGURE 8-1
The Industrial Organization Triad
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market performance. While significant feedback effects exist among the three elements, the
overriding implication of the model is that the structure of the market indirectly affects indus-
trial performance through its impact on the market conduct of individual firms. An underlying
belief of the SCP analysis is that society values greater efficiency and technological progress,
and fairness in the distribution of income. If unfettered markets do not produce desired lev-
els of performance, the general idea is that public policies should be aimed at correcting this
failure of the market. For example, public policies may involve restructuring or regulating an
industry. For this reason, public policies also show up in the SCP paradigm of Figure 8-1.
Microeconomic theory offers the theoretical connection between market structure and
performance as discussed more fully in this chapter. The theory argues that profit-seeking
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firms are usually driven by competitive market forces to serve the interests of society by
efficiently allocating scarce resources—the so-called invisible hand of Adam Smith. When
competitive market forces are absent or weak because firms acquire market power, profit
seeking may lead to a misallocation of society’s resources. Market power refers to the firm’s
ability to restrict output (or quality) and thereby raise price. The amount of market power
held by an individual firm or a collection of firms is a matter of degree and is dictated by
the various characteristics that make up market structure. Table 8-1 presents the various
structural characteristics that interact to affect the degree of market power possessed by
firms. Across the top of the table, the degree of market power is measured from 0 to 100
percent. The next row gives four market structure classifications commonly identified by
economists, from the most (perfect competition) to the least (pure monopoly) competitive.
The body of the table lists the major characteristics of each type of market structure.
According to Table 8-1, the characteristics of perfect competition are many sellers pos-
sessing tiny market shares, a homogeneous product, no barriers to entry, and perfect buyer
information. The characteristics of many sellers with tiny market shares and homogeneous
products, taken together, mean that a considerable amount of actual competition exists in
the industry because many substitute firms offer identical products. No barriers to entry
suggest that the threat of potential competition is high because nothing prevents new
firms from entering the industry. For example, a single supplier of frozen pizzas may be
reluctant to increase their price if resulting higher profits entice new firms offering frozen
pizzas to enter the market. The high degree of both actual and potential competition in a
perfectly competitive market indicates that a single firm lacks any market power.
Monopolistic competition refers to a market that has many sellers possessing relatively
small market shares, a product that is somewhat differentiated across firms, no barriers to
entry, and some slight imperfections concerning consumer information. Numerous sellers
and no entry barriers imply that a single monopolistically competitive firm may also lack

TABLE 8-1
Market Structure and Market Power
Degree of Market Power
0% 100%
Perfect Monopolistic Pure
Characteristics Competition Competition Oligopoly Monopoly
Number of sellers Many Many Few, dominant One
Individual firm's Tiny Small Large 100%
market share
Type of product Homogeneous  Differentiated Homogeneous Homogeneous
or differentiated by definition
Barriers to entry None None Substantial Complete
Buyer Perfect Slightly Perfect or Perfect or
information imperfect imperfect imperfect
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market power. However, a monopolistically competitive firm may gain some power over
output and price in a niche market because of its differentiated product.

A few dominant firms and substantial barriers to entry characterize an oligopoly. Given
the relatively large size of each firm and protection from new firms because of high bar-
riers to entry, oligopolistic firms either individually or collectively may be able to exercise
market power. However, competition among the few dominant firms, provided collusion
does not take place, has the potential of harnessing each firm’s behavior. Finally, the least
competitive market structure is a pure monopoly, in which one firm is the sole provider
of a product in a well-defined market with complete or perfect barriers to entry. These
circumstances offer the greatest potential for a single firm to exploit its market power in a
socially undesirable manner.

To gain a better appreciation of the differences among these four market classifications
and their impact on performance, we next examine the polar cases of perfect competition
and monopoly. After this discussion, we’ll study the intermediate cases of monopolistic
competition and oligopoly.

Is a Perfectly Competitive Market Relevant
to Medical Care?

People who have had little exposure to the study of economics tend to have different
ideas about what perfect competition entails. To some, perfect competition means that
each firm in the marketplace strives to attain the greatest market share by charging low,
cutthroat prices. Others believe that perfectly competitive firms compete for customers
through advertisements or preferred locations. Perfect competition, however, is an abstract
concept—a model—and therefore involves the five conditions specified in Table 8-1. It
also involves the assumptions of utility and profit maximization that underlie conven-
tional microeconomic analysis. That is, standard or neoclassical microeconomics assumes
buyers maximize utility, pay the market price for the good, and firms maximize profits. If
any one of these characteristics or assumptions is violated, firms and markets are unlikely
to behave as the perfectly competitive model predicts.

When applied to medical care industries, many of the assumptions behind conven-
tional microeconomic analysis and characteristics of perfect competition often do not fit
well. Several examples highlight this point. First, the not-for-profit status of many medical
enterprises means that health care providers may not pursue maximum economic profits.
Second, physician licensure creates an occupational barrier to entry and may shield highly
salaried physicians from new competition. Third, consumers do not pay the full-market
price for the good because of insurance coverage. Finally, consumers typically lack perfect
information about the prices and technical aspects of many medical services. Lack of infor-
mation places health care providers in a strong position to practice opportunistic behavior.

While deviations from the assumptions of microeconomics and characteristics of perfect
competition occur in practice, we believe the model serves a number of important func-
tions. First, the supply and demand model, which is based on perfect competition, often
provides a useful framework for explaining or predicting changes in the price and quantity
of some good or service at the market level, particularly when the markets are “reasonably”
competitive. In fact, we will see that rising health care costs over time in the United States
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(and elsewhere) can be explained quite well by a supply and demand model of medical
care. Second, the perfectly competitive market outcome serves as a valuable benchmark
with which to compare market outcomes under noncompetitive conditions. For example,
in this chapter we compare the monopoly outcome to the perfectly competitive outcome
in terms of the price charged and quantity of output produced. In later chapters, we relax
other assumptions associated with the perfectly competitive model, even the profit maxi-
mization assumption, and compare that outcome to the perfectly competitive one.

A Model of Supply and Demand

As mentioned previously, perfect competition is based on a model in which a large num-
ber of buyers maximize their personal utilities and many producers individually maximize
their economic profits. The massive number of buyers and sellers results in each individual
buyer and seller acting as a price taker. By definition, a price taker can buy or sell as much
quantity as it wants without affecting market price. To maximize (personal) utility, the
typical buyer continues to buy units of a good or service up to the point where marginal
private benefit, MPB, as revealed by demand, equals market price. Similarly, the represen-
tative profit-maximizing firm continues to produce and sell units of a good or service up to
the point where market price equals marginal private cost, MPC. Consequently, a perfectly
competitive market clears at the level of output where the marginal private benefit to buy-
ers equals the marginal private costs to producers, with market price serving as a coordi-
nating device. We can use a graphical version of a supply and demand model to illustrate
the market-clearing process.

Suppose the supply and demand model in Figure 8-2 represents the market for generic
aspirin. The per-unit price of generic aspirin, P, is specified on the vertical axis, and the
quantity of generic aspirin, Q, is shown on the horizontal axis. The market demand curve,
D, is downward sloping, reflecting the substitution and income effects normally associ-
ated with a lower relative price for a product, as discussed in Chapter 5. The demand
curve also shows the diminishing marginal private benefit that consumers receive from
additional tablets of aspirin. The supply curve, S, is upward sloping, indicating that mar-
ginal private cost increases with respect to the production of additional tablets of aspirin.
Marginal private cost reflects the variable costs of production that individual firms incur
from hiring labor and purchasing materials. As noted in Chapter 7, marginal private cost
typically increases in the short run because of a capacity constraint caused by a fixed
input (such as the size of the production facility or amount of equipment). Because of the
rising marginal cost, a higher price is necessary to encourage producers to produce and
sell more aspirin.!

The equilibrium, or market-clearing, price and output of aspirin are at the point where
demand intersects with supply or where quantity demanded equals quantity supplied. By
definition, equilibrium occurs when there is no tendency for further change. At the equilib-
rium price of P, consumers are willing and able to purchase Q, tablets of aspirin because

1. Recall from Economics 101 that each perfectly competitive firm, as a price taker, faces an infinitely elastic or horizontal
demand for its product. Also recall that market supply is derived by horizontally summing across all firms the portion of the
marginal cost curve that lies above the minimum point on the average variable cost curve.
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FIGURE 8-2
The Perfectly Competitive Outcome
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Market demand, D, represents the marginal private benefit, MPB, associated with the consumption of various units
of a good. MPB is downward sloping to reflect the law of diminishing marginal utility. Market supply, S, reflects the
marginal private cost, MPC, of production and is upward sloping to reflect the law of diminishing marginal produc-
tivity. Equilibrium in a perfectly competitive market occurs at the intersection of supply and demand. The triangular
area Py AC represents consumer surplus and the triangular area PyCG captures producer surplus. Total social surplus
equals the triangle ACG and shows that both buyers and sellers mutually gain from free trade.

that represents the utility-maximizing amount. In addition, manufacturers of aspirin wish to
provide Q, tablets on the market at this price because that represents the profit-maximizing
amount. Thus, both consumers and producers are perfectly satisfied with the exchange
because both can purchase or sell their desired quantities at a price of P,. The area under
the demand curve but above price (triangle PyAC) measures consumer surplus, reflecting
the net benefit to consumers from engaging in free exchange. Consumer surplus shows the
difference between what the consumer would be willing to pay and what the consumer
actually has to pay over the relevant range of output. Similarly, the area below market price
but above the supply curve (triangle P,CG) represents producer surplus, signaling the net
benefit to producers from participating in free trade. Producer surplus measures the differ-
ence between the actual price received by the seller and the required price as reflected in
the marginal costs of production. The sum of consumer and producer surplus captures the
total net gains from trade to both consumers and producers (triangle ACG).
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Notice the similarity between the market supply and demand curves in Figure 8-2 and the
marginal social benefit and marginal social cost curves of Figure 3-2, where we learned that
an efficient allocation of resources occurs in an economy when MSB equals MSC for each
and every good. The similarity between the two figures should not be surprising because
consumers and producers constitute an important part of society in a market economy. If
demand and supply represent the full marginal social benefit and cost of the exchange, that
is, if MPB = MSB and MPC = MSC, a perfectly competitive market results in allocative effi-
ciency in the process of individual consumers maximizing their private utilities and individual
producers maximizing economic profits. That is, decentralized decision making in the market-
place automatically results in allocative efficiency when markets are perfectly competitive.

However, an inefficient allocation of resources may result in a perfectly competitive market
when others, in addition to market participants, are affected either beneficially or adversely
by a market exchange. Inefficiency results because utility-maximizing consumers and profit-
maximizing producers consider only their marginal private benefits and costs and not the
full social impact of their choices. It is likely that allocative efficiency results for our generic
aspirin example because others besides the consumers and producers of aspirin are normally
unaffected by that exchange. We take up externalities and public goods, two situations where
a perfectly competitive market may fail to allocate resources efficiently, in Chapter 9. We also
learn later in this chapter that a monopoly fails to efficiently allocate resources.

Comparative Static Analysis

The supply and demand model can be used to examine how surpluses and shortages of
goods temporarily develop, as well as to study changes in the price and quantity of goods
and services in the marketplace. Using the model to study changes in price and quantity
is referred to as comparative static analysis. Comparative static analysis examines how
changes in market conditions influence the positions of the demand and supply curves
and cause the equilibrium levels of price and output to adjust. As the demand and supply
curves shift, we can trace out price and output effects by comparing the different equi-
librium points. Comparative static analysis can be used to explain the effects of market
changes in the past or to forecast future market outcomes.

As discussed in Chapter 5, several factors, such as the number of buyers, consumer
tastes, income, and the prices of substitutes and complements, affect the position of the
market demand curve. Similarly, various factors, including input prices and technol-
ogy, determine the position of the supply curve by affecting the costs of production (see
Chapter 7). A change in any one of these factors shifts the corresponding curve and alters
the price and output of goods and services in the marketplace.

For example, suppose buyer income increases by a significant amount. Assuming aspirin
represents a normal good, the higher income causes the demand curve to shift to the right.
In Figure 8-3, notice that as the demand curve shifts to the right, a temporary shortage
of EF is created in the market for aspirin if price remains constant. A shortage develops
because at the initial price, the quantity demanded on the new demand curve, D, exceeds
the quantity supplied of aspirin. However, price does not remain constant in a competitive
market and is eventually bid up from P, to P,. The higher price creates an incentive for
manufacturers to offer more aspirin in the marketplace, and quantity supplied increases
from Q, to Q;. The higher prices also create an incentive for buyers to purchase less aspirin
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FIGURE 8-3
Effect of an Increase in Demand
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A change in demand causes a change in the equilibrium price and quantity of a good. Here the demand increases from
D, to D, because of an increase in buyer income, assuming that generic aspirin is a normal good. As a result, a tempo-
rary shortage equal to the horizontal distance EF is created in the market at the existing price of Py. Eventually price
increases in the market from P, to P, in response to the increase in demand. Quantity also increases from Qg to Q.

than originally planned at point F, perhaps by switching to alternative painkillers, consum-
ing only half of a tablet per use, or postponing their consumption. Thus, under normal
conditions, supply and demand analysis predicts that a higher price and quantity of aspirin
are associated with greater buyer income, ceteris paribus.

As another example, suppose aspirin manufacturers adopt a cost-saving technology
that increases supply. Therefore, the supply of aspirin shifts to the right, as shown in
Figure 8-4. If the price of aspirin remains at P;, a surplus of AB results because quantity
supplied exceeds quantity demanded. In a competitive market, however, the surplus cre-
ates an incentive for the price of aspirin to decline from P, to P,. Consequently, the quantity
demanded of aspirin increases from Q, to Q, as price declines and buyers face an incentive
to purchase more aspirin. At the same time, the quantity that producers are willing to sup-
ply falls when price declines toward equilibrium. These actions result in a new equilibrium
and market-clearing price and quantity. Thus, supply and demand analysis predicts that
the adoption of a cost-saving technology causes price to decline and quantity to increase,
assuming all else remains constant.
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FIGURE 8-4
Effects of an Increase in Supply
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A change in supply causes a change in the equilibrium price and quantity of a good. Here the supply increases from
Sy to Sy because of the introduction of a cost-saving technology. As a result, a temporary surplus of horizontal dis-
tance AB is created in the market at the existing price of P,. Eventually price decreases in the market from P, to P; in
response to the increase in demand. Quantity increases from Q, to Q;.

Notice in the previous discussion that price serves several important functions. First,
price provides useful information to both buyers and sellers regarding the relative avail-
ability and value of a good or service in the marketplace. Second, price serves as a coordi-
nation device, bringing the actions of buyers and sellers into harmony and helping to clear
markets. Third, price serves as a rationing device, distributing the goods or services to the
buyers who value them the most. Fourth, price acts as an incentive mechanism, encourag-
ing more resources to markets with shortages and less resources to markets with surpluses
of goods.

A Note on Long-Run Entry and Exit
in a Perfectly Competitive Market
The analyses thus far have concerned short-run adjustments because the number of firms

has remained unchanged. But entry and exit of firms may take place in the long run as
sellers take advantage of changing profit opportunities in various markets. For example,
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since there are no barriers to entry in a perfectly competitive marketplace, excess profits
create an incentive for new firms to enter an industry as they strive to make a higher than
normal rate of return. Conversely, economic losses create an incentive for firms to leave an
industry as they try to avoid an unusually low rate of return on their investment. Finally,
when normal profits exist in a perfectly competitive industry, the market is in long-run
equilibrium and firms have no incentive to either enter or exit the industry. Normal profits
result when there are just enough revenues to cover the opportunity cost of each and every
input, including a normal return to capital.

Long-run entry in response to excess profits can be treated as shifting the short-run mar-
ket supply curve to the right. Similarly, long-run exit causes the short-run market supply
curve to shift to the left. Given a stable demand curve, these adjustments in the short-run
supply curve create a change in the price of the good and eventually restore a normal profit
situation. In particular, long-run entry lowers price and eliminates excess profits, whereas
exit leads to higher prices and eliminates the economic losses of the firms that remain in
the industry. Because of entry and exit, we can expect that the typical perfectly competitive
firm earns a normal profit in the long run.

The importance of long-run adjustments in a market is illustrated by the following
example. In the mid-1980s, physicians, dentists, and other health care providers became
concerned about contracting the AIDS and hepatitis B viruses in the work environment.
This concern caused a considerable increase in the demand for form-fitting disposable
latex gloves, which are preferred over vinyl gloves because they allow flexibility for detail
work and are impermeable to blood and body fluids. From 1986 to 1990, annual sales of
latex gloves increased by approximately 58 percent (Borzo, 1991). Initially, as the demand
for latex gloves increased, a tremendous shortage of latex gloves developed. As the short-
age gave way to higher prices in the short run, medical supply manufacturers operated
their plants around the clock in an attempt to make higher profits. Consequently, the short-
age declined as price increased and created an incentive for increased production. Greater
profit opportunities in this market created incentives for medical suppliers to construct
new manufacturing plants to produce more disposable latex gloves. According to the popu-
lar press, at one point in 1988, 116 permits were pending in Malaysia for the construction
of disposable latex glove factories (Zikos, 1988). These new plants provided for new entry
and an increased supply of latex gloves in the long run.

This example helps highlight the importance of entry and exit in a marketplace. Entry of
new firms leads to a greater allocation of resources in response to favorable profit opportu-
nities. Likewise, exiting of firms helps eliminate relatively inefficient resources and produc-
ers from a market. Profit, in both cases, serves as an important incentive mechanism and
brings about an efficient allocation of resources in the long run. Of course, entry and exit of
firms can take place only in perfectly competitive markets because entry and exit barriers
are nonexistent. In the following discussion of monopoly, we will see that barriers prevent
new firms from entering markets, resulting in an inefficient allocation of resources.

Using Supply and Demand to Explain Rising Health Care Costs

Supply and demand analysis offers many reasons why national health care expenditures
in the United States exploded from 5.1 percent in 1960 to more than 16 percent of the
nation’s income more recently. Specifically, the demand for medical care increased because
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of rising income, an aging population, and a falling out-of-pocket price since 1960. In terms
of the supply and demand model, all of these factors simultaneously created a shift in the
demand curve to the right, causing a higher price and quantity of medical care over time.
Expenditures on medical care, the product of price and quantity, also increased as a result.

On the supply side, Baumol (1967) points out that wages in service industries, like med-
ical care, tend to increase with higher wages in the manufacturing sector. Higher wages in
the manufacturing sector result from increased worker productivity caused by technological
advances. Because wage increases in various medical care industries are tied to the grow-
ing manufacturing wage but are not necessarily matched with commensurate increases in
productivity, per-unit costs of medical care are driven upward. In terms of supply and de-
mand analysis, the supply curve for medical care has shifted to the left over time because
of wages outpacing productivity. As a result, the price of medical care increased. And be-
cause the demand for medical care tends to be price inelastic, the increase in price caused
health care expenditures to increase.

Cost-enhancing technologies provide another explanation for rising health care costs on
both the supply and demand sides of the market. Over the years, a number of new medi-
cal technologies, such as computer tomography (CAT) scans, magnetic resonance imaging
(MRI), and organ transplant technology, have raised the quality and costs of providing
health care services. New technologies tend to supplement rather than supplant old tech-
nologies in the medical field. The widespread adoption of these cost-enhancing (rather
than cost-saving) technologies shifted the supply curve to the left, causing health care
expenditures to rise given the price-inelastic demand curve. In addition, since these tech-
nologies often simultaneously create a demand for new treatments because they can help
extend lives and are less risky, the demand curve also shifted to the right. Consequently,
medical care expenditures increased due to the lower supply and greater demand caused
by cost-enhancing technology.

In conclusion, rising income, an aging population, a declining out-of-pocket price, and
the demand for new treatments helped fuel higher health care costs from the demand side
of the market for medical care. From the supply side, the adoption of new technologies and
higher wages also may have contributed to rising medical costs. Thus, supply and demand
analysis can serve as a useful tool for explaining market changes even though the underly-
ing assumptions do not perfectly conform to market realities.

The Monopoly Model of Market Behavior
and Performance

If a firm has some market power, the competitive model is an inappropriate tool of analysis
and a noncompetitive model should be employed. The difference between the two models
concerns how the individual firm treats market price. In a perfectly competitive market,
the individual firm is a price taker. That is, price is beyond the control of a single firm
so each time a perfectly competitive firm sells an additional unit of output, market price
measures the additional revenues received. Economists refer to marginal revenue (MR) as
the additional revenues received from selling one more unit of a good. Thus P = MR for
a price taker. A noncompetitive firm with some degree of market power, in contrast, faces
a downward-sloping demand curve and thereby has some ability to influence the market
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price by reducing or restricting the quantity produced. To illustrate how a noncompetitive
model can be used to examine firm behavior, we will first consider a pure monopoly in
which there is only one producer of a good or service in the entire market. A pure mo-
nopoly is the logical opposite of a perfectly competitive market. We will compare the equi-
librium outcome for a monopoly to that of a perfectly competitive market.

Monopoly versus Perfect Competition

In precise terms, a monopoly is the sole provider of a product in a well-defined market
with no close substitutes. Because it is the only firm in the market, a monopolist faces the
market demand curve, which is always downward sloping because of the substitution and
income effects associated with a price change. Given the downward-sloping demand, the
only way the monopolist can increase quantity sold is to lower the price of the product.
Assuming price is the same for all units sold at a point in time, price must be lowered not
only for the additional unit but for the previous units as well. As a result, marginal revenue
will be less than price at each level of output. In fact, it can be shown for a linear demand
that marginal revenue has the same intercept but twice the slope.?

Figure 8-5 can be used to show how the equilibrium price and quantity for a monopolist
compare to the market price and quantity in an otherwise equivalent perfectly competitive
market. As before, our example is the market for generic aspirin. The market demand for
aspirin is labeled AD. The supply curve is labeled GS and reflects the marginal private cost
of producing aspirin. (Ignore the curve AMR for now.) Point C represents equilibrium in a
perfectly competitive market where the supply and demand curves intersect. The market
price and output of aspirin equal P: and Qc, respectively. Consumer surplus equals the
triangular area P- AC and producer surplus equals the triangular area P- CG. The entire tri-
angular area ACG reflects the net gain from trade in a perfectly competitive market.

Now suppose only one firm produces and sells aspirin in that same market. Perhaps the
award of a government franchise provides the aspirin manufacturer with the monopoly posi-
tion. Further suppose that an entry barrier, such as the government franchise, prevents other
firms from entering the market. Relevant to the monopolist’s choice of price and quantity is
the marginal revenue curve labeled AMR. Notice that marginal revenue shares the same inter-
cept as the linear demand but has twice its slope. The monopolist chooses market price and
quantity such that profits are maximized. Profit maximization occurs at the level of output,
Qu, where MR = MC because producing and selling additional tablets of aspirin always add
more to revenues than costs up to that point. Beyond the Qy, level of output, additional pro-
duction does not add to total profits because marginal cost exceeds marginal revenue. Conse-
quently, the monopoly outcome is represented by point M and the price charged equals Py;.

Notice that a monopoly charges a higher price and produces less aspirin than a perfectly
competitive market. Also notice that the monopolist receives some of the surplus that con-
sumers receive in a perfectly competitive market. More precisely, consumer surplus shrinks
from triangular area P-AC in a perfectly competitive market to triangular area Py,AM in
a market dominated by a monopoly. Producer surplus increases from area P-CG to area

2. Suppose the (inverse) demand is captured by the equation P = a — bQ. Total revenues equal P times Q or
(@ — bQ)Q = aQ — bQ2. Taking the first derivative of this revenue function with respect to Q to get dTR/dQ gives
MR = a — 2bQ. Notice that MR has the same intercept but twice the slope of the demand.

219



220

PART 1 Basic Health Care Economic Tools and Institutions

FIGURE 8-5
The Monopoly Outcome
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This illustration compares the perfectly competitive and monopoly outcomes. The perfectly competitive outcome is
represented by point C. A monopoly produces at Qy where MR = MC and charges price Py. Because a monopoly
exists in the market, consumer surplus shrinks to the triangle Py, AM and the producer surplus increases to the area
outlined by Py MFG. Reflecting that society’s scarce resources are misallocated, a deadweight loss of area MCF is cre-
ated by the monopolist.

P\;MFG. The rectangular area P,,MKP. reflects the surplus transferred from consumers to
producers in a market controlled by a monopoly. In addition to this redistribution of in-
come is the deadweight loss created by a monopoly. Notice that the net gain from trade
is much smaller in a monopoly market than in a perfectly competitive market. The differ-
ence is the triangular area MCF that reflects the deadweight loss created by a monopoly.
The deadweight loss shows that the value of the units no longer produced is greater than
the opportunity costs of the resources used to produce them. It follows that a monopoly
underproduces output and thereby misallocates society’s scarce resources. The cost of a
monopoly shows up in the size of the deadweight loss.

Barriers to Entry

For a firm to maintain its market power for an extended period of time, some type of bar-
rier to entry must exist to prevent other firms from entering the industry. As Haas-Wilson
(2003, pp. 127-28) explains, “entry of new competitors will most likely occur in at least
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one of three ways: (1) Established firms in the local market, not currently selling X (for
example, a physician organization of internists in the local market) may begin to sell X
even though they had not done so in the past; (2) established firms currently selling X,
but not in the local market (for example, a physician organization of pediatricians located
in a distant city) may open a local office and begin to sell X in the local market; and
(3) new business may start (for example, pediatricians establishing their first practices
after completing their medical education). This entry of additional competitors and the
associated increase in the availability of product X defeats the incumbent’s attempt to
exercise market power.”

Barriers to entry make it costly for new firms to enter markets in a timely manner and
may exist for technical or legal reasons. Exclusive control over a necessary input, sunk
costs, an absolute cost advantage, and scale economies represent some technical reasons to
suspect that entry barriers may exist in some market environments. If a firm has exclusive
control over a necessary input, competitors are without the required resources to produce
substitute products. Exclusive control over bauxite, a necessary input in the production of
aluminum, provided Alcoa with a monopoly position in the 1940s. After losing its antitrust
suit, Alcoa was required to sell some of its bauxite to two new competitors, Reynolds and
Kaiser Aluminum, created by the government. Likewise, incumbent health insurers may
have already developed exclusive contracts with various health care provider networks in
an area. The difficulty of establishing a network of health care providers may make it dif-
ficult for a new insurer to sell its health plans in an area.

Sunk or irretrievable costs can result in a barrier to entry into an industry. Irretrievable
costs involve initial investments or assets that cannot be easily salvaged when a firm exits
an industry. These initial investments may take the form of specialized buildings and
equipment, advertising, or the establishment of a reputation or brand name. Contestability
theory suggests that markets are more contestable or potentially competitive when sunk
costs are low because new entrants realize they can leave an industry relatively costlessly if
economic circumstances do not turn out as initially suspected. Conversely, if sunk costs are
significant, firms may be reluctant to enter new markets, ceteris paribus. Hence, the pros-
pect of high exit costs can discourage firms from entering an industry. All other factors held
constant, incumbent firms have less market power in “hit and run” industries in which
sunk costs are low.

An absolute cost advantage arises when the incumbent firm can produce at a lower cost
than potential competitors. Incumbents may be able to produce at a lower cost because
suppliers offer them a price discount for materials as a result of the favorable reputation
they have built up over the years. Incumbents can also benefit from learning by doing.
Firms gain from learning by doing when they produce more output over time and thereby
learn from their experience. That is, practice makes perfect. The greater cumulative output
and experience translates into lower average costs of production for a given level of quality
or a higher level of quality for a given level of costs. Absolute cost advantages can make it
difficult or more costly for new firms to enter the market and effectively compete against
incumbent firms.

Scale economies may also serve as an entry barrier. When production exhibits econo-
mies of scale, a firm operates on the downward-sloping portion of the long-run average
total cost curve, ATC, and the average cost of production decreases as output expands, as
shown in Figure 8-6. An existing firm in that situation has a cost advantage that results
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FIGURE 8-6
Scale Economies as an Entry Barrier
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The declining average total cost curve, ATC, reflects scale economies in production. An existing firm producing a large
volume of output at gy produces at a cost of Cyx. An entrant with a relatively small volume of output of g¢ produces at
a cost of Cg. Because of the scale economies, an existing firm can charge a price slightly below Cg and discourage the
entry from actually entering the market. This practice is referred to as limit pricing.

from the scale of production. Potential competitors could not effectively compete with the
established firm on a cost basis. In fact, the larger existing firm with average costs of Cx
could set its price slightly below the average cost of the potential entrant, Cg; earn prof-
its; and discourage the potential entry from actually entering the market. Pricing to deter
entry is called limit pricing. Thus, economies of scale can serve as a barrier to entry that
insulates an existing firm from potential competitors. Price regulations are often necessary
when a firm holds a monopoly position of this kind (for example, TV cable service).3
Legal restrictions that prevent other firms from entering markets and providing services
similar to those of existing firms can also serve as a barrier to entry. Legal patent protec-
tion provides a firm with a 20-year monopoly right to a product. As another example,
prior to the late 1970s, the U.S. government purposely limited the number of firms in
many industries, such as air transportation and long-distance telephone services. However,

3. Not all economists agree that scale economies serve as an entry barrier. Bain (1956) defines an entry barrier as any factor
that allows sellers to elevate price above marginal costs. Stigler (1968) defines an entry barrier as costs that new entrants face
but not incumbents. Therefore Bain treats scale economies as an entry barrier but Stigler does not.
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deregulation took place in the late 1970s because many people were dissatisfied with the
performance of these industries.

Drug patents, occupational licenses, and certificate of need (CON) laws are sometimes
treated as examples of legal entry barriers into medical care markets. A CON law requires
health care providers to obtain government approval before constructing new buildings or
purchasing expensive capital equipment. Some feel that CON laws are necessary to pre-
vent health care organizations from unnecessarily duplicating resources within an area. For
example, a number of hospitals may simultaneously purchase and offer the same new, ex-
pensive piece of capital equipment to treat patients in an area. Because each of the various
hospitals may be unable to sufficiently spread the large, fixed costs given a limited number
of patients in the area, the average cost per patient of using the expensive equipment is
higher than if only one hospital purchased and offered services from the capital item.

Others argue, however, that CON laws unduly inhibit entry into medical care markets.
Because of the restricted entry in a market area, health insurance plans are less able to
negotiate competitive prices from the limited number of health care providers. The higher
prices paid by health insurers reflect in part that incumbent firms can exploit their market
power by reducing output and driving up medical prices because they feel less threatened
by the prospect of potential competitors.

Not too many studies have empirically examined the impact of CON laws on the entry
of medical firms. Among the few, Ford and Kaserman (1993) analyzed the impact of CON
laws on the entry of new firms into the dialysis industry. Specifically, the authors used
multiple regression analysis to explain entry into the dialysis industry across the 50 states
of the United States over the period from 1982 to 1989. As independent variables, they
specified a 0/1 dummy variable indicating whether a particular state possessed CON regu-
lations regarding dialysis clinics in a particular year, along with a number of control vari-
ables. The control variables essentially captured the potential profitability of firms entering
the dialysis industry in the 50 states and included various costs and demand-side factors.
Recall that economic theory suggests increased entry takes place when profits are higher
and entry barriers are lower. Among their results, Ford and Kaserman found empirically
that the presence of CON laws significantly reduced the entry and expansion of dialysis
firms. This finding led them to conclude that “CON regulation of the dialysis industry has
sustained the monopoly power of incumbent clinics and thereby provided the wherewithal
to increase profits by reducing service quality” (p. 790).

The Buyer Side of the Market

Up to now the buyer side has been treated as being highly fragmented because numer-
ous price-taking buyers or consumers are assumed to operate in the market. Indeed, this
same situation continues to be assumed for the following discussion of intermediate mar-
ket structures. However, in the real world, buyers can possess varying degrees of market
power. If so, the competitive and monopoly market equilibriums may differ from those
depicted in Figure 8-5. The exact outcome depends upon the relative bargaining power of
the buyers and sellers in both of those markets.

We mention this possibility because most medical care is purchased or bought by insti-
tutional buyers, such as health insurers or the government, rather than consumers. As a
result, buyers may possess a great deal of bargaining power in some health care markets.
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For example, the federal government certainly wields considerable buying power in the
Medicare program. Moreover, state governments may have some influence on price when
purchasing various types of medical care under the Medicaid program. Finally, some health
insurers may be dominant in their local market areas. In fact, we will discuss the possibil-
ity of health insurers possessing “monopsony” power in Chapter 11. Monopsony occurs
when only one buyer exists in a particular market.

The possibility of the buyer side of the market being noncompetitive does not mean the
previous discussion of market outcomes is without merit. All it means is that we must also
examine the buyer side of the market when considering market outcomes in the real world.
For instance, a powerful buyer or group of buyers may be able to offset or countervail the
monopoly power of a seller and bring about a more competitive outcome in the market-
place. Thus, like the structural aspects of the seller side, we cannot ignore the structural
aspects of the buyer side of the market.

Monopolistic Competition and Product Differentiation

Now that we have discussed the models of perfect competition and monopoly, we need to
turn our attention to the other two models listed in Table 8-1. In a monopolistically com-
petitive market structure, there are many firms and low or no barriers to entry. The distin-
guishing characteristic of monopolistic competition is that firms within the same industry
sell a slightly differentiated product. The product differentiation may result from a preferred
location, different levels of quality (either real or perceived), or advertising and other pro-
motional strategies. Because of product differentiation, each firm faces a downward-sloping
demand curve that is highly but not perfectly elastic. Since the demand curve is downward
sloping, the monopolistically competitive firm has some limited ability to raise price with-
out losing all of its sales. Product differentiation leads to a certain degree of brand loyalty,
which is why the individual firm can raise price and continue to sell output. Everything
held equal, a more differentiated product translates into a less elastic demand curve facing
the monopolistically competitive firm.

Figure 8-7 illustrates a model of a profit-maximizing, monopolistically competitive firm.
Notice the highly elastic demand facing the individual firm, reflecting the relatively large
number but imperfect substitutes for its product. Bayer Aspirin may be a good example of
a branded product that faces a downward-sloping demand. Bayer competes against many
generic producers of aspirin but has a brand name that allows it to charge a higher price.
Given the linear demand, the marginal revenue is drawn with the same intercept but has
twice the slope. The long-run average total cost, ATC, and marginal cost, MC, curves allow
economies and then diseconomies of scale.

Given the downward-sloping demand, the individual firm may earn an economic profit
in the short run if the price charged is greater than average total cost at the level of output
where marginal cost equals marginal revenue. However, the absence of any barriers to
entry prevents excess profits from continuing in the long run in a monopolistically com-
petitive industry. Over time other firms are attracted to the industry by the possibility of
earning economic profits. As more firms enter the market, each firm sees its market share
slowly diminish, which translates into a decrease in the demand for its product. The de-
mand curve faced by each firm continues to shift to the left until the market price for the
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FIGURE 8-7
Long-Run Equilibrium for a Monopolistically Competitive Firm
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A monopolistically competitive firm faces a downward-sloping demand curve because of product differentiation.
Because there are no meaningful entry barriers, firms continue to enter the market until the representative firm earns
only a normal profit. Hence, in the long run, the representative monopolistically competitive firm produces at g, where
MR = MC and charges a price equal to average total costs.

product is driven down to the point where economic profits are zero, or price equals aver-
age total cost. Demand becomes more elastic as well. At that point firms are no longer at-
tracted to the industry and the market settles into a long-run equilibrium situation where
economic profits are zero.

Figure 8-7 shows long-run equilibrium in a monopolistically competitive industry.
Notice that the demand curve is tangent to the average total cost at the level of out-
put where MR = MC. The monopolistically competitive firm earns zero profits in the
long run because price or average revenue equals average total costs. Notice that the
monopolistically competitive firm does not produce at the point where price equals
marginal cost as does a perfectly competitive firm. As a result, one might argue that
this type of industry inefficiently allocates resources. But before that conclusion can be
drawn, we must first consider the costs and benefits of production differentiation and
whether such things as advertising and brand names impede or enhance competition
among firms.
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Procompetitive and Anticompetitive Aspects
of Product Differentiation

In the perfectly competitive model, buyers are treated as being perfectly informed about
the prices and quality of all goods and services in the marketplace. The assumption that all
buyers possess perfect information about prices implies that all identical products sell at
the same lowest possible price. Otherwise, high-priced businesses lose sales to low-priced
businesses when buyers are perfectly informed.

But, realistically, there are both costs and benefits to acquiring information. Therefore,
in many situations, people choose to be less than perfectly informed, or rationally igno-
rant, because the marginal costs of additional information outweigh the additional ben-
efits. Positive information and search costs mean that buyers may find it uneconomical to
seek out all available suppliers. As a result, any one individual supplier faces a less than
perfectly elastic demand and is able to restrict output and raise price to some degree. As
a result, the price of a product in the real world is likely to be dispersed and higher, on
average, than the competitive ideal (since theoretically prices cannot be lower than the
competitive level). The average price and degree of price dispersion depend on the mar-
ginal benefits and costs of acquiring price information. Higher benefits and lower costs of
acquiring information imply lower and less dispersed prices.

Imperfect buyer information may also affect the level of quality observed in a market,
but the relation between information and product quality is more involved. It stands to
reason that high-quality goods cost more to produce than low-quality goods. If buyers
are perfectly informed, high-quality goods sell at a higher price than low-quality goods
in a competitive market. In the real world with imperfect information, however, buyers
are not fully knowledgeable about product quality. Consequently, if buyers base their
willingness to pay on the average quality in the market and pay the average price, low-
quality products drive out high-quality products, and the process continues until only
low-quality products remain. The implication is that the level of product quality is higher
when buyer information is more readily available.

Given imperfect information about various products in the real world, some economists
argue that various features of production differentiation, such as advertising, trademarks,
and brand names, convey important information regarding the value of a good or service.
For example, they argue that advertising provides relatively cheap information to buyers
about the price and quality of a good and thereby promotes lower prices and higher quality.
In fact, studies by Benham (1972), Cady (1976), and Kwoka (1984) found that the prices
of eyeglasses and prescription drugs were higher, on average, in areas where price adver-
tising was prohibited. Even when price and quality information is not directly conveyed,
a large advertisement in the Yellow Pages or the local newspaper, for example, may signal
consumers that the firm is willing to incur a sizeable expense because it is confident that it
is offering a quality product at a reasonable price. Through repeat buying, the firm hopes
to get a sufficient return on its advertising investment. In this case, the mere presence of an
expensive advertising message generates information about the value of a product.

Other economists such as Klein and Leffler (1981) argue that brand names and trade-
marks serve a similar purpose for promoting competition. Because the quality of many
products cannot be properly evaluated until after purchase (or repeat purchase), brand
names and trademarks help identify businesses that have enough confidence in the quality
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of their products to invest in establishing a reputation. Given the sunk-cost nature of the
investment, the argument is that a business will not sacrifice its established reputation by
offering shoddy products on the market and take the chance of losing repeat buyers. A firm
that expends considerable sums of money to polish its image and establish a brand name
can lose a valuable investment by selling inferior products and tarnishing that image.

However, not all economists agree that advertising, trademarks, and brand names are
always procompetitive. Some economists are concerned that promotional activities are
used to establish brand loyalty, mislead consumers, and thereby cause “habit buying”
rather than “informed buying.” In this view, promotional activities are anticompetitive and
advertising is treated as persuasive rather than informative. Persuasive advertising attempts
to convince consumers that the attributes of product A are better than those of product B.
Sometimes the advertising message points out real differences, but often the advertising is
used to create imaginary or perceived differences across goods or services. For example,
both Bayer and generic brands contain the same aspirin ingredient, yet many people are
willing to pay a higher price for the Bayer product. Some argue that people pay a premium
for branded products because past advertising successfully convinced people that Bayer
aspirin, for example, is a superior product. Instead of creating a new market demand,
persuasive advertising attempts to attract consumers from competitor firms. Considering
advertising, trademarks, and brand names as quality signals, Robinson (1988) points out
“a signal can be heard as long as it stands out over and against the background level of
noise. As each seller amplifies his or her signal, the background noise level rises, neces-
sitating further amplification on the part of individual sellers. This is clearly undesirable
from a social perspective because the signaling mechanism imposes costs” (p. 469).

According to the anticompetitive view, product differentiation manipulates the demand
for a product. For example, a successful advertising campaign can influence consumer
tastes and preferences and thereby affect the position of the demand curve for the product.
Advertising may affect the position of the demand curve in two ways. First, the demand
curve may shift upward as a result of successful advertising because consumers are now
willing to pay a higher price for the firm’s product. Second, advertising may cause the de-
mand curve to become less elastic with respect to price and, as a result, give the firm some
ability to reduce output and raise the price of the good or service.

As an example, many public health officials claim that the purpose behind cigarette ad-
vertising is to manipulate the demand for cigarettes. Of major concern is advertising aimed
at influencing teenager demand for cigarettes. A report by the Centers for Disease Control
found that among smokers aged 12 to 18, preferences were greater for Marlboro, Newport,
and Camel, three brands that are heavily advertised (Ruffenach, 1992). RJR Nabisco’s Old
Joe advertising campaign for Camel cigarettes was of particular concern to health officials.
As George Will (1992) writes:

A study of children aged 3 to 6 showed that Old Joe was not quite as familiar as the
McDonald’s and Coca-Cola emblems but was more familiar than the Cheerios emblem.
An astonishing 91 percent of 6-year-olds recognized Old Joe, about as many as recognized
Mickey Mouse.

Existing firms may also use advertising or other types of product differentiation to create
barriers to entry. If existing firms can control consumers through advertising, for example,
new firms have a difficult time entering a market because they are unable to sell a sufficient
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amount of output to break even financially. It follows that product differentiation directed
toward creating artificial wants, habit buying, or barriers to entry results in a misallocation
of society’s scarce resources. Resources are misused if they are employed to create illusory
rather than real value.

When evaluating the social desirability of product differentiation, it is useful to remem-
ber that all products are homogeneous within the abstract model of the competitive in-
dustry and that most people agree that variety is the spice of life. People like diversity and
enjoy choosing among a wide assortment of services selling at different money and time
prices. People also receive utility when buying goods of different colors, shapes, and sizes.
In this vein, the higher-than-competitive price that is paid for product differentiation may
simply reflect the premium consumers place on variety. Nevertheless, economic theory sug-
gests that firms may use product differentiation as a way to increase demand in some situ-
ations. If supply creates demand in this manner, some of society’s scarce resources may
be wasted.

Oligopoly

Oligopoly involves a market structure with a few large or dominant firms and relatively
high barriers to entry. While there may be a large number of firms in the industry, those
other than the few dominant firms have relatively small market shares and act as price tak-
ers. The important aspect of oligopoly is that the dominant firms must be sufficiently sized
and limited so the behavior of any one firm influences the pricing and output decisions of
the other major firms in the market. It is this mutual interdependence among firms that
distinguishes oligopoly from the other market structures. Because the nature of the inter-
dependence varies, economists have been unable to develop a single model of oligopoly
behavior. As a result, many formal and informal models of oligopoly have been developed
that depict firm behavior under a variety of different scenarios. It is beyond the scope of
this text to delve into all of these models so we have limited the discussion to two broad
models of firm behavior: the collusive and competitive models of oligopoly.

Collusive Oligopoly

According to the collusive oligopoly model, all the firms in the industry cooperate rather
than compete on price and output and jointly maximize profits by collectively acting as a
monopolist. To illustrate, assume that there are only three identical firms in a given mar-
ket with similar demand curves and that these firms have decided to collude and jointly
maximize profits. Under these circumstances, the firms collectively act like a monopolist
and jointly set the price and output indicated by point M on the market demand curve
in Figure 8-5. It follows that a deadweight loss and a misallocation of society’s scarce
resources results from the collusive oligopoly.

The collusion among the oligopolistic firms may be of an overt or a tacit nature. Overt
collusion refers to a situation in which representatives of the firms formally meet, perhaps
in a clandestine location such as a smoke-filled room, and coordinate prices and divide up
markets. Tacit collusion occurs when firms informally coordinate their prices. The price
leadership model represents an example of tacit collusion in which the firms in an industry
agree that one firm will serve as a price leader. The rest of the firms in the industry simply
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match or parallel the price of the leader. The resulting conscious parallelism can theoreti-
cally produce the same monopoly outcome as overt collusion and deadweight losses result
(point M in Figure 8-5).

While it appears that firms in an oligopoly have a strong incentive to collude and form
a cartel, a number of factors make collusion difficult. First and foremost are legal and prac-
tical considerations. The Sherman Antitrust Act prohibits overt collusion. Firms found in
violation of overt price fixing can be subjected to severe financial penalties and the CEOs of
these companies can be imprisoned.

However, antitrust officials, largely because of the difficulty of establishing proof, do
not pursue cases involving tacit collusion. Firms in an industry may parallel their actions
simply because they react to the same swings of demand and costs in the marketplace. But
a tacit collusive arrangement has its practical difficulties. The informality of a tacit price-
fixing arrangement can lead to problems because other firms in the industry may have a
difficult time interpreting why the industry leader adjusts price. For example, suppose that
the price leader decreases its price. Other firms in the industry can interpret this either as
a simple reaction to an overall decrease in market demand or as an aggressive attempt on
the part of the price leader to improve market share. In the first case, the other firms would
simply lower prices and go about their business. In the second case, however, they may
aggressively counteract this move by decreasing their prices even further in an attempt to
initiate a price war.

Second, cost differences make it more difficult for firms to cooperate and agree on a
common price. High-cost firms will desire a higher price than low-cost firms. But the suc-
cess of a cartel depends on all of the firms adhering to a common price. Third, collusion
is less successful when entry barriers are low. New firms offering lower prices will seize
market share away from the cartel members when entry barriers are low. Fourth, for sev-
eral reasons, collusion is more likely when few firms exist in an industry. One reason is
that the ability to collude becomes more difficult as more firms enter into collusive agree-
ment. Low negotiation costs make it much easier for two firms to collude than a dozen.
Another reason is that more firms increase the probability that any one firm will act as a
maverick and act independently by charging a lower price than others. Finally, more firms
increase the probability that one firm may cheat or chisel on the agreement. For example,
one firm may grant a secret price concession to a large buyer to improve sales. Naturally,
when the other firms in the industry learn of this behavior they will abandon the collusive
agreement and strike out on their own. The potential for cheating behavior is greater when
more firms exist in the industry because of high monitoring and detection costs. For these
four reasons, collusive agreements are more difficult to negotiate and maintain than most
people imagine.

Competitive Oligopoly

Competitive oligopoly lies at the opposite extreme of collusive oligopoly. Competitive oli-
gopoly considers that rivals in an oligopolistic industry may not coordinate their behavior
but instead aggressively seek to individually maximize their own profits. If the firms in
an oligopolistic market sell relatively homogeneous products, and thus one firm’s product
is a strong substitute for the others, each firm may realize that buyers will choose to pur-
chase the product offering the lowest price. If so, each firm faces an incentive to lower its
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price to marginal cost because at that level it will at least share part of the market with the
others and not be undersold. If oligopolistic firms act in a competitive manner like this,
market output is produced at the point where price equals marginal cost and resources are
efficiently allocated (point C in Figure 8-5) even though a few dominant firms exit in the
industry.

Collusive or Competitive Oligopoly?

Whether firms act as a collusive or competitive oligopoly, or somewhere in between, depends
on how each firm forms its beliefs or conjectural variations about how its rivals will react to
its own price and output decisions. Conjectural variations consider how, say, firm A believes
its rivals will react to its output decision. For example, firm A might believe that rivals will
offset its behavior by producing more if it reduces output. Firm A has no incentive to restrict
output given that market output and price remain the same because of offsetting behavior.
On the other hand, Firm A might believe that its rivals will react by matching its behavior
and producing less. The matching behavior results in less market output and a higher price
for the product. Thus, if firms form similar conjectural variations and each expects matching
behavior, a point closer to point M in Figure 8-5 and the associated deadweight losses result.
In contrast, if firms form similar conjectural variations and each expects offsetting behavior,
a point closer to point C in Figure 8-5 and the related efficiency gains occur.

Economic theory indicates that firm characteristics and market conditions influence the
conjectural variations held by oligopolistic rivals. Many involve the same characteristics
and conditions mentioned earlier that affect the success of a collusive oligopoly. First, firms
are more likely to expect matching behavior when fewer firms exist and entry barriers are
high because each firm realizes the greater profit potential from engaging in matching be-
havior. For example, each firm receives 50 percent of the monopoly profits when only two
firms exist in the industry, so greater expectations can be attached to matching behavior.

Rivals are more likely to expect matching behavior when they share social and historical
ties. Social and historical ties consider such things as industry trade associations, maturity
and growth of an industry, and the proximity of firms in an industry. Specifically, rivals are
more likely to anticipate matching behavior in industries in which trade associations play
an important role. Trade associations foster cooperative behavior by establishing common
bonds and the sharing of information among firms. Anticipation of matching behavior is
greater among rivals in older industries that are growing slowly. Less entry takes place and
fewer new owners exist in older, slow-growing industries. New owners are more likely to
act as independent mavericks and reduce the likelihood of matching behavior.

The proximity of firms in an industry considers how close firms are on a number of
dimensions including location, products, technologies, and sources of capital. Rivals in
closer proximity more likely share similar expectations. The organizational structure of
the firms in an industry may also affect conjectural variations. More centralized firms re-
spond slowly to market changes and thus may be biased toward cooperation and expecting
matching behavior. Also, prices tend to be determined at the top of the hierarchy while
output decisions are made at the lower levels in more centralized organizations. If firms
within an industry possess similar centralized organizational structures, the hierarchical
arrangement may lead to price rigidity but output flexibility. Lastly, bounded rationality
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may favor expectations of matching behavior among rivals. Bounded rationality refers to
the limited ability of human behavior to solve complex problems. Bounded rationality may
lead to rules of thumb for pricing in an industry and act as facilitating device for firms to
match or coordinate their behavior.

Oligopolistic Behavior in Medical Care Markets

The two different models just discussed indicate that oligopolistic firms are more likely to
compete among themselves, rather than tacitly or overtly coordinate their policies, when
firms are more numerous and entry barriers are lower, among other factors. Consequently
we may witness only two firms in an industry yet aggressive price competition because
entry barriers are low, for instance. In contrast, another industry may be characterized by
five firms that coordinate their policies because entry barriers are high and the firms share
similar histories and common bonds. Sorting out the behavior of real-world oligopolistic
firms typically requires a careful study that simultaneously controls for a host of conditions
that impact how firms may react to each other’s decisions.

With that caveat in mind, we illustrate a couple of real-world situations that portray two
different medical care industries as reflecting the behavior of a competitive oligopoly. That
is, the existence of rivals resulted in lower prices. The first example relates to the $2 billion
blood banking industry during the late twentieth century. Interestingly, this case involves
two dominant not-for-profit firms.

In the mid-1990s, American Red Cross held a 46 percent share of the nation’s blood
banking business. Its closest national rival, America’s Blood Centers (ABC), an affiliation
of local independent blood banks, controlled another 47 percent. Individual hospital blood
banks across the nation collectively held the remaining 7 percent of the market. Despite
their relatively equivalent national market shares, either American Red Cross or a local
member of ABC enjoyed a monopoly position in many regional markets at that time be-
cause federal policy since the 1970s had sanctioned local blood monopolies.

However, in 1998, American Red Cross made a bold move to increase its national market
share to 65 percent by entering various regional markets such as Kansas City, Dallas, and
Phoenix, originally monopolized by one of the local members of ABC. Based on this ag-
gressive behavior, a competitive oligopoly model appears to do a better job of predicting
the behavior of these two dominant firms than does a collusive oligopoly model. Evidence
indicates that a lower price of blood resulted in local markets where a member of ABC
coexisted with American Red Cross than in markets where an independent operated alone.
For example, the price of a unit of blood cells was about $60 in Florida, one of the nation’s
most cutthroat markets, and $105 in upstate New York, where competition was minimal
(Hensley, 1998).

Our other example pertains to Johnson and Johnson (J&J), the well-known drug and
medical device manufacturer. The relevant product in this case is a stent.* At the begin-
ning of 1997, J&J was a dominant firm controlling 95 percent of the $600 million stent

4. A stent resembles a small metal mesh tube, no thicker than a pencil lead, which is squeezed onto a tiny balloon and threaded
into the heart’s arteries. At the blockage site, the balloon is inflated to expand and deposit the stent, creating a scaffolding device
resembling a ballpoint pen spring that remains in place to keep the vessel open after the balloon is withdrawn. Blood can then
flow through the previously blocked artery.

231



232

PART 1 Basic Health Care Economic Tools and Institutions

market through its patent protection. By the middle of 1998, the stent market had grown
to yearly sales of $1 billion but J&J only held a meager 8 percent market share at that time
(Winslow, 1998)! How could a company lose nearly 90 percent of its market share with a
patented product over an eighteen-month span? It appears that J&J made a major blunder
by failing to consider potential competition.

To be more specific, J&J angered key customers with rigid pricing for its $1,600 stent,
refusing discounts even for hospitals that purchased more than $1 million worth of stents
per year. With no comparable stent options, the buyers of stents had little alternative but
to pay the high price. The high prices eventually caused cardiologists to pressure the Food
and Drug Administration to approve new stents as quickly as possible. Physicians helped
quicken the approval process by willingly testing the stents offered by new firms. Guidant
Corporation took advantage of this new approval process and, 45 days after its patent was
approved, controlled 70 percent of sales in the stent industry.®

While both of our examples provide evidence to support the competitive oligopoly
model, it is important to note that a collusive oligopoly model may be more relevant in
other situations, depending on the precise market conditions. Because overt price-fixing
per se is illegal in the United States (see Chapter 9), it doesn’t reveal itself as competi-
tive behavior does. Tacit collusion is also hard to detect in practice given that the prices
charged by firms in the same industries, even competitive ones, tend to move together.
Nevertheless, industrial organization theory suggests that firms may collude when certain
structural conditions hold in a market. When firms collude to make additional profits, eco-
nomic theory tells us that they restrict output (and quality), raise price and thereby harm
consumers. Chapter 9 provides some examples of noncompetitive oligopoly in the context
of antitrust enforcement.

Defining the Relevant Market, Measuring
Concentration, and Identifying Market Power

This chapter has focused on the theoretical relationship between market structure, con-
duct, and performance. We learned that the structural characteristics of a market influence
how firms conduct themselves with respect to pricing and other business practices, which
in turn affects the performance of the industry. Little regard, however, has been given to
delineating the precise boundaries of a market. Hypothetically, we know that a market
reflects a place where the buyers and sellers of a product, through their collective negotia-
tions, determine the price and quantity of a good or service that is bought and sold. While
a hypothetical definition may be fine for theoretically studying the welfare implications of
various market structures such as monopoly, a more practical definition of the market is
necessary when conducting real-world analysis for private and public policy purposes. If
a market is defined too broadly (narrowly) in practice, firms will appear to possess less
(more) market power than they actually hold.

Consequently, if we intend to apply the SCP model to better understand and predict mar-
ket behavior and performance, determining the precise boundaries of a market becomes an

5. Interestingly, J&J developed new types of stents and began merger proceedings with Guidant Corporation over the next
several years.
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important exercise. To begin with, we have to determine the precise product being bought
and sold. We also have to figure out how many sellers of that particular product are located
in the market area. We discuss next some of the theoretical issues and practical limitations
involved when defining markets. We also consider how market concentration and market
power are often measured in practice.

The Relevant Product and Geographical Markets

While hypothetically easy to imagine, a market is very hard to define in practice. Econo-
mists note that a market has two dimensions. The first dimension, the relevant product
market (RPM) considers all of the various goods and services that a set of buyers might
switch to if the price of any one good or service is raised by a nontrivial amount for more
than a brief amount of time. Obviously, these goods and services must share some similar-
ity or substitutability in terms of satisfying demand. For instance, general and family practi-
tioners are likely to substitute for one another whereas urologists and pediatricians are not,
because the latter two types of physicians fulfill different demands. As another example,
suppose clinic-based physicians raise their fees by 5 percent or more and hold them at that
level for at least a year. If a reasonable number of insurers, as the buyers of physician ser-
vices, respond to this nontrivial and nontransient price increase by adding the outpatient
facilities of hospitals to their network of ambulatory care providers, then services of clinic-
based and hospital-based doctors can be considered as offering goods and services in the
same RPM. If insurers do not switch, then hospital outpatient facilities most likely cannot
be considered to be in the same RPM as clinic-based services.

The relevant geographical market (RGM) represents the second dimension of the market.
The RGM establishes the spatial boundaries in which a set of buyers purchase their prod-
ucts. A RGM may be local (physician, nursing home care, acute hospital care, and dialysis
services), regional (tertiary care hospitals, health insurance), national (prestigious medi-
cal academic centers) or international (pharmaceuticals, medical devices) in scope. For
example, a hospital in Utica, New York, is unlikely to compete with a hospital in Hartford,
Connecticut (about 205 miles away) for the same patients or insurers, but it may compete
with a hospital in Rome, New York (about 16 miles away). Similar to determining the RPM,
the conceptual exercise is to imagine all of the sellers of the same good or service that a
set of buyers might switch to as a result of a nontrivial, nontransient price increase (or
quality decrease). The RGM is then defined to include all of the seller locations to which
buyers might switch. For example, suppose dental practices in Ivy Towers raise their prices
by 5 percent or more and the price increase is expected to last indefinitely. If consumers
and insurers are observed switching to dental practices in communities other than Ivy Tow-
ers, then all of the dental practices in all of those communities to which the buyers switch
should be included in the RGM.

Although its practical relevance is limited, this conceptual exercise of a nontrivial, non-
transient price increase is helpful because it tells us that we cannot necessarily rely on cur-
rent purchasing practices when defining the relevant market for different types of medical
care. For example, suppose several health insurers have contracts for all of their ambulatory
care needs with three independent group physician practices in an area. Now suppose that
these three independent group practices announce that they plan to merge their organiza-
tions in the upcoming year. If only current purchasing arrangements are relied on, we might
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be led into believing that the consolidated physician practice would result in monopoly
pricing. However, that may not be the case if the insurers can switch to other providers of
ambulatory care in that same immediate area or switch to providers outside the immedi-
ate area. The availability of substitutes can be expected to inhibit the newly consolidated
practice from raising price. In fact, the consolidation of the three physician clinics might
actually benefit the community if scale economies exist and lower rather than higher prices
result.

In any case, it should be evident that determining the scope of the RGM and the RPM
remains more of an art than a science. Typically, analysts refer to current purchasing prac-
tices and expert opinion when determining the current willingness of buyers to substitute
among products and among sellers at different locations. They also must consider that
other substitute products and sellers at different locations may be available but are not yet
economical at existing prices. Their mere existence, however, prevents current sellers from
raising price. We must also remember that new suppliers help maintain reasonable prices
when entry barriers are low and they can easily and quickly enter markets.

Measuring Market Concentration

Suppose we are reasonably comfortable with our definition of the relevant market for a
good or service after considering both its product and geographical dimensions. Further
suppose that we want to measure the degree of market concentration as reflected in the
number and size distribution of the firms within an industry. For instance, we learned that
perfectly competitive markets are characterized by a large number of firms with tiny mar-
ket shares whereas a few dominant firms characterize an oligopolistic industry. We want
to capture the structural aspect of an industry with a relatively simple statistic, with the
general idea that a market can be viewed as being more highly concentrated when fewer
firms produce a larger share of industry output.

Economists typically offer the concentration ratio and the Herfindahl-Hirschman index
as measures of market concentration. The concentration ratio identifies the percentage of
industry output produced by the largest firms in an industry. The four-firm concentration
ratio, CR,, which is the most common, equals the sum of the market shares of the four
largest firms. Industry output is often measured in terms of sales, volume of output, or
employment. The CR, ranges between 0 and 100 percent, with a higher value reflecting
that the largest four firms account for a larger share of industry output or, alternatively
stated, that the industry is more highly concentrated. For example, a CR, of 60 percent
indicates that the four largest firms account for 60 percent of all industry output.

Over the years, economists have assigned labels to industries depending on their four-
firm concentration ratios. An industry with a CR, of 60 percent or more is considered to be
tightly oligopolistic whereas an industry with a CR, between 40 and 60 percent is labeled
as a loose oligopoly. Industries with a CR, of 40 percent or less are treated as being reason-
ably competitive. However, some words of caution: these industry classifications consider
only the number and size distribution of firms. As we learned earlier, other market condi-
tions, such as the height of any entry barriers, should also be considered when evaluating
the relative structural competitiveness of an industry.

When data are available only for total industry output and the output produced by the
few largest firms but not for the rest of the firms in an industry, a concentration ratio must
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be used to gauge the degree of industrial concentration. But concentration ratios possess a
shortcoming because they do not identify the distribution of industry output among the larg-
est firms. For example, if the CR, in some market equals 60 percent, it is unclear whether
the largest four firms each produce 15 percent of industry output or the largest firm pro-
duces 57 percent and the others each produce 1 percent. The distribution of output among
the largest firms can make a difference in terms of the market conduct of firms. Economists
tend to agree that firms are more likely to engage in active price competition when they are
more similarly sized compared to a market environment where one firm dominates the in-
dustry and the others are much smaller. In the latter case, the smaller firms are likely to act
as followers and simply mirror the pricing behavior of the dominant firm. We talked earlier
about this type of tacit collusion in the context of the price leadership model.

Because a concentration ratio fails to reveal the distribution of industry output among
the largest firms, most economists prefer to use the Herfindahl-Hirschman index (HHI),
when the necessary data are available, to measure the degree of industry concentration.®
The HHI is derived by summing the squared market shares of all the firms in the relevant
market, or

N
(8-1) HH1=i§15§=s%+~-+s§,

where S, stands for the percentage market share or percentage of industry output produced
by the ith firm and 0 < HHI = 10,000.

When a market is dominated by one firm, the HHI equals its maximum value of 10,000
or 100%. The HHI takes on a value closer to zero when a greater number of firms, N, exist
in the market and/or when the existing firms are more equally sized. As the value of the
HHI approaches zero, an industry is considered to be less concentrated or more structurally
competitive.

For example, in 2003 the five largest manufacturers of soft contact lenses were Vistakon
(J&J), Ciba Vision, Bausch & Lomb, Cooper Vision, and Occular Sciences, with market
share based on total patient visits when dispensed of 36.2%, 23.1%, 14.0%, 13.1%, and
12.4%, respectively.” Supposing that soft contact lenses represent the RPM, the CR, can be
calculated by summing the four largest market shares. The resulting figure of 86.4 percent
suggests that the four major producers of soft contact lenses in the United States account
for slightly more than 86 percent of all soft contact lenses dispensed. In terms of market
concentration, the soft contact lens industry clearly resembles a tight oligopoly given that
the CR, greatly exceeds 60 percent. But notice that the CR,, by itself, does not reveal
the distribution of output among the four largest firms. For example, the CR, would also
equal 86.4 percent if Vistakon’s market share were 80 percent and the three other firms ac-
counted for the remaining amount of industry output.

The distribution of market shares among the largest firms in the soft contact lens indus-
try can be considered by applying Equation 8-1 and computing the HHI as 2,370.2. To gain
some insight into the meaning of this figure, suppose that the two smallest contact lens

6. The disadvantage of the HHI is that market share data are needed for all of the firms in the industry with shares of more than
1 percent. The four-firm concentration ratio requires only market share data for the largest four companies.

7. See http://www.ftc.gov/reports/contactlens/050214contactlensrpt.pdf (accessed October 18, 2005). The figures sum to

98.8 percent because the smallest firms have been omitted.
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suppliers, Occular Sciences and Cooper Vision, decide to consolidate their companies. The
postmerger HHI would be (36.2% + 23.1% + 14> + 25.5) or 2,690.3. Notice that a smaller
number of firms leads to a higher value for the HHI and reflects the greater concentra-
tion of output among a smaller number of firms in the industry. Now suppose the market
shares of the four remaining soft contact lens suppliers become equal over time. If so, the
HHI declines to 2,500 (252 times 4). In general, it can be shown that the HHI takes on a
lower value when a larger number of equally sized firms exists in an industry.

Although the SCP model predicts that firms are more likely to unilaterally or collectively
exploit their market power by restricting output and raising price (and reducing quality)
when firms are fewer in number, that same theory is unable to predict the precise value
of the HHI at which behavior of this kind takes place. The HHI reflects only the structural
competitiveness of the market; it reveals nothing explicit about the behavioral intensity
of competition among firms. Consequently, economic theory alone is unable to identify a
specific competition-monopoly cutoff level for the HHI.

However, the Department of Justice (DOJ) has established some guidelines concerning
the level of the HHI that the agency believes triggers a concern about the potential exploita-
tion of market power. That is, the DOJ generally challenges a merger when the postmerger
HHI exceeds 1,800 and the merger increases the premerger HHI by 50 points or more. The
DOJ may also challenge a merger that results in a postmerger HHI above 1,000 and raises
the the premerger HHI by more than 100 points. A merger that results in a postmerger HHI
of less than 1,000 is seldom challenged by the DOJ.

The DOJ therefore believes that reasonably competitive conditions hold when the HHI is
less than 1,000. In addition, the industry is treated by the DOJ as being mildly concentrated
when the HHI falls between 1,000 and 1,800. Finally, the DOJ regards the industry as being
highly concentrated when the HHI exceeds 1,800. Interestingly, these cutoffs for the HHI
correspond fairly closely to the benchmarks for the CR, mentioned previously with regard
to an industry being labeled as reasonably competitive and loosely or tightly oligopolistic.
If all of the firms in an industry are equally sized, the HHI equals 1,000 when the CR,
equals 40 percent and roughly 1,800 when the CR, equals 60 percent.®

|dentifying Market Power

As mentioned throughout this text, resources are scarce at a point in time so any economic
system must seriously address how these scarce resources should be allocated to different
purposes. In a market system, resources are allocated to alternative uses based on supply
and demand forces. In long-run equilibrium, if the market is perfectly competitive, price
reflects the marginal benefit associated with consuming, and also the marginal cost of
producing, the last unit of output. In the absence of any externalities, the market outcome
represents efficiency because price or marginal social benefit equals marginal social costs.
Also, if the market is perfectly competitive, and therefore entry barriers are nonexistent,

8. There is also a measure referred to as the numbers equivalent HHI, which is found by dividing 10,000, the maximum value of
the HHI, by the actual HHI for an industry. This measure provides a picture of an industry regarding the number of equally sized
firms potentially represented by a given HHI. For example, an HHI of 1,800 reflects a market environment where roughly 5.6
(10,000/1,800) similarly sized firms exist in an industry. Rounding this number up to 6 and supposing each firm holds an equal
market share of 16 percent results in a CR, of 64 percent. Notice that the 60 percent cutoff for the CR, compares closely to the
1,800 cutoff for the HHI. A similar argument can be made for the 40 percent CR, cutoff.
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the representative firm earns no more than a normal economic profit because competition
among firms drives price down to equal average total costs.

It follows that the efficiency of an industry can be judged, to some degree, by the excessive-
ness of its economic profits. That is, if long-run economic profits are greater than the normal
level, it may indicate that firms in the industry exploit their market power by restricting output
and raising price above the marginal costs of production. If so, consumer welfare is harmed and
resources are misallocated from a societal point of view.

Lerner (1934) provides an alternative but related way of thinking about market power. In the
context of a monopoly, Lerner argues that market power can be measured by how high price, P,
can be elevated above the marginal costs, MC, of production. He shows mathematically that the
ability to elevate price above costs depends on the price elasticity of market demand, E,;, facing
the monopolist. Specifically, the Lerner index of monopoly power, L, can be written as

_(P-MC) 1
P |En|

The Lerner index implies that the markup of price above marginal cost as a percentage of
price is inversely proportional to the price elasticity of market demand (in absolute terms). That
is, the ability to elevate above marginal cost is limited by the responsiveness of buyers to a price
increase. For example, supposing that price elasticity of market demand equals —2.0, the Lerner
index suggests that the markup of price above cost equals 50 percent of the price. If, instead,
the price elasticity of market demand was more elastic and equaled —10.0, the index indicates
that the markup falls to only 10 percent of price. It stands to reason that a firm, facing many
substitute products, is unable to elevate price high above the marginal given a more elastic
demand. In fact, the Lerner index for a perfectly competitive firm equals zero because it faces a
perfectly elastic demand. Thus, the Lerner index is often treated as a measure of market power.

If we assume that marginal costs equal average total costs (that is, a horizontal per unit cost
curve), the Lerner index can be rewritten as

(8-2) L

P — AT
L=7( C).
p

Multiplying both the numerator and the denominator of the right-hand term by Q/Q, the follow-
ing expression can be obtained:

(8-3)

QP -ATC) (TR-TC) m
h QP B TR TR’

Equation 8-4 indicates that the Lerner index can be approximated by the ratio of economic prof-
its to total revenues or sales. A higher value for the ratio of economic profits to sales indicates
that the firm or industry possesses greater market power.

Given the strong theoretical underpinnings, it should not be surprising that economists
often use profit rates to draw inferences about the market power of real-world firms and
industries. In practice, other measures of profitability, such as profits as a fraction of stock-
holder equity or total assets, are examined in addition to the profit return on sales when
the necessary data are available. Using several bases to measure profit rates represents a
sound practice because profits sometimes differ across firms and industries simply because
of variations in production methods (labor versus capital intensive) or reliance on debt ver-
sus equity financing, for example.

(8-4) L
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However, economists realize that several conditions must be considered when draw-
ing inferences about market power from profit data. First, economists consider that the
reported rates represent accounting and not economic profits. Recall from Chapter 7 that
economic profits reflect the opportunity cost of all resources and not just resources pur-
chased by companies. Alternatively stated, accounting profits do not reflect adequately
the opportunity cost of resources owned by businesses such as buildings, land, and equip-
ment. Hence accounting profits generally overstate economic profits and can complicate
comparisons across companies.

Second, we must also consider that even perfectly competitive firms earn a normal,
economic profit rate. Profit-maximizing firms must receive at least a normal return on their
capital or they will exit the industry to earn a higher return elsewhere. Thus, we must
allow for some economy-wide competitive rate of return. For example, industries in the
general economy may normally earn a 6 percent return on their capital. Any economic
profits received after allowing a 6 percent return on capital might then be considered as
being excessive or above the normal amount.

Third, investments in some industries are riskier than others. Economic theory suggests
that risk-adverse investors require a risk premium to invest in more risky industries, ceteris
paribus. Thus observed differences in profit rates across industries must be adjusted for risk
before inferences about relative profitability can be made. For example, an industry rate of
return on capital of 8 percent may reflect a 6 percent normal return and a 2 percent risk
premium.

Finally, economic theory suggests that a perfectly competitive industry earns a normal
rate of return in the long run. However, favorable or unfavorable industry or economy-wide
shocks may cause actual (and risk-adjusted) economic profits to deviate from the long-run
normal rate in the short run. Also, short-run above normal profits and economic losses
should not persist in the long run because firms eventually enter and exit markets. Hence,
we must be careful not to draw any strong conclusions about excessive profitability from a
simple snapshot of industry performance that does not capture market dynamics. That is,
we must determine whether the excessive profits persist over time because of entry barri-
ers before drawing any conclusions about market power.

In sum, economic theory indicates that economic profits should persistently be greater
than zero when firms possess and exploit their market power. As a result, profit rates can
sometimes be used to draw inferences about the market power and efficiency of real-world
firms and industries. However, from an economic perspective, it is important to consider
the long-run risk-adjusted economy-wide competitive rates of return before the presence of
market power can be properly assessed.

Summary

In this chapter, the SCP paradigm was offered as a way of conceptualizing how market
structure affects both industry conduct and market performance. We saw that markets range
from being perfectly competitive to pure monopoly depending on factors such as the num-
ber and size distribution of firms, height of any barriers to entry, and the type of product
offered for sale by firms in an industry. In general, a greater degree of both actual and poten-
tial competition leads to greater efficiency because individual firms have less market power.
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Perfect competition was the first market structure that we analyzed in some detail. Per-
fect competition means that individual firms are price takers and maximize profits, buyers
maximize utility or economize, no barriers to entry exist, and buyers possess perfect in-
formation. Based on these characteristics, it was shown that perfectly competitive markets
allocate resources efficiently when all social benefits and costs are internalized by those
engaged in the market exchange. Perfect competition also results in the maximum sum of
consumer and producer surplus, another sign of allocative efficiency.

The model of pure monopoly was then offered as a logical extreme to the perfectly com-
petitive model. One seller of a good or service and perfect barriers to entry characterize
monopoly. Because a monopoly has market power and faces a downward-sloping demand,
it was shown theoretically that a monopoly results in a restriction of output and a misal-
location of society’s resources. A deadweight loss and redistribution of income also occur
when a monopolist exists in a market.

Monopolistic competition was introduced as an intermediate market structure. The dis-
tinguishing feature of monopolistic competition is a differentiated product. A differentiated
product means that the individual firm possesses some slight market power because it
can raise price without losing all sales. Because entry barriers are nonexistent in the long
run, the typical monopolistically competitive firm makes normal profits in the long run.
Given that variety is highly valued by consumers, the only legitimate criticism against a
monopolistically competitive firm may be its use of product differentiation. While elements
of product differentiation such as advertising, trademarks, and brand names may provide
cheap information and promote competition, it was also argued that these same features
might impede competition through habit buying and creating entry barriers.

Oligopoly, another intermediate market structure, was examined next. A few large domi-
nant firms and, thus, mutual interdependence among firms distinguish oligopoly from the
other market structures. The efficiency of an oligopolistic industry depends on whether the
individual firms in the industry compete or cooperate with one another. Cooperation or
collusion leads to monopoly-like behavior and a restriction of output and a misallocation
of society’s scarce resources. It was pointed out that the conjectural variations formed by
firms influence their behavior if they expect offsetting or matching behavior by rivals in
the industry. Expecting offsetting (matching) behavior leads to the competitive (monopoly)
outcome. It was further discussed that matching behavior is more likely to be expected
when the number of firms is fewer, entry barriers are higher, trade associations exist, the
industry is mature and slow growing, organizational structures are more centralized, and
firm decision makers possess bounded rationality.

Finally, the chapter ended with a discussion concerning how to define the relevant mar-
ket, measure the degree of market concentration, and identify market power. We learned
that the relevant market possesses both a product and spatial dimension. In particular,
when addressing the relevant market in which a firm operates, one must consider all of the
other products and companies that buyers might turn to if that firm raised the price or low-
ered the quality of a specific product by a nontrivial amount for a non-temporary period of
time. All of the other products and companies that buyers switch to would be considered
as being in the same relevant market as the firm and product for which the price has in-
creased or quality has declined.

To measure the degree of market concentration, the four-firm concentration ratio (CR,)
and Herfindahl-Hirschmann Index (HHI) are typically calculated. The CR, is calculated by
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adding up the market shares of the four largest firms in a market. As the CR, increases in
value, the market is treated as being more highly concentrated. The HHI is found by squar-
ing and summing the market shares of all firms in the same relevant market. The HHI var-
ies between 0 to 10,000 with higher values indicating a more highly concentration industry
and takes on a greater value when fewer, dissimilarly sized firms exist in an industry.
The HHI is typically preferred over the CR, because it captures the distribution of output
among the largest firms in an industry. An industry is considered to be tightly concentrated
when the CR, and HHI are greater than 60 percent and 1,800, respectively. Finally, we dis-
cuss the measuring of market power. We learned that the Lerner Index indicates that once
properly adjusted, profit rate can serve as a reflection of market power and efficiency.

Before concluding this chapter, it should be pointed out that the SCP analysis might be-
come muddled when applied to medical markets for two reasons. First, conventional mi-
croeconomic theory is based on a profit maximization assumption, whereas many medical
organizations are organized on a not-for-profit basis. Second, the industrial organization triad
may not be appropriate for the medical care industry because quality usually matters more
than price to consumers and government takes a more active role in the production, regula-
tion, and distribution of output. These considerations diminish the role that profits and price
play in the allocation of health resources and rationing of medical goods and services.

Despite these considerations, we believe that the SCP paradigm remains a useful tool for
analyzing health care markets. Even the conduct of not-for-profit organizations is influenced
by market structure to some degree. For example, market structure places a restraint on the
maximum price not-for-profit firms can charge, and even not-for-profit organizations are
subject to a financial solvency constraint. Also, for-profit firms are strongly represented in
the health care sector. Many community hospitals, home health and hospice care agencies,
mental health facilities, and nursing homes are organized on a for-profit basis. All pharma-
ceutical and commercial health insurance companies and nearly all physician, dental, and
optometric clinics are also organized on a for-profit basis. Thus, while the quest for profits
may have a smaller impact on the behavior of firms in the health care sector than on that
of firms in other industries, profits still play an important role. Certainly, the investigator
should conduct the industry analysis very carefully and be cognizant of the peculiarities of
health care industries when drawing any inferences from the SCP paradigm.

Review Questions and Problems

1. Suppose the supply curve of medical services is perfectly inelastic. Analyze the im-
pact of an increase in consumer income on the market price and quantity of medical
services. Next, assume the demand for medical services is perfectly inelastic while the
supply curve is upward sloping. Explain the impact of an increase in input prices on
the market price and quantity of medical services.

2. In the country of Drazah Larom (moral hazard spelled backward), health insurance is
nonexistent and all medical markets are perfectly competitive. Use supply and demand
analysis to explain the impact of the following changes on the price and output of phy-
sician services.

A. A decrease in the wage of clinic-based nurses.
B. The adoption of cost-enhancing medical technologies.
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C. An aging population and a correspondingly more severe patient case-mix.
D. Declining consumer income.
E. A lower market price for physician services (be careful here!).

. In the 1980s, a shortage of registered nurses in the United States led to an increase of

almost 21 percent in the real average hourly earnings of RNs from 1981 to 1989 (Pope
and Menke, 1990). This increase was the highest of any occupational group. Use sup-
ply and demand theory to show the shortage and explain why a dramatic rise in the
wage rate occurred. Was there still a shortage of registered nurses by 1994?

. Using supply and demand analysis, show graphically and explain verbally some of the

factors that may have led to rising health care costs in the United States from 1960 to
the present day.

. In the mid-1980s, female nurses became increasingly aware that a relatively large num-

ber of attractive job opportunities existed outside the medical services industry. In fact,
a large number of colleges offered life and transfer credits for nurses so that they could
change careers at less cost. Using an equilibrium model of the market for nurses, show
what impact this market change had on the wage rate and employment of nurses.
Work through the comparative statics and explain whether a temporary shortage or
surplus occurred and the various market adjustments that took place as a result of the
temporary imbalance.

. Assume the sale of human organs is legalized and a free market develops. Further-

more, assume the market is in equilibrium. Trace through the price and output effects

of the following:

A. An increase in the incomes of potential buyers of human kidneys.

B. A decrease in the price of kidney dialysis.

C. The development of a new drug that leaves the immune system intact while
preventing transplant rejection (Waldholz, 1992).

D. A greater willingness by individuals to supply human kidneys.

. A June 10, 1996, Wall Street Journal article titled “Americans Eat Up Vitamin E Sup-

plies” discusses the shortage that existed for vitamin E at that time. According to the

article, the shortage was created by two changes in the marketplace. First, the supply

of soybeans, from which vitamin E is extracted, declined sharply. Second, a stream of

scientific research from mainstream institutions shows that vitamin E helps to ward off

such ailments as heart disease and cancer and some symptoms of aging.

A. Using two separate supply and demand graphs, graphically show and verbally
explain how a shortage is created by each of the two changes.

B. Explain what eventually happens to price because of a shortage in a free market.

C. Explain how suppliers and buyers adjust their behavior as the shortage is elimi-
nated in each of the two cases.

D. Explain what adjustment may take in the long run because of these changes.

. Show graphically and explain verbally how a monopoly results in a deadweight loss.

Also point out the redistribution that takes place in society because of monopoly.

. Explain why economic profits are zero under monopolistic competition in the

long run.

Explain the difference between the collusive and competitive oligopoly models and
explain the role that the number of firms and barriers to entry play in determining how
real-world oligopolistic industries behave.
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Use the four market structures provided in the chapter to explain the critical role played
by barriers to entry in determining the level of competition in any given market.
Critically evaluate the following statement made by a marketing executive: “Advertis-
ing is good because it always promotes competition.”

What beneficial role do trademarks and brand names serve when information imper-

fections otherwise exist?

Explain the economic reasoning underlying the following statement: “People often fail

to acquire information about the price they pay for medical services because of health

insurance.”

Discuss the two ways product differentiation affects the demand for a product.

Explain how lack of information affects the price and quality of a medical good relative

to a perfectly competitive situation.

Suppose XER Inc. is a monopoly and produces a drug that cures the common cold. The

weekly (inverse) market demand for its product takes the form P = 660 — 4Q, where

Q is measured as number of tablets. The marginal costs (MC) and average total costs

(ATC) are equal at $100 per tablet (that is, a horizontal marginal cost curve).

A. Given this information, solve for the level of output that will be produced by XER
Inc. if it maximizes profits (you may need to consult footnote 2 in the chapter).

B. Solve for the price charged and amount of profits earned by XER Inc.

C. From a societal point of view, does the profit-maximizing level of output represent
an efficient level of output? Why or why not? Calculate the social damages created
by XER Inc. (Hint: You will have to know how to calculate the area of a triangle.)

D. Suppose the source of the entry barrier was removed so XER Inc. is no longer a mo-
nopoly. How would equilibrium change? Explain fully.

Suppose that the annual number of admissions can be used as a measure of output for

a group of hospitals operating in the same RGM. Categorize the type of market based

on the degree of structural competition as measured by the four-firm concentration

ratio and the Herfindahl-Hirschman index.

Hospital Number of Admissions (in thousands)
Saving Grace Hospital 4,000
Mercy Me Hospital 3,000
Price Plus Hospital 1,500
HealthMart Hospital 750
Health Depot Hospital 1,000
Health R Us Hospital 1,500

Explain why it is also important to analyze the structural aspects of the buyer-side of
the market.

Identify the theoretical underpinnings associated with using profit rate as a measure
of market power and what adjustments must be made to reported profit rates for eco-
nomic reasons.
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Online Resources

To access Internet links related to the topics in this chapter, please visit our website at

www.cengage.com/economics/santerre.
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“Needham, Mass., Biotech Company Executive Criticizes FDA"” (Knight Ridder
Tribune Business News).

"FTC Soon to Clear $6 B Bayer-Aventis Merger” (The Daily Deal).
“State Looks at Tax on Hospitals” (Crain’s Detroit Business).
“Doctors Resolve Antitrust Charges” (USA Today).

“Unwanted HMOs, Hundreds of Massachusetts Doctors, Citing Low Fees,
Refuse Medicare Plans” (Boston Globe).

Up to this point, we have given little attention to the role and effects of govern-
ment intervention in the U.S. health care system. Yet, as the preceding headlines
suggest,’ government plays an important role in the various medical markets and
either directly or indirectly influences the health of the population in a number of
ways. For example, regulatory and taxing policies affect the production or consump-
tion of certain products (such as prescription drugs, narcotics, alcohol, and tobacco)
and thereby beneficially or adversely affect the population’s health. Regulations also
have the potential to alter the price, quantity, or quality of medical services and can
thereby inhibit or promote efficiency in the allocation of resources. The degree of
government intervention varies considerably across the country. Some state gov-
ernments choose to actively regulate the production and reimbursement of nursing
home, hospital, and psychotherapy services. Other state governments take more of
a laissez-faire attitude toward the health care industry.

We have already seen several examples of government intervention in the health
care sector. For example, earlier chapters pointed out that government-created
legal barriers to entry, such as professional licensure requirements and CON laws,
often confer monopoly status on the established health care providers in a mar-
ket. In addition, we know that the Medicare and Medicaid programs provide public
health insurance to elderly people, people with disabilities, and selected economi-
cally disadvantaged groups. These are just a few of an immeasurable number of

1. FDA and FTC stand for the Food and Drug Administration and the Federal Trade Commission, respectively.
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government policies that affect the conduct and performance of medical care markets and
the health status of American consumers.

This chapter provides an overview of the impact of public sector policies on the allocation of
medical resources and the distribution of medical output. Although the design, complexity, and
nature of health care policies differ across states, and federal health care policies are multidimen-
sional in scope, a common body of economic theory is drawn upon to analyze such policies.

This chapter:

* examines the economic reasons for government intervention in a market-based health
care system

e discusses the implications of various types of public sector involvement, such as price
and quality regulations and antitrust laws

e explores the methods used by government to redistribute income in society and the
reason for such redistribution.

Economic Reasons for Government Intervention

Two general alternative economic views or models describe why government intervenes in a
market-based health care system. These are the public interest and special interest group theo-
ries of government behavior. According to the public interest theory, government promotes
the general interests of society as a whole and chooses policies that enhance efficiency and
equity. Recall from Chapter 3 that an efficient allocation of resources is achieved when, for a
given distribution of income, each good and service is produced at the point where marginal
social benefit equals marginal social cost. In the presence of market imperfections, such as
imperfect consumer information or monopoly, markets fail to allocate resources efficiently. We
will see shortly that market failure also occurs when public goods such as national defense or
externalities such as air pollution are involved, or when distributive justice is a concern.

The public interest is served when government corrects instances where the market fails
to allocate resources efficiently or to distribute income equitably. When the market fails,
government attempts to restore efficiency and promote equity by encouraging competition,
providing consumer information, reducing harmful externalities, or redistributing income in
society. Consequently, the public interest model of government behavior predicts that the
laws, regulations, and other actions of government enhance efficiency and equity.

According to the special interest group theory (Stigler, 1971; Peltzman, 1976; and Becker,
1983), the political forum can be treated like any private market for goods and services; that
is, the amounts and types of legislation are determined by the forces of supply and demand.
Vote-maximizing politicians represent the suppliers of legislation, while wealth-maximizing
special interest groups are the buyers of legislation. In this model, incumbent politicians
attempt to increase their probability of being reelected by supplying legislation that promises
to redistribute wealth away from the general public and toward various special interest groups.
In return, politicians expect votes, political support, and campaign contributions. Professional
lobbies representing the special interest groups negotiate with politicians and arrive at the
market-clearing prices and quantities of different kinds of legislation. Special interest group
legislation changes over time when relative power shifts among different interest groups.
Power or political pressure is determined by the amount of resources the group controls, the
size of the group, and the efficiency with which the group transforms resources into pressure.
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The successful politician stays in office by combining the legislative programs of various
special interest groups into an overall fiscal package to be advanced in the political arena.
The beneficiaries are the special interest groups, while the costs fall disproportionately on
the general public. For example, individual pieces of legislation that provide protection from
imported automobiles, milk price supports, and a larger education budget individually benefit
those associated with the Automobile Workers Union, the American Dairy Association, and
the National Education Association, respectively. The same politician can offer wealth trans-
fers to each of these three groups and in return receive their combined votes, political support,
and contributions. Naturally, special interest groups and politicians are made better off by the
political exchanges; otherwise, these exchanges would not occur. Politicians retain or acquire
elected positions, while the special interest groups receive wealth-enhancing legislation.

The general public, however, is unknowingly made worse off by the political exchanges.
Individuals are typically rationally ignorant about the wealth implications of government
activities because the personal cost of acquiring information about the true effect of legisla-
tion is high, whereas the corresponding private benefit is low. For example, suppose a cer-
tain piece of legislation redistributes $300 million a year away from the general public to a
special interest group. Although this wealth transfer is a large amount of money in absolute
terms, it is insignificant when expressed in per capita terms. In the United States, the cost
of this wealth transfer is only about $1 per person. Raising the per capita cost of special
interest group legislation to $100 increases the total wealth transfer to $30 billion. Yet even
at a potential per-person savings of $100, few people are likely to become involved due
to the money and time costs associated with political activity. To challenge special inter-
est group legislation, a group or an individual must organize a legitimate counter political
movement, inform others, circulate a petition, and engage in lobbying. All these activities
entail sizeable personal time and money costs.

Ross Perot’s grassroots bid for the presidency in 1992 exemplifies this point on a gran-
diose scale. Perot attempted to challenge the political establishment by running for presi-
dent as a third-party candidate. After spending millions of his own money, he garnered a
respectable 19 percent of the overall vote, but not enough to win the presidential election.
Imagine all the other potential “Perots” who never get involved in the political process at
even the local or state level because of the staggering costs involved.

The special interest group model of government behavior implies that the typical indi-
vidual consumer is “nickeled and dimed” by wealth-transferring legislation. Even worse,
the wealth transfer is not simply a dollar-for-dollar transfer from the general public to the
special interest groups. The political negotiations leading to the wealth transfer involve
scarce resources such as the politicians’ time and professional lobbies. As more resources
are diverted to political negotiations, fewer are available for productive purposes. In addi-
tion, any additional taxes imposed on the general public create a disincentive for individu-
als to commit resources to production. Consequently, inefficiencies are normally associated
with special interest group legislation.

Therefore, according to the special interest group theory of government behavior, public
regulations and laws exist because some special interest group benefits at the expense of
the general public. Individuals in a special interest group are collectively powerful because
they share a common concentrated interest. Consumers as a group, however, are generally
diverse, fragmented, and powerless. Organization costs typically prohibit general consum-
ers from taking action even when wealth transfers are known.
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As an example, Ohsfeldt and Gohmann (1992) analyze whether various state regulations
concerning AIDS-related health insurance underwriting practices are influenced by the pres-
sure of special interest groups. They focus on state regulations prohibiting (1) questions
during the insurance application process about past HIV testing, (2) insurers from requir-
ing insurance applicants to submit to HIV antibody tests, (3) questions on the application
regarding sexual orientation, and (4) the exclusion of any AIDS-related costs from the ser-
vices covered by the health insurance contract.

The authors argue that the losers from these insurance regulations are private health
insurance companies (due to lower profits) and private insurance holders with a low
average risk for AIDS (higher premium costs). Individuals who gain include those at high
risk for AIDS (lower premium costs) and private providers of health care services (higher
profits from more generous private insurance coverage). In general, the empirical findings
of their regression analysis support the hypothesis that the presence of state regulations
restricting AIDS-related health insurance underwriting practices is related to special inter-
est group pressure. Specifically, Ohsfeldt and Gohmann find that underwriting regulations
are more likely in states where the AIDS prevalence rate (as a proxy for the AIDS group) is
high and insurance industry strength is low.

The public interest and special interest group models are two contrasting theories
regarding the economic reasons government intervenes in a market-based system. In the
real world, government most likely intervenes for both reasons. In some instances, govern-
ment actions correct for market failure and thereby promote efficiency and equity. In other
situations, government policies enhance the well-being of specific groups at an overall cost
to society and thereby cause an inefficient allocation of resources and an inequitable dis-
tribution of income. Indeed, a careful cost-benefit analysis would have to be conducted
before the winners and losers could be identified and the efficiency and equity implications
determined for each piece of legislation. It is important to remember that both the govern-
ment and the marketplace are imperfect institutions and, as a result, both fail to some
extent; that is, government failure and market failure can coexist. Our job as policy makers
or informed consumers is to determine which institution can accomplish which objective
in the more efficient and equitable manner.

Types of Government Intervention

Government can alter the performance of markets in terms of efficiency and equity by
providing public goods, levying taxes, correcting for externalities, imposing regulations,
enforcing antitrust laws, operating public enterprises, and sponsoring redistribution pro-
grams. As an example of a public good, a government health officer inspects the sanitary
conditions at local restaurants to protect the public’s health. To correct for an externality,
the government taxes the emissions of firms to reduce the level of air or water pollution
in an area. A certificate of need (CON) law is essentially a health care regulation that
restricts entry into hospital and nursing home markets, whereas the Sherman Antitrust Act
of 1890 prohibits independent physicians from discussing their pricing policies to prevent
monopolistic practices, such as price fixing. A hospital operated by the Veterans Adminis-
tration provides an example of a government medical enterprise. Finally, the Medicare and
Medicaid programs are examples of public medical care redistribution programs. Each of
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these government policies either directly or indirectly influences the allocation of medical
resources and the distribution of medical care in the U.S. health economy. The following
sections discuss the effects of these types of government intervention in more detail.

Public Goods

One legitimate function of government is to provide public goods. A public good must sat-
isfy two criteria. First, unlike a private good, more than one individual can simultaneously
receive benefits from a public good. That is, a public good exhibits nonrivalry in consump-
tion, thus allowing one person to increase his or her consumption of the good without
diminishing the quantity available for others. Second, it is costly to exclude nonpaying
individuals from receiving the benefits of a public good.
National defense is a good example of a public good. Everyone simultaneously benefits,
and it is impossible to exclude nonpayers from receiving the benefits of national defense.
The preservation of water quality in public swimming areas by the local public health
department is another example of a public good. A large number of people can simulta-
neously enjoy the benefits of improved water quality (at least until the beaches become
overcrowded). In addition, it is costly to exclude nonpayers from receiving the benefits of
improved water quality at the local pond (unless the entire pond can be fenced off).
Because of the high cost of excluding nonpaying individuals, private firms are unwilling
to produce and sell public goods; thus, the private sector fails to provide public goods, and
government intervention is necessary. Government ensures that public goods are produced
in either the private or public sector and collects the necessary funding through taxation.?
Some people incorrectly consider medical services to be public goods because they are
so essential for life. From a theoretical standpoint, however, the benefits of medical ser-
vices are almost completely internalized by the individual buyer, and the cost of excluding
nonpayers from receiving medical care is very low. Simply put, prospective patients can be
required to pay the necessary fee at the door of the medical facility or be denied access to
medical services. Thus, medical services are not public goods.?

Externalities

Ordinarily, all costs and benefits are fully internalized by the parties directly involved
in a market transaction, and others not involved in the exchange are unaffected. For
example, consider an individual who wakes up one morning with a bad toothache and
decides to visit the dentist. After some probing, the dentist informs the patient that
a wisdom tooth is causing the problem and recommends that the tooth be extracted
immediately. The (uninsured) patient consents, the task is expertly performed, and the
$100 fee is paid at the desk. In a competitive market, the $100 fee reflects the marginal
benefit the individual receives from being relieved of pain and the dentist’s marginal cost

2. The aggregate demand for a public good is derived through a vertical summation of individual demands. See Chapter 6
in Rosen (1995).

3. Closely related to a public good is the notion of a merit good. Musgrave and Musgrave (1989) point out that people are often
bound by similar historical experiences or cultural traditions. The common bond gives rise to common interests, values, and
wants, “wants which individuals feel obliged to support as members of the community” (p. 57). For example, people in the com-
munity may believe that everyone needs at least some minimal amount of food, housing, or medical services and therefore
may be willing to support the provision of those merit goods through redistribution of income.
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of providing the service. Notice that in this example, only the individual consumer and
dentist internalize the benefits and costs of the market transaction. This transaction is
efficient because both parties are made better off; otherwise, the transaction would not
have taken place.

Sometimes, however, a market transaction affects parties other than the buyers and sell-
ers. In this situation, an externality occurs. An externality is an unpriced by-product of
production or consumption that adversely or beneficially affects another party not directly
involved in the market transaction. When an externality occurs, the buyers and sellers do
not fully internalize all the costs and benefits of the transaction. As a result, external costs
or benefits are generated, and the product is usually under- or overproduced from a soci-
etal perspective. In the following discussion, we examine the impact and implications of
demand-side and supply-side externalities.

Demand-Side Externalities. A demand-side externality occurs when the marginal social ben-
efit diverges from the marginal private benefit associated with a good or service. A positive
demand-side externality means that marginal social benefit is greater than marginal private
benefit; a negative demand-side externality implies that marginal social benefit is less than
marginal private benefit. Cigarette smoking provides a contemporary example of a negative
demand-side externality.

According to Manning et al. (1989), external costs are associated with cigarette smok-
ing, meaning smokers impose costs on nonsmokers. The external costs are generated in
three ways. First, collectively financed programs, such as health insurance, pensions, sick
leave, disability insurance, and group life insurance, are financed by taxes or group pre-
miums and do not differentiate between smokers and nonsmokers. Because smokers have
shorter life expectancies, they pay less taxes and premiums into the system. Second, smok-
ers usually incur higher health care costs than nonsmokers.* Third, external costs arise
when nonsmokers die prematurely from both passive smoking and smoking-related fires.
The implication is that nonsmokers subsidize smokers and incur costs for which they are
not compensated in the private marketplace.

Figure 9-1 shows the effect of cigarette smoking on resource allocation. The supply
curve, S, corresponds to both marginal private and social costs and represents the marginal
costs of using various inputs to manufacture and retail cigarettes. Thus, it is assumed that
all resource costs of production are internalized on the supply side of the market. On the
demand side, we must allow for the fact that the marginal private benefit, MPB, is likely to
be greater than the marginal social benefit, MSB, of cigarette consumption. The MPB curve
in the figure represents the marginal private benefit received from smoking, or the private
demand curve for cigarettes. The MSB curve considers the additional costs inflicted on
society and therefore lies below the MPB curve. The external costs underlie the difference
between the two benefit curves.

For discussion purposes, we assume external costs per pack are the same at each level
of cigarette consumption so that the two benefit curves are parallel to each other. We also
assume the marginal social benefit is positive at every level, although it might be nega-
tive if the external costs exceed the marginal private benefits of cigarette consumption. As

4. Since smokers may die earlier and fail to live to the more medically intensive years of life, it is unclear theoretically whether
smokers always incur higher overall health costs than nonsmokers.
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FIGURE 9-1
External Costs of Cigarette Smoking
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The graph captures the market for cigarettes. In the process of consumers maximizing utility and producers maximiz-
ing profits, market equilibrium results in the outcome at Q, where marginal private benefit, MPB, equals marginal
private cost, MPC. However, the market outcome is inefficient because at that point, marginal social cost, MSC, exceeds
marginal social benefit, MSB, because of the external damages caused by cigarette smoking. An efficient allocation of
resources occurs at Q; because MSB = MSC. Left alone, the market tends to overproduce goods that generate nega-
tive externalities in consumption.

an illustration, Manning et al. (1989) estimates the external costs of cigarette smoking at
approximately 15 cents per pack, exclusive of the costs due to passive smoking (2,400
deaths annually) and smoking-related fires (1,600 deaths annually). If we consider the
value of lives lost from passive smoking and smoking-related fires, the total external costs
increase to approximately 38 cents per pack.’

Consumers compare their marginal private benefit only to price (that is, their internal costs)
when deciding how many packs of cigarettes to purchase. Thus, in the process of maximiz-
ing personal utilities, consumers purchase Q, packs of cigarettes. This amount of cigarette
consumption is inefficient from a societal perspective because at Q, the marginal social cost,
MSC,, exceeds the marginal social benefit, MSB,, of cigarettes; that is, some nonsmokers are
adversely affected by the consumption of cigarettes, and these external costs are not consid-
ered by smokers in the private marketplace. Since the consumers and producers do not fully
internalize all the costs and benefits of their actions, the quantity of cigarettes is overproduced
and overconsumed. An efficient quantity of cigarettes exists at Q;, where marginal social ben-
efit equals marginal social cost. Because consumers and producers are unlikely to voluntarily
alter their consumption and production behavior, some type of government intervention, such
as a tax on cigarettes, may be necessary to curb this harmful type of consumption activity.®

5. The authors used a $1.66 million estimate of the willingness to pay for mortality reductions.

6. To continue our illustration, Manning et al. (1989) point out that the average cigarette tax of 37 cents per pack nearly pays for
the 38 cents of external costs from smoking in the United States. Their estimate of the external costs of alcohol, 48 cents per
ounce, is well above the current excise and sales tax average of 23 cents per ounce. They conclude that smokers compensate
for their external costs, but drinkers do not.
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FIGURE 9-2
External Benefits of Rabies Vaccines
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The graph captures the market for rabies vaccinations. In the process of consumers maximizing utility and produc-
ers maximizing profits, market equilibrium results in the outcome at Q, where marginal private benefit, MPB, equals
marginal private cost, MPC. However, the market outcome is inefficient because at that point, marginal social benefit,
MSB, exceeds marginal social cost, MSC, because of the external benefits caused by rabies vaccinations. An efficient
allocation of resources occurs at Q; because MSB = MSC. Left alone, the market tends to underproduce goods that
generate positive externalities in consumption.

This example represents a negative consumption externality because others not directly
involved are made worse off by the exchange. A positive consumption externality can also
occur when a consumption activity generates external benefits. A vaccination to prevent
an infectious disease, such as rabies, is an example of a positive consumption externality.
Figure 9-2 illustrates the logic underlying this example.

In the figure, the number of dogs receiving a rabies vaccine is shown on the horizontal
axis. The marginal private benefit curve, MPB, reflects the value dog owners place on the
rabies vaccination. The marginal social benefit curve, MSB, reflects the MPB plus all exter-
nal benefits. The external benefits include the dollar benefit others receive when a dog gets
the rabies vaccine and prevents the spread of the infection to humans or other animals.
The supply curve, S, reflects the resource cost of providing the rabies vaccine.

In a free market, consumers compare their marginal private benefit to price when
deciding whether to get the rabies vaccine for their dogs. As a result, Q, represents the total
number of vaccinations in a free market where demand and supply intersect. But notice
that at Q, the marginal social benefit, MSB,, is greater than the marginal social cost, MSC,,
of providing the rabies vaccine. An inefficient outcome occurs because some individuals
place very little value on the rabies vaccination (when maximizing personal utility) since
they do not consider its external benefits. From a societal perspective, therefore, there are
too few rabies vaccinations in a free market. An efficient number of vaccinations occurs at
Q,. This implies that government intervention of some kind, such as a mandatory require-
ment and a fine, may be needed to ensure the efficient number of rabies vaccinations. (For
example, many states require a rabies vaccination to obtain a dog license, and failure to get
a dog license results in a fine.)
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In sum, externalities can arise on the demand side of a market if the social costs and
benefits of a consumption activity are not fully internalized by the participants directly
involved in the exchange. If the consumption activity generates either external benefits or
costs, the good or service is likely to be under- or overproduced from a societal perspective.
Consequently, government intervention may be necessary to correct the market’s failure to
allocate society’s resources efficiently.

Supply-Side Externalities. As you now know, an externality creates an inefficient alloca-
tion of resources when the actions of one market participant affect another and no com-
pensation is forthcoming. As in the case of a demand-side externality, the presence of an
externality on the supply side usually distorts the allocation of resources in a market econ-
omy. A negative supply-side externality exists if a firm inflicts an uncompensated cost
on another party in the process of production. In this case, a deviation arises between the
marginal social cost and the marginal private cost of production. Because the firm bases
its output decision on the private cost of production and not on the social cost, the good is
usually overproduced. Figure 9-3 depicts this situation for a competitive market.

The demand curve, or marginal social benefit curve, is labeled D = MSB; the supply curve,
or marginal private cost curve, is labeled S = MPC. The latter curve represents the amount it
costs private industry to produce each additional unit of output. The MSC curve stands for the
marginal social cost of production, and it lies above the MPC curve because it equals not only
the marginal private cost of production but also the additional per-unit cost the firm inflicts

FIGURE 9-3
Negative Supply-Side Externality
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The graph captures a market where firms emit pollution as a by-product of production. Because of the external costs
from pollution, marginal social cost, MSC, exceeds the marginal private cost, MPC, of production. In the process
of consumers maximizing utility and producers maximizing profits, market equilibrium results in the outcome at Qg
where marginal private benefit, MPB, equals marginal private cost, MPC. However, the market outcome is inefficient
because at the point, marginal social cost, MSC, exceeds marginal social benefit, MSB, because of the external dam-
ages caused by the pollution. An efficient allocation of resources occurs at Q; because MSB = MSC. Left alone, the
market tends to overproduce goods that generate negative externalities in production.
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on others. The distance between the two cost curves represents the per-unit dollar value of
the cost imposed on society. The cost may reflect the greater health hazards from such factors
as air pollution and toxic waste or higher time costs resulting from congested highways.

Profit maximization dictates that the good be produced up to point Q,, where the marginal
private cost equals the marginal social benefit, or the price. At Q,, however, the marginal social
cost of production exceeds the marginal social benefit of the product. From a societal perspec-
tive, resources are efficiently allocated if the Q, level of output is produced because the mar-
ginal social cost of production equals the marginal social benefit and the total social surplus is
maximized. Because the market fails to assign the total social cost of production to the firm,
the good is overproduced and resources are inefficiently allocated.

A classic example of a negative supply-side externality is acid rain. When fossil fuels are
burned, they release sulfur and nitrogen oxides into the atmosphere; these substances com-
bine with water to raise the acidic level of the water supply. Acid rain has caused extensive
damage to marine and wildlife in certain regions of the country, such as New England.
Because sulfur and nitrogen oxides can be carried hundreds of miles by wind currents,
it is extremely difficult to assign costs to them. As a result, many of the producers of these
emissions do not bear the full cost of production.

In the health care sector, the problem of hazardous waste disposal by hospitals can
be analyzed in the context of a negative externality. This became a national issue in the
summer of 1988, when vials of blood, used syringes, and other hospital waste washed up
onshore at a public beach in New Jersey (Baker, 1988). When five of the vials of blood
tested positive for AIDS antibodies, many people became concerned that hospitals were
attempting to pass the high cost of waste disposal on to the public by not properly dispos-
ing of infectious waste. From the public’s perspective, the cost of inappropriate disposal
of medical waste was in terms of an increased risk of accidentally acquiring AIDS. Rutala
et al. (1989) estimate that U.S. hospitals produce approximately 15 pounds of waste per
patient per day and that infectious waste makes up 15 percent of that total. As a result, the
Environmental Protection Agency (EPA), along with many states, regulates the hazardous
waste disposal of hospitals in an attempt to properly assign costs.

A positive supply-side externality occurs if firms in one market (say, A) provide un-
compensated benefits for firms in another market (say, B). In that case, the marginal social
cost is less than the marginal private cost of production; that is, the MSC curve lies below
the MPC curve in market A (see Figure 9-4). The distance between the two curves reflects
the benefits received by the firms in market B. Since no compensation is paid to the firms
in market A, they lack the incentive to produce the efficient amount of output. The profit-
maximizing level of output equals Q,, but at this amount the MSB exceeds the MSC. If total
social surplus is to be maximized, output should expand to Q,. Since the firms in market A
are not financially rewarded for the benefits other firms receive, they do not produce up to
the point where total social surplus is maximized.

The transfer of medical knowledge across international borders is a good illustration of
a positive supply-side externality. For example, assume the research funded by one country
leads to a major breakthrough in the treatment of cancer that significantly lowers medical
costs. This advance in medical knowledge is likely to be written up in a medical journal and,
in the absence of intellectual property rights, quickly adopted by other countries at little or no
cost. The firm in the country that developed the treatment and incurred the cost of research
is not compensated for the full benefit of the breakthrough. Consequently, private medical
researchers in any one country may face an incentive to underproduce medical knowledge in
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FIGURE 9-4
Positive Supply-Side Externality
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The graph captures a market where one firm generates external benefits for other firms in the market as a by-product
of production. For example, suppose one firm discovers a more efficient production process and freely shares the idea
with others. Because of the external benefits from the discovery, marginal social cost, MSC, is less than the marginal
private cost, MPC, of production. In the process of consumers maximizing utility and producers maximizing profits,
market equilibrium results in the outcome at Q, where marginal private benefits, MPB, equals marginal private cost,
MPC (that is, the firm does not freely share the idea). However, the market outcome is inefficient because at that point,
marginal social cost, MSC, is less than marginal social benefit, MSB, because of the external benefits that can poten-
tially be generated by the firm. An efficient allocation of resources occurs at Q; because MSB = MSC. Left alone, the
market tends to underproduce goods that generate positive externalities in production.

the absence of government subsidies because they would fail to receive a suitable return on
their research investment.

In conclusion, economic theory suggests that the presence of an externality on the sup-
ply side impedes the market’s ability to allocate resources efficiently. This occurs because
production decisions are based solely on the private cost of production incurred by the firm
rather than on the social cost.

Taxes and Subsidies as Corrective Instruments. By using taxes and subsidies, government
can alter economic incentives and correct the unconstrained tendency of the market to mis-
allocate society’s resources when externalities are present. Specifically, taxes and subsidies
can be used to alter the price of a good and discourage either overconsumption or under-
consumption. Market participants are forced to consider the true net social benefit of their
actions. For example, government can encourage an efficient amount of cigarette consump-
tion by imposing a per-unit tax, T, on cigarette manufacturers equal to the vertical distance
between MPB and MSB at Q, in Figure 9-5. Because of the per-unit tax, the market price
of cigarettes increases to P, and cigarette consumption falls to the socially efficient level
(MSB = MSC). Cigarette producers receive P,, the difference between the market price of
P, and the per-unit tax (or vertical distance between the MPB and MSB) as after-tax rev-
enues per unit.

Notice in this example that both sellers and consumers share the burden from the ciga-
rette tax. The consumers pay the portion P, — P,, and the sellers pay the portion P, — P,.
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FIGURE 9-5
A Tax as a Corrective Instrument
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The graph captures the market for cigarettes. As before, an unfettered market results in the outcome where MPB = MPC
at Q. Efficiency, however, exists at the point where MSB = MSC at Q,. Government, in this case, can bring about a
more efficient allocation of resources by setting a tax equal to the external damages caused by cigarette smoking at the
efficient level. In this example, both consumers and producers share the tax burden. Consumers pay the portion P; — P,
and producers pay P, — P,. In general, the incidence of a tax depends on the relative demand and supply elasticities.

The sellers’ portion of the tax burden typically results in a smaller profit margin or is shifted
backward to input suppliers. In our example, the cigarette tax may force producers to pay
lower wages to their employees or lower the prices they pay to tobacco farmers. Whether
consumers or producers pay a greater share of the cigarette tax depends on the relative mag-
nitudes of the price elasticities of supply and demand. In general, when the price elasticity of
demand (in absolute terms) exceeds the price elasticity of supply, the producer pays a greater
fraction of the tax burden. The consumer incurs a relatively greater portion of the tax burden
when the price elasticity of supply exceeds the price elasticity of demand.”

Governments face an incentive to tax goods for which demand is price inelastic. That
is because the quantity demanded declines by a smaller percentage than the percentage
increase in taxes when demand is price inelastic. Thus, the total tax revenue to government,
the product of the per-unit tax and quantity, increases when demand is price inelastic. In
fact, one reason “sin taxes” on cigarettes and alcohol products are so politically popular is
that the demand for these two products is price inelastic, thus providing a fruitful source of
revenues for government.

The point is that taxes or a threat of fines can be used to discourage socially harmful
activities. In contrast, subsidies can be used to encourage socially beneficial activities that

7. The answers to several questions at the end of the chapter provide the logic behind this statement. In general, it can be shown
that the consumers’ portion of the tax revenues equals ES/(ED+ES), where ES and ED stand for the price elasticities of supply
and demand.
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are otherwise undervalued in the marketplace. Recall that underproduction and undercon-
sumption occur when marginal social benefit exceeds marginal private benefit. A subsidy that
reduces price creates an incentive for more buyers to engage in a socially beneficial activity.

A Market Solution for Externalities? In the preceding section, we treated an externality as
a situation where the market fails to allocate resources efficiently because a portion of the
costs and benefits is not internalized by those participating in the exchange. Government is
usually needed to tax a harmful activity or subsidize a beneficial one. In some situations,
however, the market can automatically correct for any externalities because individuals—
those who are harmed and those who benefit from the activity—bargain and come to agree
on a mutually satisfying solution. As a result, the presence of an externality does not always
require government intervention.

For this to happen, three conditions must hold (Coase, 1960). First, clearly specified prop-
erty rights must be assigned to either the benefiting party or the harmed party. (Property
rights are laws that describe what people can do with their property.) Second, the involved
parties must have an equal amount of bargaining power; otherwise, one party in the ensu-
ing negotiation may have an unfair advantage. Third, the transaction costs of negotiation, or
bargaining costs, must be low to ensure that the bargaining actually takes place.

Figure 9-6 represents a situation where the bargaining between parties provides a solu-
tion to an externality problem. The horizontal axis measures the quantity of cigarettes, and

FIGURE 9-6
A Market Solution to an Externality
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The graph shows the potential gains from two parties agreeing to some amount of cigarette smoking in a two-person
dormitory room. The two curves represent the net marginal private benefit, NMPB, to one person and the marginal
private cost, MPC, to another from different amount of cigarettes smoked. Person B, the harmed party, may bribe
person A, the smoker, to refrain from smoking the amount of cigarettes represented by the horizontal distance q; — qq
because the cost to person B outweighs the benefit to person A. Or, person A might pay person B to allow the amount
of cigarette smoking represented by the horizontal distance represented by gy — 0 because the benefit to person
A exceeds the cost to person B. The idea is that voluntary exchange can sometimes correct for an externality. The
assignment of property rights to the air in the room determines who bears the externality costs.
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the vertical axis reflects the associated dollar costs and benefits. The downward-sloping
NMPB, curve shows the net marginal private benefit (MPB less the constant market price
or, equivalently, the consumer surplus per cigarette) that person A receives from smoking
cigarettes in a two-person dormitory room. MPCy stands for the marginal private cost, or
damages, that cigarette smoke imposes on person B. The curve is upward sloping to reflect
the assumption that marginal private costs are likely to increase with a greater amount of
cigarette smoking.

Suppose smoking is allowed in the dormitory rooms and person A is totally inconsider-
ate of person B’s welfare. In this situation, person A is essentially granted property rights
to the air in the room and faces a zero price for her actions (because the price per cigarette
has been subtracted out from MPB). To maximize her utility, she smokes g; number of
cigarettes, where NMPB equals zero. This amount of smoking, however, causes consider-
able harm to person B as indicated by point H on the MPCy curve.

Given this scenario, person B faces an incentive to bribe person A into smoking fewer
cigarettes in the room, or at least smoking them when person B is not around. As long
as person A receives a sum of money (or some in-kind compensation of equal monetary
value) greater than the NMPB for a given quantity of cigarettes, she is made better off by
smoking less in the room and taking the bribe. According to Figure 9-6, person B is will-
ing to pay a price, as indicated by the MPC, that is higher than the NMPB for all levels
of cigarette smoking greater than g,. For points to the left of g,, NMPB exceeds MPC and
person B is not willing to compensate person A enough for further reductions in smoking.
As a result, bargaining ceases given the assignment of property rights. At q,, the amount of
smoking is optimal for both persons A and B.8

Now suppose college policy changes such that smoking is not allowed in the dormi-
tory room unless all roommates consent. The nonsmoker, person B, is essentially assigned
the property rights, and the origin in Figure 9-6 represents the initial position before bar-
gaining takes place. At zero cigarettes, however, the marginal benefit to person A greatly
exceeds the marginal cost to person B. Therefore, person A faces an incentive to bribe or
compensate person B to accept some positive amount of smoking in the room. Person B
might leave the room while person A smokes, or install a smoke-eater mechanism in the
room with some of the money received from person A. In any case, bargaining results in g,
cigarettes, where NMPB, equals MPCy. As Coase points out, the final outcome is invariant
as to who is assigned the property rights. Both assignments lead to g, for an efficient out-
come. The assignment determines who incurs the externality costs.

The “private market” reaches an efficient outcome in this case due to equal bargaining
power. For example, if person A is physically larger than person B, the threat or actual use
of violence might influence the relative bargaining power of the two parties. If so, physical
violence rations the scarce air in the room, and the outcome is likely to be unsatisfactory
to person B. Also, high transaction costs can prevent the exchange from taking place. If
the group affected by the externality is large, free-rider effects will make cooperation on an
efficient bribe difficult to achieve. For example, suppose three smokers and three nonsmok-
ers share a suite of rooms in the dormitory. If the members of each group are heterogeneous,
they may disagree on the appropriate payment, and the externality will remain uncorrected.

8. If MPCg exceeds NMPB, at all levels of cigarette consumption, no smoking takes place in the room.
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Moreover, some individuals in the group may attempt to free-ride the bribes of others. In
fact, some restaurants voluntarily designate smoking and nonsmoking areas due to the high
transaction costs of negotiation among restaurant customers, among other reasons. Because
the model does not apply to a large-group setting, the Coase theorem is limited in scope.

In any event, one lesson of the Coase theorem is that government is not always needed
to correct for an externality. The assignment of property rights can produce an efficient out-
come to an externality problem as long as bargaining costs are low. Government is needed
only to assign and enforce property rights. Note that in the process of assigning property
rights, government determines who “should” incur the externality costs.

Regulations

A government regulation that attempts to control either the price, quantity, or quality of a
product or the entry of new firms into the marketplace represents another kind of govern-
ment intervention. According to the public interest theory, the regulation is justified because a
market imperfection exists that would otherwise cause a misallocation of society’s resources.
For example, insufficient consumer information often justifies government-imposed qual-
ity requirements. As another example, government might grant monopoly status to a firm
and regulate its price because one large firm can produce output more cheaply than a large
number of small firms (that is, a natural monopoly, such as an electric utility or a local tele-
phone company). The effect of government regulations in medical markets is hard to predict.
Whether government impedes or promotes efficiency and equity depends on a host of fac-
tors, such as the competitiveness of the market, the cost structure faced by the individual
medical firm, objectives motivating medical decision makers, and whether the exclusion prin-
ciple holds (that is, externalities, third-party payer, or public good considerations). In the next
section, we examine the impact of a price ceiling within both a competitive and monopoly
market assuming that consumers possess health insurance coverage—the most common situ-
ation in medical markets.

The Effects of a Price Ceiling in a Competitive Market. The price paid for a good or service
is one item a third-party payer, such as the government, might regulate. Government might
regulate the price by establishing a maximum price or reimbursement level. In that case, the
government sets a price ceiling for a product, and producers are prohibited by law from
charging a higher price to buyers covered under the ceiling. Figure 9-7 shows the effect of a
price ceiling within a supply and demand model of a market for physician services.

The market demand, D, in Figure 9-7, represents the demand for physician services
by many different health insurers on behalf of their consumer/subscribers. Recall that the
market demand is derived theoretically by horizontally summing the individual consumer
demands considering insurance features such as deductibles, copayments, and coinsurance
paid by consumers. Essentially, D represents the nominal demand for medical services at
the market level and represents the total price that health insurance companies are willing
to pay for different quantities of physician services. As we know, supply represents the dif-
ferent quantities of services that physicians are willing to make available for sale at various
prices. The competitive market equilibrium occurs at a price of P, and quantity of Q,.

Now suppose that, for cost containment reasons, the government sets a cap or price
ceiling at P.. Because of the positively sloped supply curve, the lower price creates an
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FIGURE 9-7
Effect of a Price Ceiling in a Competitive Industry
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The graph represents a competitive market for physicians services in which a large number of insurers negotiate with
physicians and determine the market price and output of Py and Qy, respectively, A price ceiling of P results in a
shortage in the short run equal to the distance Qp — Qs.

incentive for physicians to reduce the quantity supplied to Qs. Similarly, the price ceiling
creates an incentive for health insurers to buy more of the now lower-priced service and
the quantity demanded of physician services increases to Qp. The difference between Qp
and Qs represents a shortage of physician services that develops in the market because of
the price ceiling.

In a price ceiling situation where a shortage ensues and the price mechanism is not
employed as a rationing device, some unintended outcomes may occur. For one, physicians
may treat patients on a first-come, first-served basis even if some patients require more
urgent attention than others. Physicians may also reduce the quality of visits in an attempt
to lower costs. The quality reduction may mean a longer waiting time for a visit or shorter
time spent with physicians during the actual visit. In addition, some unethical physicians
may accept illegal side payments from wealthy people who want to jump to the front of the
waiting line.

Political concerns may also dictate how a scarce medical service is rationed when a
shortage exists. Perhaps politicians decide that medical services should be rationed on the
basis of age, illness, or the amount of campaign contributions the individual donates. For
example, in Great Britain, where price has virtually no rationing role, less rationing of
medical care occurs for children than for adults. According to Aaron and Schwartz (1984),
“Health expenditures per child in Britain are 119 percent of expenditures per prime age
adult, whereas in the United States they are only 37 percent as much” (p. 97).
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The point is that medical cost containment is typically not a free lunch. According to the
preceding model, cost containment under plausible circumstances can result in shortages,
longer waiting lines, nonprice rationing, and reductions in the quality of care. Society has
to seriously consider the likely trade-offs before adopting cost containment strategies.

It should be mentioned that the exact behavioral response of the medical firm is more
multidimensional than presented thus far and depends largely on the base to which the
price ceiling is applied (Cromwell, 1976). Specifically, health care providers, in general,
may react to a lower charge by adjusting the length of stay, number of patients, or quality
of services. For example, if hospitals are paid according to a per diem price ceiling (that is,
average revenue per patient-day), they may respond to a lower per diem charge by increas-
ing the number of patient-days to obtain additional revenues and also by lowering quality.
The number of patient-days can be increased by increasing the number of new admissions
and/or increasing the average length of stay. By increasing the patient’s length of stay, hos-
pitals can use the profits received from the later days to subsidize the more costly, service-
intensive earlier days and make greater profits.

As another example, hospitals (or nursing homes) that are reimbursed on a per-case or
per-patient basis are likely to respond to a lower per-case charge by admitting more patients
to obtain additional revenues and lowering quality and length of stay. In this regard, some
observers have argued that harmfully low diagnosis related groups (DRG) payments, which
are per-case reimbursements, have caused hospitals to release their Medicare patients
“quicker and sicker.”

In addition, some critics have argued that the DRG per-patient payment has created an
incentive for patient dumping by hospitals. Although illegal in certain cases under the Federal
Emergency Medical Treatment and Active Labor Act, patient dumping refers to the practice
whereby private hospitals fail to admit severely sick patients and instead dump them on
public hospitals. In practice, this may happen because the DRG payment is based on the
historical cost of providing services to patients with an average level of sickness and does not
necessarily cover the cost of providing hospital services to patients with severe illnesses.

The Effect of a Price Ceiling in a Monopoly Market. We just learned that a price ceiling
can create a shortage of medical care within a perfectly competitive market. But would the
outcome change if the price ceiling was applied within a pure monopoly market setting? To
that we now turn our attention.

Figure 9-8 shows a hypothetical situation where a monopolist controls the market for
physician services. We continue to maintain our assumption of a large number of health
insurer/buyers in the market. According to economic theory, a monopolist/physician group
produces at Q, to maximize profits, because MR =MC at that point, and charges a price of
P,. Quantity falls below, and price rises above, the competitive levels because of the mono-
poly restriction of physician services in the marketplace.

Now suppose that the government sets a price ceiling of P for physician services. The
price ceiling effectively removes the incentive of the monopolist to restrict output by pro-
hibiting prices above the price ceiling of P.. Stated alternatively, the price ceiling becomes
the new fixed marginal revenue curve facing the monopolist-provider over that range of
the demand curve. To maximize profits, the physician organization delivers the amount
of services demanded by the buyers at the controlled price as long as the price ceiling lies
above the marginal cost of production. In Figure 9-8, the price ceiling results in Q. amount
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FIGURE 9-8
Effect of a Price Ceiling in a Monopoly Industry
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The graph represents a monopoly market for physicians services in which a large number of insurers negotiate with
one large physician group and determine a market price and output of P5 and Qq, respectively. A price ceiling of P
results in a greater quantity of Q.

of physician services provided by the monopolist. In fact, if the price ceiling was set at
the point where S intersects with D, then the monopolist supplies the competitive level
of physician services. If the price ceiling is set below the competitive level by the govern-
ment, however, then a shortage develops just like in a competitive setting. The other nega-
tive effects such as discrimination, waiting lines, and quality reductions may also develop
because of the price ceiling. The exact response also depends on the base to which the
price ceiling is applied (e.g., fee-for-service as assumed, per diem, or per person).

The Efficiency Implication of a Price Ceiling. The discussion above suggests that the
effect of a price ceiling on the amount of services supplied depends on the competitive
nature of the market environment. A price ceiling in a competitive market results in a
shortage of goods and services. In contrast, a well-designed price ceiling in a monopoly
market can actually result in more output supplied in the marketplace because a monopo-
list’s profit incentive to restrict output is removed.

A more complex question concerns the efficiency implication of a price ceiling. Recall
that efficiency requires a good or service to be produced at the point where MSB equals
MSC. In non-medical markets under normal conditions such as no externalities, utility-
maximization, profit-maximization, and reasonably-informed consumers paying the full
price of the good, a perfectly competitive market results in the efficient level of output but
a monopoly market does not as we learned in Chapter 8.
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But, looking back at Figures 9-7 and 9-8, we must realize that the market demand for
physician services represents the nominal but not necessarily the effective demand, because
some amount of moral hazard factors into it. We must also recall from the discussion of the
Nyman model in Chapter 6 that both efficient and inefficient moral hazard can result from
health insurance. The relationship between the nominal demand and MSB depends on the
nature of the moral hazard. Let’s take the extreme cases to make the point.

On the one hand, suppose that all moral hazard is inefficient such that people use the
insurance payoff to purchase designer prescription sunglasses, extra days in the hospital,
or too many visits to the doctor. If so, the nominal demand overstates the MSB. On the
other hand, assume complete efficient moral hazard as defined by Nyman. In that case,
the nominal demand is identical to the MSB because the insurance provides access to life-
improving medical care that people could not otherwise afford.

Table 9-1 provides a summary of the way in which the efficiency of a price ceiling
depends on the interaction between the competitiveness of the market environment and
whether efficient or inefficient moral hazard results from health insurance coverage. Let’s
first discuss cell 1 where a competitive market structure interacts with efficient moral haz-
ard resulting from health insurance. We can predict that a price ceiling reduces social wel-
fare in this case for the following reason. When insurance generates mostly efficient moral
hazard, the market demand for medical care more closely represents MSB. That is, the
health insurance helps people buy valuable medical care they could not otherwise afford.
Since a competitive market normally matches up market demand with supply or MSC, an
efficient allocation of resources results. But a price ceiling causes a shortage when applied
in a competitive market setting; therefore the price ceiling is welfare-reducing because
quantity supplied will be at a level where MSB exceeds MSC.

In contrast, a price ceiling can be welfare-improving when applied in a setting where
a monopoly market environment interacts with efficient moral hazard as in cell 2. Once
again, market demand more closely reflects MSB when efficient moral hazard results from
health insurance coverage. An unconstrained monopolist naturally restricts output such
that MSB is likely to exceed MSC so the price ceiling, by encouraging more output sup-
plied, can be welfare-enhancing.

Let’s now consider the case in cell 3 where a competitive market structure interacts
with inefficient moral hazard. Inefficient moral hazard occurs when people stay too long
in the hospital or visit the doctor more often than the socially efficient level. In this case,
because of the inefficient moral hazard, (nominal) market demand overstates MSB and too

TABLE 9-1
The Efficiency Implications of a Price Ceiling For Two Interacting Conditions

Type of Market Structure

Competitive Monopoly
Type of Efficient Welfare-Reducing Welfare-Improving
Moral (1 )
Hazard Inefficient Welfare-Improving Welfare-Reducing

(©) (4)
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much output is produced from a societal perspective by a competitive market. The price
ceiling, by producing a shortage and bringing about a better alignment of MSB with MSC,
can be welfare improving. We leave the reader to provide the reasoning behind the welfare-
reducing tendency of a price ceiling in cell 4 where a monopoly market interacts with inef-
ficient moral hazard.

Of course, the analysis concerning efficiency can become more complicated because
real-world markets are never perfectly competitive or monopolistic and insurance is likely
to produce varying degrees of efficient and inefficient moral hazard. Certainly, the type of
medical care (e.g., hospital, physician, or pharmaceuticals) plays a role in determining the
nature of the moral hazard and competition. For example, physician services markets tend
to be more competitive than hospital services markets. As another example, one might
expect that a price ceiling on coronary bypass surgeries would be welfare-reducing in a
highly competitive hospital services market because not much inefficient moral hazard or
frivolous medicine is likely involved. In contrast, a price ceiling on coronary bypass surger-
ies might be welfare-improving if only one dominant hospital and high entry barriers exist
in the market area.

Price Regulations: A Summary. The impact of a price ceiling on the performance of
an industry is difficult to predict. Its precise impact depends on a host of factors includ-
ing the extensiveness of third party involvement, the type of moral hazard produced by
health insurance, the competitiveness of the market, and the base to which the price ceil-
ing is applied. Experience in other markets, such as natural gas and housing, has taught
economists that price controls often create unwanted shortages of goods and can cause
other unintended effects such as reductions in quality, longer waiting lines, and discrimi-
nation against selected groups, for instance. Sometimes price controls are implemented
as a means to contain costs. If so, policy makers should be aware that cost containment
may come with a considerable trade-off. However, sometimes a price ceiling is adopted
so more individuals can afford a particular good. The irony is that the price ceiling may
lead to a shortage, such that the good or service becomes more affordable, perhaps, but
less available. This situation should not be interpreted as suggesting that we should ignore
individuals who are unable to pay for life’s necessities. Instead, this situation suggests that
more efficient ways of providing equity may exist. We consider some of these redistribution
methods later in this chapter.

The Effects of Quality Regulations. Government may also attempt to regulate the quality
of medical services when consumers are rationally ignorant. As mentioned earlier, qual-
ity differences show up in the structure, process, and outcomes of production. Because
procedural and outcome guidelines are more difficult to set and enforce, quality regula-
tions are typically directed at the structure of operation. For example, a public agency may
require that medical workers be professionally licensed or may mandate a minimum staff-
to-patient ratio. In both cases, the assumption is that a higher level of structural quality
promotes increased quality at the process and outcome stages.

Regulations aimed at the quality of the employees typically mean higher costs of pro-
duction and thereby reduce the supply of medical services in the medical marketplace.
The reduction of supply occurs because the acquisition of a professional license requires a
greater human capital investment by the medical employee and raises the cost of providing
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FIGURE 9-9
Effect of Professional Licensure
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The graph represents a market for professional labor. Without occupational licensing, market equilibrium occurs at
employment Ny where D, intersects S,. Occupational licensing potentially has two effects. First, the licensing require-
ment increases the human capital investment necessary to enter the occupation and thereby reduces supply from
So to S;. Second, the higher wage of W, brought on by the supply reduction creates an incentive for professionals
to improve their job performance. The quality assurance of occupational licensing, brought on by the improved job
performance, leads to a greater demand for the output of the professional labor. As a result, demand increases from
D, to D;. If the demand shift exceeds the supply shift such that N, exceeds Ny, the occupational licensing reflects an
efficient policy serving the public interest.

the medical service. Figure 9-9 shows the implications of a quality regulation, such as
professional licensing. The original supply and demand curves for medical employees are
Sy and D, and the corresponding market wage and employment levels are W, and N,
respectively. Professional licensing, which raises the cost of entering an occupation due
to the increased human capital investment, reduces supply to S,, and thereby raises the
wage rate to W,. The difference between W, and W, captures the compensating wage
differential necessary to attract the marginal worker with the appropriate professional
license to the labor market.

Two questions follow from the analysis. First, is professional licensing truly associated
with increased procedural and outcomes quality? If not, the result may not justify the
method of controlling quality. Second, was a professional group behind the implementa-
tion of the professional licensing requirement? This question follows because those infra-
marginal individuals in the labor group (particularly those who lack the required license
but are grandfathered in) obviously gain from the higher wage rate.

Svorny (1987) provides an interesting way to analyze the second question by comparing
a professional license to a trademark or brand name. All three of these devices may signal
quality assurance to consumers. Specifically, Svorny argues that the higher wage resulting
from the professional license creates a financial incentive for the typical medical worker to
perform efficiently, satisfy patient wants, and provide a desirable amount and quality of
output. This is because opportunistic behavior, when discovered, results in job termination
and causes the medical worker to receive a low or negative return on the original human
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capital investment. The quality assurance generated by the higher wage, in turn, raises the
marginal value of the employee’s services to the consumer. The higher quality assurance
can be represented by a shift to the right of the demand curve from D, to D, in Figure 9-8.

Due to the greater demand arising from the increased quality assurance, the wage rate
increases further to W, and employment rises from N; to N,. Svorny goes on to note that
the model provides a useful test of whether professional licensure requirements (and other
quality regulations) serve the public interest or some special interest group, such as the en-
trenched medical employees. If the quality regulation provides benefits (quality assurance)
that exceed its cost (human capital investment), the shift of the demand curve to the right
should be greater in magnitude than the shift of the supply curve to the left. Thus, employ-
ment should increase overall if society is made better off and the public interest is served
by the quality regulation (that is, N, should exceed N,). However, if the opposite occurs—
the supply curve shifts to the left by more than the demand curve shifts to the right—the
quality regulation favors special interests.

Svorny uses the analysis to test whether basic science certification and citizen require-
ments for medical licensure made any difference in the number of physicians per capita
across the 48 contiguous states of the United States in 1965. She notes that both require-
ments potentially involve some degree of human capital investment that increases wages
and establishes a future return to discourage opportunistic behavior. Using multiple regres-
sion analysis, Svorny finds an inverse relation between the presence of both requirements
and the number of physicians. The theory suggests that an inverse relation is evidence for
the special interest model of the regulatory process.

The implication is that these quality regulations result in lower rather than higher con-
sumption of physician services. A lower consumption of physician services results because
the licensure restrictions increased entry costs by more than they increased the consumer
benefits from quality assurance. Overall, the study found evidence supporting the special
interest group theory of the regulatory process.

Two interesting studies on the relationship between regulatory barriers and health care
outcomes also deserve mentioning. Anderson et al. (2000) find empirically that physician
income is higher in states with regulations restricting the practice of homeopathy, a type of
alternative medicine. Kleiner and Kudrle (2000) find that tougher dental licensing does not
improve dental health but does raise the price for consumers and the earnings of dental prac-
titioners. Consequently, these studies also support the special interest theory of regulation.

Antitrust Laws

Government also intervenes in a market economy by enacting and enforcing antitrust laws.
Antitrust laws are concerned primarily with promoting competition among the firms within
an industry and prohibiting firms from engaging in certain types of market practices that
may inhibit efficiency. The Sherman Antitrust Act, passed in 1890, is the cornerstone of
all antitrust laws. Other antitrust laws, such as the Clayton Act of 1914, the Federal Trade
Commission Act of 1914, and the Cellar-Kefauver Amendment of 1950, either clarify, rein-
force, or extend the Sherman Act. The Sherman Act stipulates two important provisions:

Section 1: Every contract, combination in the form of trust or otherwise, or conspiracy,
in restraint of trade or commerce among the several states or with foreign nations, is
hereby declared illegal.
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Section 2: Every person who shall monopolize, or conspire with any other person or
persons to monopolize any part of the trade or commerce among the several states, or
with foreign nations, shall be guilty of a misdemeanor.

Price Fixing, Boycotting, and Market Allocation. The Sherman Antitrust Act has been
interpreted as prohibiting anticompetitive business practices, such as price fixing, boycot-
ting, market allocations, and mergers, that promote inefficiencies in the marketplace. Price
fixing occurs when business rivals in an industry abide to a collusive agreement, refrain
from price competition, and fix the price of a good or service. Essentially, the firms col-
lectively act as a monopolist, maximize joint profits, and, according to monopoly theory,
create a higher price and a lower level of output. An agreement among a number of large
hospitals to establish the price of various hospital services is an example of price fixing.
Physicians who have been denied staff privileges frequently allege that the existing hospi-
tal physicians violated Section 1 of the Sherman Act by unlawfully conspiring to exclude
them from the hospital (Jacobsen and Wiggins, 1992).°

A boycott is an agreement among competitors not to deal with a supplier or a cus-
tomer. For example, suppose that in response to a Blue Shield ban on balance billing,
the physicians in an area collectively agree not to offer services to Blue Shield patients.!°
While it is legal for any one physician to unilaterally refrain from dealing with Blue
Shield, the combination is in violation of the Sherman Antitrust Act. In this case, the
rival physicians are essentially trying to fix the price of medical services charged to
Blue Shield subscribers.

MarKket allocation occurs when competitors agree not to compete with one another in
specific market areas. This business practice can ultimately produce the same undesirable
outcome that price fixing does, since each firm within the area is free to set a monopoly
price and restrict output with no concern about competitive entry.

Price fixing, boycotting, and market allocations are illegal per se; that is, they are unrea-
sonable by their very nature and therefore illegal. To be found in violation of the Sherman
Act, the plaintiff must only prove that those practices took place.

An antitrust action against a number of health care providers in Alamogordo, New Mexico,
provides a recent example of a price-fixing and boycotting agreement. In this case, the Fed-
eral Trade Commission (FTC) charged that a number of independent physicians and nurse
anesthetists refused to deal individually with health plans and instead engaged in collective
negotiations with them. Eighty-four percent of all physicians independently operating in the
area and all nurse anesthetists participated in this arrangement. The collective price negotia-
tions took place through a private agency that provided consulting and contracting services
to a physician/hospital organization in the area. Through this private agency the health care
providers orchestrated collective refusals to deal with payors that resisted their terms. The
FTC argued that the joint negotiations did not enhance efficiency or consumer welfare. Those
participating in the price-fixing and boycotting arrangement eventually settled by accepting
the consent order of the FTC to discontinue their practice of collectively negotiating prices.!!

9. See Felsenthal (1992) for an insightful discussion of how physicians and hospitals have attempted to fend off low-cost
competitors, such as nurse-midwives, chiropractors, and optometrists.

10. A physician boycott of this kind occurred in Kartell v. Blue Shield of Massachusetts, 749 F.2d 922 (1984). See Frech (1988) for
an economic assessment of this antitrust suit.

11. See http://www.ftc.gov/opa/2004/09/whitesands.htm (accessed January 5, 2006).
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Horizontal Mergers. The Sherman Act (in conjunction with Section 7 of the Clayton Act)
has also been cited as a basis for preventing horizontal mergers among firms. A horizontal
merger takes place when two or more firms in the same industry combine together.
The economic concern is that a merger may harm consumers by making it easier for the
remaining firms in the market to collude, expressly or tacitly (for example, by following the
leader), and thereby force price above the competitive level.

Although a combination of two or more competitor firms can result in higher prices to
the consumer, the merger may also benefit the consumer if economies exist with respect
to large-scale production. Larger firms may not only produce with economies of scale and
organizational economies but also may have better access to technological innovations. Any
cost or resource savings mean society can produce more output from a given amount of
inputs. For example, according to hospital officials, a proposed merger of the 710-bed Iowa
Methodist Medical Center and the 319-bed Iowa Lutheran Hospital in Des Moines “could save
as much as $12 million annually during the first three years of the merger” (Burda, 1993,
p. 24). Similarly, officials at St. Joseph Mercy and North Iowa Medical in Mason City claimed
their proposed merger “would reduce their operating expenses by $2 million to $3 million per
year.” Thus, potential anticompetitive and procompetitive effects must be properly weighed
when determining the social desirability of a merger. Assessing the net social benefits of a
business practice such as a merger is referred to as the rule of reason doctrine.

The Williamson (1969) merger trade-off model in Figure 9-10 provides an insightful way
to conceptualize the net social benefit of a horizontal merger. Suppose the market in some

FIGURE 9-10
Williamson's Merger Trade-Off
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The graph represents the market for hospital services supposing a constant cost industry. Suppose the hospital market
is initially in equilibrium at Q, where D intersects S,. Now suppose two relatively large firms merge and the resulting
collusion among the firms in the market causes output to fall to Q; and price to rise to P;. The deadweight loss of bad
represents the cost, C, of the merger. But suppose the merger also results in cost savings such that average costs falls
to AC;. The cost savings, represented by the area Pyakh, reflect the benefits of the merger. To determine whether if
the merger provides net social benefits, the benefits of the merger must be compared to the costs of the merger.
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geographical area is competitive before the merger and the industry is characterized by
constant costs. As a result, the market price and quantity of hospital services are P, and Q,,
respectively, where the demand curve intersects the original supply curve S,. Now suppose
a merger of two hospitals in the area makes it easier for the remaining firms to collude and
reduce output to Q; and raise price to P;. Relative to the original competitive equilibrium, a
deadweight loss of area bad occurs. The deadweight loss reflects the social cost, C, associ-
ated with the merger.

Suppose that due to the horizontal merger and the associated greater production
efficiency, the per-unit cost of producing hospital services declines from AC, to AC,. Cost
savings might accrue from economies of scale at the firm level, improved access to capi-
tal markets, purchasing discounts, or managerial economies. This reflects some important
resource cost savings to society. Resources are saved and can be used for other purposes if
a larger firm is more efficient in production. Compared to the costs in a competitive mar-
ket, the total resource cost savings is measured by area Pyakh. The area reflects the social
benefit, B, that arises from the merger. The net benefit of the merger is found by subtract-
ing the deadweight loss of area C from the resource cost savings of area B. As drawn, the
merger provides positive net benefits to society. Of course, actual mergers may cause net
benefits or losses depending on the relative magnitudes of the cost savings and deadweight
losses. The bottom line is that a proposed horizontal merger should be given careful scru-
tiny using cost-benefit analysis.

Exclusive Dealing Contract. An exclusive dealing contract is another business practice
that may impede efficiency and therefore violate antitrust laws. An exclusive dealing
occurs, for example, when a manufacturer allows only one distributor to sell its product
or products in a market area. Economists consider an exclusive dealing arrangement
as one of several types of vertical restrictions that often take place between manufac-
turers and distributors. Vertical restrictions are viewed as an alternative to a vertical
merger, where firms at different stages of production, such as a manufacturer and dis-
tributor, merge their operations. Other types of vertical restrictions include exclusive
territories, resale price agreements, tying contracts (explained shortly), and franchise
arrangements.

In general, vertical restrictions can have anticompetitive or procompetitive impacts and
thereby potentially harm or benefit consumers. In terms of exclusive dealings, consumers
may be harmed if rival manufacturers are foreclosed from offering their products through
the distributor in a market area. The foreclosure limits competition and raises product
prices.

However, exclusive dealing contracts can also reduce the free-rider problem that
sometimes accompanies exchanges between manufacturers and distributors. For ex-
ample, suppose that two manufacturers in the same industry, A and B, want to sell
their reasonably similar products through a distributor in a market area. Further sup-
pose that manufacturer A invests a considerable sum of money training the staff of
the area distributor about the intricate details behind its product. Or, suppose that
manufacturer A advertises the general availability of its product and provides a list of
potential consumers to the distributor. Obviously, consumers gain from the advertis-
ing message and when they purchase quality products from an informed distributor.
It also follows that manufacturer A may have to charge a higher price for its product
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to cover the training and advertising costs and the establishment and updating of the
customer list.

However, the rival manufacturer, manufacturer B, may free-ride the investment of man-
ufacturer A by selling its products to the same distributor at a lower price and receiving the
benefits of a well-trained staff and the advertising at the distribution outlet. In fact, if no
exclusive dealing contract existed such that each manufacturer faced an incentive to free-
ride the first-mover investment of the other, much less training and advertising would take
place and consumers would be potentially harmed. Exclusive dealings represent a solution
to the underinvestment caused by this free-rider problem.

For example, in January 1999, the Department of Justice (DOJ) filed an antitrust lawsuit
against Dentsply International, Inc., a dental supply company in York, Pennsylvania. The law-
suit alleged that Dentsply, which controlled more than 70 percent of the U.S. market for prefab-
ricating artificial teeth over the previous ten-year period, illegally entered into exclusive dealing
arrangements with its dealers. The DOJ claimed that the exclusive dealing contracts prevented
independent dealers from selling other brands of false teeth, resulting in reduced competition
and higher prices for false teeth. The DOJ cited that the Clayton Act of 1914 declares illegal vari-
ous business practices that substantially lessen competition or tend to create a monopoly.

The courts have generally embraced a rule of reason approach to cases involving exclu-
sive dealing arrangements. First, the manufacturer involved in the dealing must be shown
to possess a critical degree of market power in the relevant market. Second, the exclusive
arrangement must be shown to inhibit competition and harm consumers. The ultimate
proof of inhibited competition is to show that consumers pay higher prices and receive
fewer services because of the exclusive dealing contract. With that in mind, the DOJ (1999,
p. 14) argued, “Dentsply’s exclusion of its rivals has resulted in higher prices, loss of choice,
less market information, and lower quality of artificial teeth.”

The U.S. District Court for the District of Delaware ruled in 2003 that Dentsply International,
Inc. did not violate federal antitrust laws. While the market power of Dentsply was recognized,
the court ruled that the DOJ failed to prove that Dentsply’s policy prevented competition in the
market. The court pointed out that competing manufacturers could sell to their customers—the
dental laboratories—directly or through new dealers. Moreover, Dentsply’s dealers were free to
leave Dentsply whenever they chose. Hence the court maintained that Dentsply had not used
its market power in the artificial teeth market to create a market with artificially high prices and
thus did not violate the Sherman Act under a rule of reason analysis.

Interestingly, the court was not convinced that Dentsply’s exclusive dealing arrange-
ment was necessary to protect its investment in the promotion of artificial teeth. Instead,
the court found that Dentsply was motivated by anticompetitive intent when it adopted the
policy in February 1993. But bad intent is not sufficient to find a firm in violation of anti-
trust laws when the conduct cannot harm competition, the court observed.

However, on appeal in 2005, the United States Court of Appeals for the Third Circuit
reversed this earlier decision in the Dentsply case. The Appeals Court ruled that the ul-
timate consumer of artificial teeth was both the dealers and the dental laboratories. In
many cases, this court pointed out, dental laboratories may prefer on economic grounds to
purchase from dealers rather than directly from manufacturers of artificial teeth. Moreover,
the choices of many dental laboratories may have been limited by Dentsply’s exclusionary
practice because they were unable to purchase artificial teeth from Dentply’s rivals through
dealers. Considering that Dentsply had a high market share in the relevant market which
had been maintained for more than 10 years, the Court argued that Dentply maintained its
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monopoly position by acting with predatory intent to foreclose both actual and potential
rivals from distributing through established dealers. In addition, the Court pointed out that
Dentsply never provided a sound precompetitive argument for it exclusionary dealings with
its distributors. As a result, Dentply was found in violation of Section 2 of the Sherman Act
and ordered to end its exclusionary contracts with distributors of artificial teeth.

Tying Contract. Tying occurs when the seller of product A will sell A (the tying product)
only if the buyer also purchases product B (the tied product). Similar to an exclusive deal-
ing contract, both procompetitive and anticompetitive explanations can be offered for the
use of a tying contract. Promoting high quality and reducing transaction costs are two of
the several procompetitive explanations often offered for tying contracts. For instance, a
vacuum cleaner may operate well only if a specific vacuum cleaner bag is used. Or, it may
be logistically more costly for a seller to sell two products separately rather than together
as a bundle. For example, a car typically comes with some type of radio already installed,
and a computer typically comes with various programs already installed.

In terms of its potential anticompetitive effects, a tying contract theoretically can enable a
seller to practice price discrimination. Price discrimination occurs when different customers
are charged different prices for the same good. When practiced successfully, price discrimina-
tion allows a seller to transform some portion of what would have been consumer surplus with
uniform pricing into additional profits. However, price discrimination works only when the firm
possesses some degree of market power, can distinguish among buyers based on willingness to
pay, and can prevent the product from being resold. In the case of a tying contract, the seller
charges all consumers the same fixed price for the tying product (say, a vacuum cleaner) but
then uses the tied product (vacuum cleaner bags) to reveal intensity of use and charges a higher
per-unit price to buyers with greater intensity. In essence, the tying contract serves as a two-part
tariff with a fixed charge for the tying product and a variable charge for the tied product.

Leveraging provides another anticompetitive explanation for tying contracts. Leverage
theory suggests that a monopolist in one market may attempt to extend its market power
into another market with the use of a tying contract. If buyers can purchase the tying
product only if they buy the tied product, and if the tying product dominates its market,
the logic is that the tied product will also dominate its market. The dominance results in
greater profits for the company in the tied market and overall.

While potentially resulting in either procompetitive or anticompetitive effects, the courts
have tended to apply a “modified” per se ruling, rather than a rule of reason, to cases involving
tying contracts (Viscusi et al., 2000). Under a modified per se ruling, the plaintiff must show
both that the seller possessed market power and that the practice took place such that buyers
were forced into a tying contract. Recall that for a per se violation, the plaintiff must show
only that the practice took place (for example, price-fixing, boycotting, market-sharing ar-
rangements) and that demonstration of market power is unnecessary.

Jefferson Parish Hospital v. Hyde provides an example of an antitrust case involving a tying
contract in a medical care setting (Lynk, 1994). In 1977, Dr. Hyde, a board-certified anesthesi-
ologist, wanted to practice his services at East Jefferson Hospital and applied for privileges. The
board of directors at the hospital, however, denied his application, citing that a contract had
already been secured for all of the hospital’s anesthesia requirements with Rioux & Associates.
In response to the denial of admission, Dr. Hyde claimed that East Jefferson Hospital was in
violation of the Sherman Antitrust Act. He argued that the hospital unnecessarily bundled oper-
ating and anesthesiology services as a type of tying contract and that the hospital had acquired
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market power for operating services in its area. Therefore, consumers were forced into purchas-
ing anesthesiology services through the hospital if they desired surgical services.

However, in 1984, a majority of justices on the Supreme Court ruled in favor of Eastern
Jefferson Hospital, citing that the hospital had little market power. Therefore, the hospital
had little to gain financially from any tying contract because, without market power, the
hospital was unable to profitably practice price discrimination or use any leverage.'? This
case is interesting because a minority of justices expressed the opinion that no sound
reason existed for treating operating and anesthesia services as separate services because
patients are interested in purchasing anesthesia only when they receive surgical services.
Therefore purposely tying the two together cannot result in greater profits because that’s
the way consumers desire the two services. Also the minority opinion expressed the view
that it might be desirable in the future to replace the modified per se approach to tying
contracts with a rule of reason.

Antitrust Enforcement. Although the Sherman Act was enacted in 1890, the health care
field escaped its purview until the mid-1970s.'3 Up to that time, it was believed that mem-
bers of the medical profession, like other professionals, such as lawyers and engineers,
were exempted from antitrust laws. In the Goldfarb v. Virginia State Bar case of 1975, the
Supreme Court unanimously rejected any claim to a professional exemption and stated,

The nature of an occupation, standing alone, does not provide sanctuary from the
Sherman Act . . . nor is the public service aspect of professional practice controlling in
determining whether section 1 includes professions.

Some early signs appeared to indicate that the courts would aggressively enforce antitrust laws
in health care markets. For example, in Arizona v. Maricopa County Medical Society in 1982, the
Supreme Court condemned as price fixing the attempt by a professionally sponsored foundation
to set a maximum price on the fees charged to member physicians for services underwritten by
insurers that had agreed to abide by the foundation’s fee schedule. Typically, when firms collude
and pursue their joint interests, they agree to a price floor rather than a price ceiling. The founda-
tion claimed that the maximum price was fixed for the benefit of the consumer. In this particular
case, the Supreme Court invoked the per se illegality of price fixing, but opened the door to a
possible rule of reason ruling in the future. The Court explained that the public service aspect and
other features of the medical profession may require that a particular practice that could be prop-
erly viewed as a violation of the Sherman Act in another context be treated differently. The Court
went on to explain that in Maricopa, the price-fixing arrangement was premised on neither public
service nor ethical norms nor quality of care considerations.

Two merger cases prior to the mid-1990s, Hospital Corporation of America v. FTC (807
F.2d 1381 [7th Cir. 1986]) and U.S. v. Rockford Memorial Corporation (898 F.2d 1278 [7th Cir.
1990]) also demonstrated the Court’s willingness to enforce antitrust laws aggressively and
disallow horizontal mergers in the hospital services industry if they substantially lessen
competition or tend to create a monopoly. In the Rockford case, for example, the U.S. gov-
ernment brought suit to prevent the horizontal merger of Rockford Memorial Corporation

12. The hospital also couldn’t gain financially because Rioux & Associates, the anesthesiology group, was reimbursed directly
by payers.

13. See Havighurst (1983) and Kopit (1983) for a thorough discussion of the application of antitrust laws to the health care
industry.
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and Swedish American Corporation, both of which are not-for-profit institutions. Citing a
high postmerger market share and, consequently, the potential for monopoly pricing, the
Court ruled against the merger.'4

However, not all health policy analysts believe that antitrust laws should be stringently
enforced in the health services industries. Some argue that various institutions, such as
third-party payments, not-for-profit organizations, and excessive government regulations,
mean that antitrust laws are less applicable and necessary in health care markets than in
other markets. With health care costs continually increasing, many analysts claim that
the enforcement of antitrust laws could actually worsen the situation as cost-minimizing
joint ventures and mergers are discouraged. Indeed, legislation in Maine, Minnesota, Ohio,
Wisconsin, and Washington allows hospitals to cooperate if the benefits of the proposed
venture substantially outweigh the disadvantages of any reduction in competition (Felsen-
thal, 1993). In 1993, the DOJ and the FTC issued a joint statement of antitrust enforcement
in health care markets, basically echoing the notion that the procompetitive and anticom-
petitive effects of various business activities, such as mergers, joint ventures, joint purchas-
ing, and provider networks, will be weighed when making an antitrust determination.

Greaney (2002) argues that anti-managed care sentiment has reduced the enthusiasm for
applying competitive principles in health care markets since the mid-1990s. With respect
to the hospital industry, for example, Greaney points out that the FTC and DOJ won five of
six cases challenging hospital mergers between 1984 and 1994. Many other mergers were
settled or abandoned after government investigation spotlighted potential antitrust con-
cerns. In contrast, federal and state antitrust enforcement agencies have lost all seven cases
brought before the federal court since 1995. It remains to be seen how stringently and
consistently antitrust laws are enforced in various health care markets once the backlash
against managed care subsides.

Public Enterprise

Instead of indirectly influencing the structure, conduct, or performance of private industry,
government may take a more direct role in health care provision by producing and distrib-
uting a specific health care service. For example, many local governments are responsible
for providing county and city hospital services to local residents. In addition, some nurs-
ing homes and mental health facilities are operated by local or state government agen-
cies. Moreover, the federal government runs and operates Veterans Administration and
military hospitals. Despite the fact that the government may operate health care facili-
ties, economic analysis is still useful for analyzing the many production decisions that
take place. Valuable resources are used in production, and some type of economizing
behavior occurs.

The primary difference between public enterprise and private, for-profit enterprise is the
lack of a profit motive. Like not-for-profit entities, public health care providers may pursue
goals other than profit maximization. The upshot is that public health care providers may
not minimize the cost of producing a given quantity of medical care services or attempt to
satisfy consumer wants. Of course, even public agencies are subject to least-cost constraints
of various kinds. For example, bureaucrats and politicians are either directly or indirectly

14. More discussion of merger policy in the hospital industry is provided in Chapter 13.
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influenced by the consumer/voters’ response to excessive taxation. The potential loss of
job tenure may create a sufficient incentive for cost minimization even in public facilities.

Many analysts argue that public medical facilities are more likely to provide services
to more severely ill patients. Unlike their for-profit (and even not-for-profit) counterparts,
public medical facilities do not have to worry about the profit consequence of servicing
high-cost patients. Therefore, public provision of medical services is often argued to be
more equitable because all individuals, rich and poor, are provided with equal access to
public facilities.

Lindsay (1976) develops a useful model of government enterprise that may explain why
public hospitals tend to operate with lower per-unit costs of production than proprietary
hospitals. The author assumes that politicians tie managerial compensation to the level of
net social income that public organizations generate. Net social income, an analogue to
profits in the private sector, is the difference between the social value of the output and
the total cost of production. Higher managerial pay results from a higher level of net social
income.

To estimate the value of the output provided by the public agency, politicians monitor
the levels of various attributes associated with the product. Some attributes are observable
and measurable; others are not. Bureau managers, in pursuit of higher pay, face an incen-
tive to divert resources away from the production of attributes that are not easily measur-
able to those that are to increase the perceived social value of their output. Therefore, a
financial incentive exists to make the output of public institutions contain too few “invisi-
ble” attributes, such as quality (as reflected in the number of staff visits to a hospital ward,
words of encouragement, number of smiles, and so on), and too many visible attributes,
such as quantity (for example, number of patients). In contrast, managers of private orga-
nizations are disciplined to a greater degree by the marketplace and forced by consumer
demand to provide the desired level of quality. Price fails if private firms fail to satisfy the
quality demands of customers, unlike in a public agency, where price is essentially fixed by
politicians.

Lindsay’s model of government enterprise predicts that the average cost of government
enterprise—that is, total cost divided by visible output—will be lower than the comparable
average cost of proprietary enterprise. The author offers some empirical evidence to sup-
port his view of government enterprise.

The Redistribution Function of Government

In addition to providing public goods, correcting for externalities, enforcing regulations
and antitrust laws, and operating public enterprises, another function of government is to
redistribute income more equitably because a pure market system cannot guarantee that
everyone receives an adequate level of income. Some people own very little labor, capital,
and land resources, and hence are often unable to generate a subsistence level of income
in the marketplace. Redistribution involves taxing one group and using the resulting tax
revenues to provide subsidies to another group. One may question why people in a free
democratic society, such as that of the United States, support redistribution and rely on
government to administer various programs. One justification for redistribution advanced
by economists is the existence of interdependent utility functions such that donors get
utility from increasing the welfare of recipients. More formally, when utility functions are
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interdependent, person A derives utility when person B is made better off. Person B might
be made better off by receiving some income or benefits in kind, such as housing or food,
from person A.

Consequently, redistribution takes place in a free society because it provides utility to
both recipient and donor groups. Government must administer and require people by law
to contribute to the redistribution scheme through taxation because some people in the
donor group might otherwise attempt to free-ride the voluntary contributions of others. For
example, person C may also derive utility if person B is made better off, but may attempt
to free-ride by relying on the sole contributions of person A to finance the redistribution
program. Person A, in turn, may decide not to voluntarily contribute to the redistribution
scheme given that others, such as person C, will indirectly benefit but will not share in the
overall costs. Given the likelihood of a free-rider problem on a large scale, redistribution
tends to be underprovided in a free market. So, in effect, government acts as an intermedi-
ary or fiscal agent by legally stipulating and collecting the necessary taxes from the donor
group and redistributing the income to the recipient group.

For a redistribution scheme to be considered equitable, the two principles of vertical
and horizontal equity must be satisfied. Vertical equity means that “unequals are treated
unequally.” To determine whether this principle has been satisfied in practice, a standard
of comparison must first be selected. In terms of financial equity, the usual standard of
comparison is income. As a result, the principle of vertical equity is satisfied when people
with higher incomes are treated differently from those with lower incomes. This principle
by itself, however, does not establish whether the net taxes (that is, taxes less subsidies) of
higher-income people should be higher or lower than those of people with lower incomes.
Therefore, notions of fairness dictate that net taxes be based on “ability to pay”; that is,
those with more ability to pay should incur a greater net tax liability.

Even this additional principle is ambiguous, because it is unclear how much more
net taxes higher-income people should pay or whether taxes, when assessing burden,
should be expressed in absolute terms or as a fraction of income. For example, suppose
a household with $10,000 of income pays $2,000 in net taxes and another household
with $100,000 pays $4,000 in net taxes. In absolute terms, the richer household pays
more taxes. When taxes are expressed as a fraction of income, however, taxes com-
prise only 4 percent of the rich household’s income compared to 20 percent of the poor
household’s income.

In practice, many consider that vertical equity is achieved when the net tax system is suf-
ficiently progressive. A redistribution scheme is considered to be progressive if net taxes as
a fraction of income increase with income. Ignoring the subsidy side of the redistribution
issue, the federal income tax system comes closest to being a progressive tax scheme. The
underlying belief is that higher-income individuals should pay more taxes in both absolute
and relative terms.

In a proportional redistribution scheme, net taxes as a fraction of income remain con-
stant with respect to income. The Medicare tax is a proportional tax because all payroll
income is subject to a fixed percentage rate.

Finally, net taxes as a fraction of income fall with income if the redistribution scheme
is regressive. A sales tax is generally considered to be a regressive tax because although
everyone pays the same tax rate, consumption expenditures as a fraction of income tend to
decrease with income.
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Horizontal equity means that “equals should be treated equally.” Using income as the
standard of comparison, horizontal equity implies that individuals with the same income
should pay the same amount of net taxes. If not, the resulting outcome is not fair according
to the principle of horizontal equity.

With these principles of horizontal and vertical equity in mind, let’s examine supply-
side and demand-side subsidies as different ways to redistribute medical services.

Supply-Side Subsidies. A supply-side subsidy is essentially a grant of money from a
third party aimed at reducing the internal costs of producing some consumer-oriented good
or service. As an example, the subsidy may be awarded to an institution such as a public
hospital or used to finance the education of an important labor input, such as a nurse or
physician. A supply-side subsidy typically expands the production of a good in the market-
place by lowering the marginal private cost of production. Given a downward-sloping mar-
ket demand curve, the price of the good to the consumer declines and quantity demanded
increases.

In the absence of any positive externalities, economists generally argue that a supply-
side subsidy leads to a misallocation of resources in a market economy. The subsidy distorts
market prices and provides a false signal that production is cheaper than it really is. Output
in the subsidized sector expands and resources are drawn from nonsubsidized sectors.
Hence, too much output is produced in the subsidized sector and not enough resources are
allocated to the nonsubsidized sectors. Some economists also argue that supply-side subsi-
dies are an inequitable way of redistributing income. Because the subsidies are directed at
the supply side of the market, individuals with different levels of income similarly benefit
from the lower prices at the subsidized firms. Rich and poor alike end up paying the same
price when redistribution takes place with a supply-side subsidy. Therefore, the principle
of vertical equity is sometimes compromised with a supply-side subsidy.

Demand-Side Subsidies. Because a supply-side subsidy is often viewed as inefficient
because it distorts resource allocation and as inequitable because it benefits all rather
than only poor consumers, many economists favor demand-side subsidies. Often (but not
always, as in the case of Medicare or the tax exemption on health care benefits) people
must qualify for demand-side aid by passing a means test. A means test requires that a
household of a certain size has a combined income below some stipulated level to be eli-
gible for the aid. Tying eligibility to household income is one way to satisfy the principles
of vertical and horizontal equity. In practice, however, the principle of horizontal equity is
violated for Medicaid services because the 50 states specify different guidelines for income
eligibility.

One type of demand-side aid is an in-kind subsidy that provides needy individuals with
specific goods or vouchers for such items as food, housing, medical services, or transporta-
tion. The food stamp program, Medicare, and Medicaid are examples of in-kind subsidies.
A second type of demand-side aid is a cash subsidy. People are granted a certain amount of
income that they can use to purchase various goods and services of their own choice. Tempo-
rary Assistance for Needy Families (TANF) and the Supplemental Security Income (SSI) pro-
grams provide recipients with cash subsidies. The in-kind subsidy attempts to increase the
quantity demanded of a specific good, whereas the cash subsidy is designed to increase the
demand for various goods based on the recipient’s preferences. Both programs are typically
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funded by taxes and do not directly affect the prices of the goods and services in the market-
place as long as the subsidized individuals are relatively few in number. A cash subsidy is
preferred over in-kind aid if the goal of the donor group is to raise the utility of the recipients
to the highest possible level for a given amount of transfer payments. The cash subsidy pro-
vides more utility per dollar because recipients are free to choose how they spend the money.
If the donor group’s goal is to ensure that the recipients consume at least a minimal amount
of some specific goods, it can more easily target specific purchases with in-kind aid given the
difficulty associated with enforcing spending restrictions on cash subsidies.

Welfare Loss of Taxation. So far we have been discussing the transfer side of the redistri-
bution program. But we cannot overlook the fact that redistribution also involves taxation.
That is, some group must be taxed to finance the transfer payments made to the recipient
group. According to economic theory, a tax on a resource involved in production may cause
a deadweight loss by creating a disincentive for individuals to commit those resources into
production. In practice, the tax may fall on the income generated by a number of different
resources including labor (such as personal income tax), business capital (corporate busi-
ness tax), and land (property tax). In the following discussion we consider the impact of
a tax on the employment of labor because the personal income tax generates most of the
revenues received by both state and federal governments. The same analytical framework
can be applied to taxes on other resources and revenue bases (such as sales) as well.
Figure 9-11 shows the supply of labor, S, in some hypothetical market. Notice that mar-
ket supply is drawn as being upward sloping to suggest that laborers are willing to work
more hours at a higher hourly wage rate. A higher hourly wage is necessary to induce more

FIGURE 9-11
Impact of an Income Tax in a Labor Market
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A tax on a productive resource such as labor tends to create an excess burden. Before the tax, laborers devote L, hours
to production and receive labor surplus of Wae at an hourly wage of W. When the after tax wage falls to (1 — )W,
workers commit only L; hours to production. Labor surplus fall to the area [(1 — t)W]de and tax revenues equal the
area Whd [(1 — t)W]. Excess burden is measured by the area bad that is lost because of the tax.
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labor hours into production because workers are giving up leisure time. As leisure time
diminishes and becomes scarcer with a movement up the labor supply curve, the increased
work hours come at a higher opportunity cost. Hence increased wages are necessary to
induce workers to commit more labor time into production.

We suppose that the hourly wage equals W before the tax is implemented such that la-
borers are willing to work L, hours. Total labor income equals the area formed by the rect-
angle WaL,0 and laborer (similar to producer) surplus equals the triangle formed by the
area Wae. Laborer surplus equals the difference between labor income and the opportunity
cost of leisure time, as measured by the area under the labor supply curve. Laborer surplus
reflects the net benefit to the laborers from committing their time to production rather than
leisure.

Now suppose the government imposes a proportional tax on labor income of rate ¢.
As a result, the after tax wage rate falls to (1 — t)W. For example, the tax rate may equal
20 percent such that workers keep 80 percent of the income they earn per hour. Given the
supply of labor, at that lower after-tax wage rate, the hours supplied by workers falls to
L, in the market. With the tax, notice that worker surplus now falls to the triangular area
formed by [(1 — t)W]de. Also notice that the tax revenue to the government equals the
area Wbd[(1 — t)W]. This income tax revenue might be used to finance the transfer pay-
ment programs we discussed earlier.

The negative aspect of the tax, however, is reflected in the area bad, the laborer surplus
or net benefit that is lost because of the tax. This area is referred to as the excess burden
of the tax. An excess burden results because worker choices between labor and leisure
have been distorted such that less labor is committed to production and therefore fewer
goods and services are produced in society. Alternatively stated, if the labor supply curve
captures the true marginal social cost of labor and W reflects the marginal social benefit
of labor, then the amount of labor is not supplied at the point where MSC equals MSB. In
short, an inefficient allocation of labor takes place because of the tax and this is reflected
in excess burden.

The amount of excess burden created by the tax depends on the elasticity of the sup-
ply curve with respect to the wage rate. A more elastic (flatter) supply suggests that a tax
imposes a larger excess burden. In fact, a perfectly inelastic supply indicates that a tax on
labor income imposes no distortion on the choice between labor and leisure. However,
empirical evidence typically lends little support for a perfectly inelastic supply of labor in
various markets. The upshot is that taxes can create distortions in input markets and can
cause inefficiencies. Thus decision makers must carefully weigh the benefits (equity) and
costs (inefficiencies) associated with redistribution programs.'®

Summary

Government intervention is often necessary to correct situations where the market fails to
allocate resources efficiently or distribute income fairly. In this context, government has
been assigned the task of providing public goods, correcting externalities, redistributing

15. A demand for labor is not specified because we are interested in showing only the excess burden of the tax and not the
incidence of the tax.
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income, and regulating the marketplace. We should keep in mind, however, that market
failure is a necessary but not a sufficient condition for government intervention. Although
markets may fail and impose costs on society, the costs of government intervention may be
much greater. For example, it may cost the government $10 million in labor and capital costs
to correct a problem in the marketplace that is imposing $8 million of damages on society.
If so, it is efficient to leave the problem uncorrected. Also, both markets and governments
fail in certain circumstances. One objective of economics is to determine which institution
can provide which particular services in the most efficient and equitable manner.

Review Questions and Problems

1.

Discuss the two views of government intervention in a market-based health care sys-
tem. What role does the politician play in both of these views?

. Health officials have suggested that the spread of AIDS can be partly contained if

more males use condoms while engaging in sexual intercourse. Use the concept of
a demand-side externality to explain why the number of condoms sold in the United
States is likely to be lower than the optimal number. Explain some ways the govern-
ment might promote a more optimal use of condoms.

. The discussion on price ceilings supposed that the medical industry faces increasing

marginal costs of production. Suppose a for-profit, monopolistic hospital is experienc-
ing economies of scale (that is, downward-sloping average and marginal cost curves)
in the relevant range. Show graphically and discuss in writing the problems associated
with a price ceiling set where the demand curve intersects the marginal cost curve and
a price ceiling set where the demand curve intersects the average cost curve. Think in
terms of allocative efficiency and financial solvency.

. Allied health professionals (for example, social workers) are required by law to possess

a professional certificate in some states; in others, they are not. Assuming sufficient
data exist, discuss how you might test empirically whether this law exists to protect
the public interest or to provide benefits to special interests.

. Minnesota and Tennessee, among other states, have recently begun to tax the sales of

health care providers, such as hospitals and physicians. Analyze the incidence of this
sales tax for three different scenarios: (a) The demand for medical services is completely
inelastic, while the supply curve is positively sloped to the right; (b) the demand curve
is downward sloping and supply is completely inelastic (for this case, it is best to shift
the demand curve downward by the amount of the per-unit tax); and (c) the demand
curve is downward sloping and the supply curve is positively sloped. When does the
consumer or the health care provider pay a larger portion of the tax? Why?

. Do you think subsidies should be provided to lower the cost of a medical education?

Why or why not? Use a graphical model in your explanation, if possible.

. Answer the following questions regarding redistribution.

Why must the government perform the redistribution function?

What are horizontal and vertical equity?

What are the differences among proportional, progressive, and regressive taxation?
What are the three ways subsidies can be provided in practice?

Comment on the relative efficiency and equity of these three methods.

mYoOw>
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8. Define price fixing, boycotting, exclusive dealing contracts, tying contracts, and market
allocations. How have these business practices been viewed by the courts? Explain.

9. Discuss why the courts use a rule of reason when determining whether to allow a hori-
zontal merger.

10. According to Lindsay (1976), why are the average costs of production likely to be lower
for a public hospital than for an otherwise identical private hospital?

11. Suppose that the supply of labor is perfectly inelastic with respect to the wage rate in
some labor market. Show graphically that no excess burden results from a tax on labor
income. What does a perfectly inelastic supply of labor suggest about the opportunity
cost of leisure time?

12. Suppose the laborers in a particular market are currently working 200 hours per week
at a wage of $40 per hour. Further suppose that the government implements a 25 per-
cent tax on labor income and that these same laborers are willing to work 180 hours at
$30 per hour. Calculate the size of the excess burden resulting from this tax (you must
know how to calculate the area of a triangle). Using this information, also calculate
the elasticity of labor supply with respect to the wage rate. Average the two observa-
tions for hours worked and the wage rate when determining the base to calculate each
percentage change. Now suppose that the laborers are willing to work 100 hours at
$30 per hour. Recalculate the excess burden from a 25 percent tax on labor income and
the wage elasticity of labor supply. What does this exercise suggest about the relation
between excess burden and the supply of labor?

13. Explain the logic behind the welfare-reducing tendency of a price ceiling in cell 4 of
Table 9-1.

Online Resources

To access Internet links related to the topics in this chapter, please visit our website at
www.cengage.com/economics/santerre.
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Government as Health Insurer

“No longer will older Americans be denied the healing miracle of modern
medicine. No longer will illness crush and destroy the savings they have so
carefully put away over a lifetime so they might enjoy dignity in their later
years. No longer will young families see their own income, and their own
hopes eaten away simply because they are carrying out their deep moral obli-
gations to their parents, and to their uncles, and to their aunts. . . . No longer
will this Nation refuse the hand of justice to those who have given a lifetime
of service and wisdom and labor to the progress of this progressive country.”
(Speech by President Lyndon Johnson on July 30, 1965, at the Truman Library
in Independence, Missouri, upon signing into law the Medicare and Medicaid
programs, as quoted in DeParle [2000].)

And thus began the Medicare and Medicaid programs, the most important domestic
legislation of the post-World War Il era. The legislation was the political brainchild of
Congressman Wilbur Mills and was referred to as a “three-layer cake.” The first layer
was the Johnson administration’s proposed Medicare plan, a mandatory program to
cover the hospital costs of the elderly and referred to as Part A. The second layer,
called Medlicare Part B, which was initially proposed by the AMA and Republicans who
were opposed to the mandatory program, was designed to provide voluntary cov-
erage to the elderly for physician costs. The third layer, Medicaid, expanded federal
assistance to states for public insurance coverage of the poor elderly and disabled, and
parents and their dependent children (DeParle, 2002).

These two public health insurance programs have continued to evolve and expand
over the years. The combined cost of Medicare, Medicaid, and now State Children’s
Health Insurance Program (SCHIP) totaled more than $711 billion in 2006, or approxi-
mately one-third of all national health expenditures. All indications show that this figure
is going to increase in the future. The Centers for Medicare and Medicaid Services
(CMS) recently estimated that the programs’ total price tag would increase to a stag-
gering $1.6 trillion by 2017. This represents an increase of more than 124 percent in
a little more than a decade! Needless to say, elected officials are going to have their
hands full over the next few years as they try to balance the desire to provide high-
quality health care 