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The use of biologically derived sources for the treatment or 
amelioration of diseases and conditions is as old as the 
existence of the human race. But most extracts and preparations 
from plants and animals were un‐ or ill‐defined mixtures, 
without a clear understanding of the active ingredients, if 
any. The past 50 years has seen a transformational change 
with the development and availability of so many new 
specific and potent drugs to address a myriad of previously 
unmet medical needs. Although the first few decades of this 
period, from the 1960s to 1980s, was the age of small molec
ular entities, the last two decades can be said to be the age of 
the emergence of the large drug molecule, comprising 
approximately 35% of all new drugs approved during this 
latter period. This successful development of a plethora of 
large (often recombinant) molecules is one of the fruits of 
the preceding explosion in molecular biology and bio
technology; hence the term therapeutic biologics. They span 
a dizzying array of compounds of varying molecule size and 
complexity, from relatively simple molecules, such as 
insulin, to antibodies, to vaccines, and beyond. What they 
share in common, and in contrast to most small molecular 
weight drugs, are the building blocks, namely amino acids. 
Also because of lability of many protein drugs in the 
 gastrointestinal tract, they often need to be administered 
parenterally to be therapeutically effective, in contrast to 
small molecular weight drugs for which the oral route is the 
most common.

This book is about the absorption, distribution, metab
olism, and excretion (ADME) and pharmacokinetics/ 
pharmacodynamics (PK/PD) of protein drugs, in particular, 
but not exclusively, monoclonal antibodies, primarily 
because so many of the currently approved protein drugs, 
and likely future ones, are of this class. Unlike many small 
molecules, which access all sites within the body, including 

intracellular targets, currently most protein drugs tend to be 
restricted to extracellular targets, because of their relatively 
large size and polarity. Even so, there are issues regarding 
the movement of protein drugs from the vascular to target 
sites within the tissue interstitial space. The need for this 
book exists because it has become clear that although there 
are some similarities, many of the processes that operate or 
apply to small molecular weight drugs and guide their 
development do not apply, or are less explicable, to protein 
drugs, about which our understanding is at an early stage. 
Still, there are lessons to be learned from our experience 
with small molecular entities.

Before the 1950s, the development of small molecular 
weight drugs was based almost exclusively on final outcomes, 
efficacy, and safety, with virtually no concern as to what 
happened to a drug within the body upon its administration. 
The thalidomide catastrophe in the 1960s and the life‐
threatening terfenadine–ketoconazole interaction in the early 
1990s were among landmark events that focused (regulatory) 
attention on the need to better understand the ADME 
processes controlling the fate of such drugs within the body 
and effects on the body. Also, linking PK/PD was seen as the 
way forward to quantitatively map the dose–response–time 
surface within the patient population to better inform the 
design and development of optimal dosage regimens.

Similarly, because early bioengineered protein drugs 
were purified forms of ones already found in the body, there 
was virtually no attention on, or a considered need to study, 
their ADME. Also, when applied, their PK/PD was invariably 
described empirically. These views are rapidly disappearing 
for various reasons. We became aware that some protein 
drugs exhibit “strange” phenomena, such as target‐mediated 
disposition, and that many were primarily eliminated by 
tissues or organs other than the kidneys or liver (the 
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 predominant organs for small molecules). We also started to 
manipulate natural proteins to produce a whole array of 
modified proteins to improve their PK or efficacy, or linking 
antibodies to small potent drug molecules to facilitate 
specific targeting (the magic bullet). These and other events 
and factors have driven the impetus for a better under
standing of their ADME and PK/PD, which has now emerged 
to the point that it is profoundly influencing the design and 
development of new therapeutic proteins. It is in this context 
that this timely book on protein drugs should be viewed. 
Collected together are a unique group of authors, with expe
rience in all aspects of ADME and PK/PD of protein drugs, 
from characterization of the protein itself, to development of 
analytical methods, to their absorption and processing within 
the body, including the role of specific mechanisms for their 
distribution and stabilization there, to effects produced, and 
to the application of modeling and simulation, at the 
academic, industrial, and regulatory levels. This book will be 
of great help to those newly entering the field of therapeutic 
proteins, as well as those already working in it, and should 

act as a stimulus to undertake further research to better 
understand this important and ever‐growing group of 
therapeutic agents. I am also sure that it will be the first of 
many such books, extending beyond monoclonal antibodies 
to the vast array of “nonantibody” protein drugs.

In my lifetime, I have seen mechanistic and quantitative 
understanding of the PK and PD of small molecular weight 
drugs advance to a stage that physiologically (systems) 
based modeling, coupled with in vitro and in silico 
 methodologies, has now become an integral part of their 
discovery and development, improving efficiency and pre
dictability. I  can envisage the day that such approaches 
will routinely extend to therapeutic proteins for the better
ment of patients.

Malcolm Rowland 
Professor Emeritus, University of Manchester, 

Manchester, United Kingdom; Adjunct Professor, 
University of California,

San Francisco, CA
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1.1 INTRODUCTION

Over the past decade, there has been increased investment 
to the development of biotechnologically derived drug 
products or biologics (including peptides, proteins, and 
monoclonal antibodies, mAbs, aggregately referred as 
large molecule (LM) drugs) in pharmaceutical companies 
[1, 2]. These are attributable to the reported therapeutic 
success of this modality thus far, together with the rapid 
advancement and breakthroughs in the fields of recombinant 
DNA biotechnology and molecular biology. However, reports 
on mechanistic investigation of absorption, distribution, metab-
olism, and excretion (ADME) processes for LMs are sparse and 
our current understanding of the associated mechanisms and 
key determinants of pharmacokinetic (PK) properties is scant 
[3]. Conceivably, these are related to the fact that the biophar-
maceutical industry is still at an early stage, relative to the 
traditional pharmaceutical counterpart; the first approved LM 
drug product was in 1980s [4], several decades after many 
small molecule (SM) drugs were on the market. In addition, 
unlike the discovery and development of SM drugs, where the 
sciences and the functional role of drug metabolism and phar-
macokinetics (DMPK) in studying and understanding ADME 
processes have been well recognized as an indispensable and 
integral discipline spanning from early discovery to development 
and postmarketing spaces [5], the function of DMPK in support 
of LM drug development is somewhat limited to mostly in vivo 
PK and/or pharmacokinetics/pharmacodynamics (PK/PD) 

studies, typically after candidate selection and primarily in 
the clinical space. Despite the intrinsic difference between 
SM and LM drugs, it should be of particular interest to 
appraise the relevance and applicability of what we have 
learned over the past few decades from the discovery and 
development of SM drugs to the same process of LMs. Thus, 
in this chapter, a brief historical perspective is presented on 
how the roles of DMPK and the key enablers for studying 
the ADME processes of SM drugs and their underlying 
mechanisms have evolved over time in order to influence 
internal de‐risking strategy and decisions. External factors, 
such as changing regulatory environments and evolving LM 
discovery and development landscape, are briefly reviewed. 
Also presented is an overview of a DMPK concept analogy 
between SMs and LMs, as well as case examples to demon-
strate the applicability of SM DMPK knowledge and experi-
ences to LM drug discovery and development.

1.2 SM DRUG DISCOVERY AND DEVELOPMENT: 
HISTORICAL PERSPECTIVE

1.2.1 Evolving Role of DMPK: Paradigm Shift

It has long been well recognized that the drug discovery and 
development process is very expensive, largely due to a 
high development attrition rate and prolonged development 
time to meet the requirement for more extensive and 
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complex clinical trials [1, 6–8]. In 1990s, poor human PK 
and bioavailability were the most significant cause of attri-
tion for SM drugs, accounting for approximately 40% of all 
attrition in development. This number was dramatically 
reduced to approximately 8% by 2000 [7]. Such a drastic 
difference has been attributable primarily to a Paradigm shift 
in the roles of DMPK from little involvement decades before 
1990 to active participation in SM drug early discovery 
starting in late 1980s [5]. Previously, compounds were 
selected mainly based on in vitro potency and in vivo  efficacy 
in animal studies, with little attention being paid to the 
exposure or PK as an important measure connecting phar-
macodynamics (PD)/efficacy/safety profiles, or consideration 
to commonly observed differences in these profiles between 
animals and humans. The integration of DMPK support as a 
key component of the overall drug discovery process helped 
to better understand ADME properties and filled these gaps, 
thus enabling proper data interpretations and rationale‐based 
predictions of DMPK‐related properties in humans [9–13]. 
As a result, potential liabilities of new chemical entities in 
humans were dialed out as early as possible, leading to 
increased likelihood for preclinical candidates to be devel-
oped successfully as therapeutic agents.

1.2.2 Key Enablers to Successful DMPK Support

The aforementioned successful DMPK support would not 
have been possible without numerous advances over the 
past few decades in drug metabolism sciences and technol-
ogies, which have provided powerful tools to enable 
DMPK scientists to shape SM drug metabolism research. 
Of special note are two key enablers, signifying game 
changers within the time period of interest (late‐1980s to 
late‐1990s): (i) rapid advancement of cytochrome P450 
(CYP) science and (ii) availability of liquid chromatography–
mass spectrometry (LC–MS). As will be described in later 
sections, these elements and associated wealth of information 
generated over the last few decades can be leveraged and 
applied to support LM drug development.

The CYP enzymes play central roles in the metabolism 
of SMs; it is estimated that more than 70% of marketed 
SM drugs were eliminated primarily by CYPs [13]. CYP 
enzymes were discovered in 1958, and research on their 
structure, function, regulation, and tissue expression levels, 
as well as their role in drug metabolism, was rapidly 
expanded in the 1980–1990s [14–16]. Such rapid advance-
ment provided fundamental concepts and important tools 
that helped leverage preclinical/in vitro results as a bridge 
to clinical outcomes, consequently enabling one to predict, 
understand, and manage clinical findings, particularly with 
respect to human clearance and PK variability due to factors 
such as CYP‐mediated drug–drug interaction (DDI) or 
CYP polymorphism [13, 16–18]. Specifically, for com-
pounds with CYPs as the major or sole contributor to their 

metabolism, human metabolic clearance can be reasonably 
predicted based simply on in vitro metabolism studies with 
recombinant CYP isoforms, corrected for relative expres-
sion levels of each isoform in tissues [19]. In addition, the 
knowledge of CYP substrate specificity, multiplicity, and 
responses to factors, such as inducers and inhibitors, has 
provided a means to quantitatively predict, based on in vitro 
studies with specific CYP marker substrates or inhibitors/
inducers, the magnitude of DDI, thus enabling a selection of 
candidates at discovery stage that do not bear considerable 
liability to serious clinical DDIs, either as perpetrators or 
victims [16–18, 20]. The DDI prediction results have also 
been used (and accepted by regulatory agencies) to inform 
inclusion and exclusion criteria for clinical programs, decide 
whether a clinical DDI study is needed, and inform product 
labeling with respect to dosage adjustment and warning/ 
contraindication when used with other medications [21, 22]. 
Collectively, advances in understanding CYPs, the primary 
determinant for clearance mechanism of majority of SM 
drugs, has helped reduce drug development failure rate due 
to undesirable human PK properties.

In the area of tools and technologies, the successful cou-
pling of high performance liquid chromatography with mass 
spectrometry (MS) has provided unprecedented sensitivity, 
selectivity, and high throughput that has facilitated the rapid 
assessment of ADME properties and the multiplicity of their 
governing factors for SM candidates in animals and humans 
[23–26]. Capitalizing on chromatographic separation and 
mass selectivity, the LC–MS technology enables the quantita-
tion of coeluting or overlapping analytes, which otherwise 
would be constrained by chromatographic resolution. A 
dramatic outcome of this feature is the various in vivo and 
in vitro cassette studies in which more than one compounds 
were administered or incubated for the screening of DMPK 
properties, including metabolic stability, DDI liability, and 
plasma protein binding [23–25]. Along with the accelerated 
method development similarly attributed to the extraordinary 
selectivity and sensitivity of LC–MS, this practice has tre-
mendously facilitated the speed and throughput of analyses 
of samples of low concentrations or of small volumes. 
Likewise, LC–MS technology has reshaped the business of 
metabolite characterization, allowing rapid detection and 
identification of major metabolites of drug candidates so 
that the result can be fed back into the cycle in time to 
influence the synthetic chemistry effort. Together, this 
powerful technology has enabled informed decisions to be 
made rapidly on a large number of candidates, each avail-
able in a small quantity, during the discovery stage. It has 
also enabled other in‐depth mechanistic investigations into 
the governing factors of ADME processes, as well as 
detailed and accurate characterization of ADME properties 
of development candidates required for risk mitigation and 
regulatory submission [5, 10, 26]. With the recent advent of 
new chromatographic techniques, such as ultraperformance 



LM DRUG DISCOVERY AND DEVELOPMENT 3

liquid chromatography, and more sophisticated MS, such as 
high resolution MS [27], this technology will continue to be 
the most powerful tool for drug discovery and development 
for SMs, and potentially for LMs alike.

1.2.3 Regulatory Considerations

Successful development of a drug candidate requires the 
right set of high quality data to help inform decisions not 
only internally, but also decisions by regulatory authorities. 
In‐depth industry analysis by PhRMA has attributed much 
of the increasing R&D costs to the extending development 
times in clinical phases (10–15 years), greatly influenced by 
the increased regulatory demands in today’s low risk, low 
tolerance environment, and stemmed primarily from the 
withdrawal of several prominent prescription drugs from the 
market over the past decades for safety reasons. Of special 
note was the withdrawal of the drugs from the U.S. market in 
1990s, half of which due to serious and unmanageable safety 
issues as a result of PK and/or PD DDIs. These occurrences 
prompted the FDA to publish guidance documents for 
industry to encourage the characterization of DDI potential 
for a new molecular entity early in the drug development 
process [21]. The first two guidance documents: one on in 
vitro DDI, published in 1997, and the other on in vivo DDI, 
published in 1999, focused on metabolic DDI due to CYPs, 
and was based primarily on considerable advances in our 
understanding of roles of the CYP family at the time. In the 
latest draft DDI guidance recently issued [22], there are rec-
ommendations to conduct many additional drug transporters, 
and drug interaction studies for LMs have been included for 
the first time. Given the current status and understanding of 
drug transporter sciences relative to the CYPs [28], the 
inclusion of drug transporters in the latest guidance sug-
gested that the FDA has become more proactive in embracing 
evolving sciences in their decision making. Likewise, much 
less is known about LM drugs in their DMPK properties and 
underlying DDI mechanisms in comparison with SM drugs. 
Consistent with this, the time span between the first approved 
LM drug in 1986 and the anticipated DDI guidance is much 
shorter than the corresponding time span of many decades 
for SM drugs. This apparently speedy process for LMs may 
be attributable to the decision of the 2003 FDA to transfer 
the regulatory responsibility from the Center for Biologics 
Evaluation and Research (CBER) to Center for Drug 
Evaluation and Research (CDER), who has been over-
seeing the regulatory approval of SM drugs and has 
provided more comprehensive information on ADME 
properties and associated DDI implications. It is conceiv-
able that there will be increasing regulatory demands for 
other DMPK‐related information for LMs in the near 
future. In fact, the CDER Science Prioritization and Review 
Committee has recently highlighted several relevant LM 
DMPK aspects warranting additional research and further 

understanding [29], suggesting that the most relevant factors 
that affect the PK/PD determinants of LMs, such as a variety 
of specific receptors that can influence protein t

1/2
 and distri-

bution (e.g., delivery of therapeutic enzymes to the correct 
cellular compartment), should be identified.

1.3 LM DRUG DISCOVERY AND DEVELOPMENT

1.3.1 Role of DMPK: Current State

From a DMPK perspective, the current state for an LM 
support paradigm and ADME knowledge is similar to where 
we were with SM drugs a few decades ago. First, DMPK is 
involved primarily in the development space after a preclinical 
LM candidate has already been selected, and much less at the 
early drug discovery stage of the optimization and selection of 
LM candidates. This conventional mindset, widespread in 
many biotech and pharmaceutical firms, resembles what was 
practiced for SMs before the 1990s, and may stem from a 
wide belief that PK of biologics, especially mAbs, is well 
behaved/predictable and that this property is not known to be 
a major success‐limiting factor, based on a historical record 
of relatively low attrition rate for LMs versus SMs. However, 
the view that PK of all mAbs is well behaved and the 
deviation of typical mAb PK properties is due primarily to 
their intended target binding has recently been challenged. 
For example, a specific off‐target interaction of an anti‐
FGFR4 mAb candidate has been identified as the cause for its 
rapid clearance, poor target tissue biodistribution, and limited 
efficacy [30]. The authors concluded that screens typically 
developed to identify general nonspecific interactions are 
likely to miss the rare but highly specific off‐target binding 
observed in this study. Similarly, we found that several of our 
early mAb candidates displayed much shorter half‐life (t

1/2
) 

than anticipated [31]. This less than desirable DMPK prop-
erty was recognized after DMPK involvement following 
candidate selection. Some of the candidates were eventually 
terminated due to the poor PK behavior and safety concerns. 
In addition, an examination of the clinical PK of approved 
mAbs clearly showed that mAbs can exhibit different PK at 
their saturated dose [32]. It is also notable that the relatively 
low attrition rate of LMs that is often referred to may not be 
replicated going forward, considering the increasingly com-
petitive LM landscape and an evolving LM pipeline enriched 
with a variety of new and untested engineering technology 
platforms [33].

Furthermore, current DMPK approaches for LM support 
in preclinical development is usually limited to in vivo PK 
studies in laboratory animals, including mice, rats, dogs, and 
monkeys. In the case of mAbs, it has been widely accepted 
that nonhuman primate (NHP) is a representative animal 
model for human PK, and human PK prediction is typically 
performed using an empirical allometric scaling approach 
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heavily dependent on this single species [34]. However, 
recent publications suggest potential issues with this 
approach. Vugmeyster et al. have shown that an anti-amyloid 
beta Ab2, a humanized mAb against amino acids three to six 
of primate amyloid beta, exhibited faster clearance, with a 
much shorter t

1/2
 of less than 2.5 days, compared to approxi-

mately 13 days for a control antibody (no affinity to the 
target) in monkeys [35]. Additional mechanistic studies 
revealed that the fast elimination of Ab2 was linked to off‐
target binding to fibrinogen specific to monkeys and not 
humans, and thus provided a basis for a projected much 
slower elimination of Ab2 in humans. The prediction was 
later proven in a clinical trial [36]. Clearly, without appro-
priate DMPK input and mechanistic insights, this compound 
would have been precluded from further development. 
There are few other examples along this line (Merck internal 
database; Dr. FP. Theil, personal communication), where 
NHP PK failed to inform human PK correctly, due to either 
under‐ or overprediction. Collectively, these cases under-
score our currently limited knowledge about the ADME 
processes of LMs and their determinants, which are even 
less adequate than those we knew for SMs in the 1980s.

One of major barriers limiting our understanding in ADME 
properties of LMs may be related to lack of appropriate ana-
lytical tools. It is well known that the structural complexity of 
LMs has posed formidable bioanalytical challenges. The 
commonly used bioanalytical methods for the determination 
of LMs in biological fluids are ligand‐binding assays that are 
immunological in nature. These assays usually have an asso-
ciated degree of nonspecificity. For example, multiple forms 
of mAb and ligand can exist in vivo, including free mAb, 
free ligand, and mono‐ and/or bivalent complexes of mAb 
and ligand. Given the complexity of the dynamic binding 
equilibrium occurring in the body after dosing, and multiple 
sources of perturbation of the equilibrium during bioanaly-
sis, ex vivo quantification of the forms of interest (free, 
bound, or total mAb and ligand) may differ from the actual 
ones in vivo [37]. Several other possible weaknesses that 
may result in erroneous characterization of drug disposition 
have also been identified and recognized by regulatory 
agencies. These shortcomings, which include interferences 
from structurally related compounds such as endogenous 
proteins, degraded or catabolic products that are immuno-
reactive but may or may not be active or may elicit activity 
with different potencies, will certainly complicate data 
interpretations and hamper in‐depth understanding of 
underlying mechanisms [38, 39]. LC–MS is emerging as a 
highly useful complementary tool for qualitative and 
quantitative applications to LMs [40–42]. However, the 
routine use of LC–MS is still hampered by the relatively 
time‐consuming development process due to complex 
sample preparations, such as immunocapture and enzyme 
digestion of LMs, and limited sensitivity as compared to a 
typical immunoassay [42–44].

1.3.2 SM/LM DMPK Analogy

On a high level, PK/PD models and concepts are generally 
similar between SMs and LMs. In other words, PD is linked 
to PK (or specifically drug concentrations at biophase (C

e
), 

which is related to systemic concentrations (C
p
)), following 

certain relationships defined by molecular mechanisms of 
action of a drug, irrespective of its modality [45]. Similarly, 
PK is a collective depiction of ADME processes for both 
SMs and LMs. However, at the next level down, including 
ADME processes and associated underlying determinants, 
there are differences between the two modalities. For SMs, the 
ADME processes are relatively well studied and are mainly 
governed by (i) specific characteristics of a compound, 
including its physicochemical properties and ability to interact 
with transporters, drug‐metabolizing enzymes, and binding 
proteins and (ii) physiological factors that govern the exposure 
of the compound to those proteins, such as distribution, 
tissue localization, and organ blood flow [46]. Not only have 
the nature of these interactions and their governing factors 
been mostly characterized, appropriate tools required for the 
studies have also been largely available. As illustrated in 
Figure  1.1 following a typical oral administration, an SM 
drug is absorbed either via passive diffusion and/or active 
transport, and then subjected to first‐pass metabolism in the 
intestine and/or liver, before reaching systemic circulation 
for distribution to tissues and other organs of elimination, 
including kidney. Systemic bioavailability (F), a PK param-
eter central to efficacy and safety of a drug candidate, is a 
product of these processes.

In general, the ADME processes for LMs are much less 
characterized, as compared to SMs, even though their 
ADME processes are similar in concept. Unlike SMs, oral 
administration is precluded by molecular size, hydrophilicity, 
and gastric degradation of LMs. LMs are administered 
intravenously, intramuscularly, or subcutaneously (SC). As 
illustrated in Figure 1.1, following an SC administration, 
an LM is absorbed and potentially subjected to metabolism/
catabolism at the injection site as well as during transport 
through the lymphatic system before reaching blood 
circulation. This is based largely on limited studies in sheep 
[47], and more recently in rats and dogs [48]. Analogously to 
SM drugs, systemic bioavailability, F, is a product of these 
processes. But unlike SMs, there are no established methods 
to measure the extent of absorption or presystemic catabo-
lism. There is also little knowledge on the factors that can 
impact these parameters in animals or humans [3, 48]. Not 
surprisingly, it remains a challenge to extrapolate the SC 
absorption results in preclinical species into humans for LMs.

The majority of SMs enter tissues by passive diffusion, 
and the key determinant of tissue distribution includes non-
selective binding to tissue proteins. Many SM drugs have 
also been reported to enter tissues via active transport, and 
the transporters involved have been identified. Similar to 
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SMs, once entering the blood circulation, the LMs must 
cross the vascular wall to reach the site of action in target 
tissue(s) in order to exert their pharmacological activity 
before being eliminated via metabolism or other elimination 
pathways. Because of their molecular size, distribution of 
LMs into tissues is generally slow, and via the so‐called con-
vective transport through pores on capillary walls, as well 
as transcytosis from circulation to the extracellular space 
[49, 50]. Unlike SMs, distribution of LMs is usually limited 
to extracellular fluids due to their size and hydrophilicity. 
This fundamental difference between the two modalities is 
in line with the location of their respective biological targets. 
Namely, the targets are either soluble or on the cell surface 
for LM drugs, which are in contrast to the intracellular loca-
tion for most SM drugs.

Presence of target in peripheral tissues can significantly 
change the tissue distribution of LMs, and leads to potential 
disconnect between plasma and tissue levels for LM. Given 
the importance of understanding the distribution to target 
tissue for LMs and the availability of related tools, tissue 
distribution studies have been more frequently conducted 
(vs other ADME‐related types of studies) for LMs [51]. 
However, despite the wealth of LM (especially mAbs) 
tissue distribution data that had been accumulated [51, 52], 
in‐depth mechanistic studies on these processes are scarce, 
and it currently is still unclear which transport pathway, 
convective transport or transcytosis, would be quantitatively 
more important in terms of extravasation of protein drugs 
from blood circulation [3].

As described earlier, SMs are eliminated from the body 
predominantly via metabolism with CYPs as the major 
metabolizing enzymes. Direct excretion into bile and/or 
urine is the other major elimination pathway for a variety of 
compounds that escape metabolism. For LM, common 
mechanisms of elimination include filtration (e.g., into urine), 

secretion (e.g., into the bile), and biotransformation 
(e.g., metabolism or catabolism). Smaller size LMs are sub-
jected to elimination via kidney. Contrary to SMs, LMs are 
typically not subjected to metabolism by CYP enzymes, but 
generally believed to be catabolized to peptides and amino 
acids via proteolysis throughout the body, either extracellu-
larly or intracellularly following fluid‐based pinocytosis/
receptor‐mediated endocytosis. Subsequent to pinocytosis/
endocytosis, the LMs usually are catabolized inside the cells. 
A notable exception for this process is with mAbs and endog-
enous immunoglobulin Gs/albumin, which are protected 
from degradation by binding to Fc receptor of the neonatal 
(FcRn) (at acidic pH) with subsequent dissociation (at 
neutral pH) to recycle back into circulation. As a result, these 
molecules display a distinct key feature of relatively long 
elimination half‐lives usually in weeks [3, 49]. Although the 
impact of the FcRn salvage pathway on IgG PK has been 
established since the early 1990s [53–55], our understanding 
of the relevant molecular mechanisms and implications is 
still limited. For examples, until our recent publication 
showing that Fab domain may also impact the FcRn inter-
action [31], it had been commonly assumed that IgGs with 
the same Fc sequences would bind to FcRn equally and be 
protected by FcRn similarly. We have shown that mAbs with 
wild‐type human Fc sequences interacted with FcRn with 
considerable differences in both binding at acidic pH and 
dissociation at neutral pH, thus exhibiting a wide range of t

1/2
 

and clearance [31]. Based on these results, we have imple-
mented in vitro FcRn binding/dissociation assays, and 
in  vivo human FcRn mouse studies, as useful screening 
and funneling tools for PK assessment of mAbs with 
wild‐type Fc sequences. Fortunately, we have witnessed a 
rapid rise in FcRn‐related researches over the past few 
years [56–61]. This increasing trend, which is reminiscent 
to what happened with CYPs decades ago, is an important 

SM:
oral dose
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SC dose
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Injection site
elimination, fs

Lymphatic
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FIGURE 1.1 The ADME concept analogy between SMs and LMs. f
a
 = fraction absorbed; f

g
 = fraction‐escaped gut first‐pass elimination; 

f
h
 = fraction‐escaped hepatic first‐pass elimination; f

S
 = fraction‐escaped degradation/catabolism at the injection site; f

L
 = fraction‐escaped 

degradation/catabolism in the lymphatic system.
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step toward full integration of DMPK to IgG drug discovery 
and development.

Another unique elimination mechanism for LMs is target‐
mediated drug disposition (TMDD) [62]. Even though 
TMDD was first described for conventional SM drugs by 
Dr.  Gerhard Levy in 1994 [63], the PK of conventional 
SM drugs is usually independent of their targets because the 
fraction of SMs involved in the target binding is usually 
negligible. In contrast, TMDD is common for LM drugs, 
especially mAbs, due to their relatively low nonspecific 
systemic clearance and extremely high target‐binding affinity. 
The target–drug interaction and subsequent degradation thus 
contribute significantly not only to the PD, but also to the PK 
of LM drugs [62]. A resulting key feature of TMDD is non-
linearity in PK with higher clearance observed at lower 
doses. In addition, at a given dose, PK of LMs with TMDD 
can also be altered with changes in PD reflective of target 
expression‐level alterations. As is the case for their absorption, 
distribution, and metabolism, the underlying mechanisms 
and factors influencing elimination of LMs have not been 
extensively investigated, especially as compared to SMs.

1.3.3 Leveraging SM Experience: Case Examples

Given all of the considerations above, there is a need to 
advance LM ADME sciences and develop enabling tools/
technologies for ADME studies of LMs, similar to the two 
fundamental elements vital to the successful SM discovery 
and development. Equally importantly, realization of these 
two elements requires more active and timely participation of 
DMPK scientists over the entire continuum of LM drug dis-
covery and development. In this section, we present examples 
to illustrate how the same principles and knowledge gained 
from SMs can be applied to LMs, exemplifying the impact of 
early and better understanding in ADME processes in the dis-
covery and early preclinical development spaces.

1.3.3.1 Example 1: LM‐SM DDIs—Leveraging Knowledge 
on CYPs Recently, CYP‐mediated DDI observed when 
LMs were coadministered with SMs has been a subject of 
increasing interest for LM drugs across industry and 
regulatory scientists [64–66]. These DDIs typically involves 
LMs that target cytokines and/or treat inflammatory diseases, 
both of which can impact CYPs [67]. Along the same line 
with SM–SM DDIs, but with an added consideration of 
altered levels of endogenous cytokines in disease settings, 
the CYP knowledge and tools could potentially be applied to 
explore the utility of in vitro CYP studies to quantitatively 
predict the LM–SM DDI risk. Indeed, as a first step toward 
the prediction, a model has been recently developed using 
in vitro CYP suppression data with interleukin‐6 (IL‐6) from 
hepatocytes to simulate the disease–drug interactions reported 
in clinical studies with sensitive CYP3A SM substrates [68]. 
The results were encouraging and clearly highlighted the 

complexity associated with underlying pathological factors. 
This is not surprising given the nature of interactions that are 
primarily disease state dependent and/or drug target 
dependent, which are different from and more complicated 
than typical DDIs observed between SMs. Nevertheless, by 
leveraging the existing knowledge on CYPs, and particularly 
their regulation factors, it has been possible to provide 
insights into the underlying mechanisms for the observed 
DDIs [64, 65, 67]. More importantly, the wealth of information 
on CYPs has enabled a consensus framework to be developed 
in a relatively short time among industry and regulatory 
agencies that entails a general approach for LM–SM DDI 
assessment during drug development [67]. There remains, 
however, a need for additional research in disease biology and 
physiologically relevant in vitro systems to facilitate in vitro–
in vivo extrapolations of the impact of LMs or diseases on 
CYPs, and eventually successful prediction of LM–SM DDIs.

1.3.3.2 Example 2: LC–MS to Characterize In Vivo 
Transformation of mAb—Key Enabler in Candidate 
Selection In this example, we show that LC–MS can 
 provide invaluable information to aid in the understanding of 
LM disposition important to candidate selection, similar to its 
role in SM drug discovery support. Therapeutic proteins are 
subjected to transformation mechanisms such as deamidation, 
oxidation, and isomerization. These processes usually result 
in relatively small structural changes in the parent drugs. Such 
small structural changes may be difficult for a conventional 
immunoassay to differentiate, but they can still affect 
biological activity, PK, and immunogenicity of a therapeutic 
protein [69]. LC–MS is commonly used to detect Asp isom-
erization in proteins during stability testing at relatively high 
protein concentrations (mg/mL levels), but not in plasma 
from in vivo studies, due in part to the difficulties in sample 
analysis resulting from the complex matrix and requirement 
for high sensitivity.

The first demonstration of in vivo Asp isomerization with 
significant impact on the function of a model mAb (mAb X) 
has been recently shown [33]. In this case, liquid chromatog-
raphy with high resolution mass spectrometry (LC‐HRMS) 
provided qualitative and quantitative information on the 
structurally modified products of therapeutic proteins in 
biological matrices. It was found that this mAb completely 
lost its target‐binding ability due to isomerization of a single 
Asp in the complementary determining region (CDR) 
(isoAsp‐mAb X) following an accelerated stability test at 
40 °C over 3 months. This raised a question with respect to the 
in vivo relevance of this in vitro occurrence and the develop-
ability of this mAb. For this, an LC–MS assay was needed 
since the immunoassay used for the PK evaluation of mAb X 
was incapable of distinguishing the parent compound from its 
inactive isomer. Coupled with immunocapture, using biotinyl-
ated mouse antihuman IgG (Fc) antibody to enrich analytes 
and following trypsin digestion of mAb X, a unique 43‐amino 
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acid peptide that contains the Asp of interest (Pep A) and 
isoPep A (surrogates for the parent and isoAsp‐mAb X, 
respectively) was separated and detected by LC–HRMS. 
The isoAsp‐mAb X/parent ratio was found in mouse serum 
with an increase in the absolute levels of isoAsp‐mAb X of 
approximately 45% from Day 2 to Day 28. The result from 
this work provided direct evidence of Asp isomerization 
in vivo and thus disqualified mAb X from further development 
consideration.

1.3.3.3 Example 3: Mechanism‐Based Human PK 
Prediction For SM drugs, knowledge gained over recent 
decades has established a foundation for a “bottom‐up” 
physiologically‐based PK (PBPK) modeling approach to inte-
grate drug‐specific parameters obtained in vitro using human 
tissues or, for the majority of SMs, the major PK determi-
nant CYP systems to predict and provide mechanistic 
insights into the PK properties in humans under various 
intrinsic and extrinsic factors [19, 70]. For LM drugs, owing 
to limited understanding of the ADME determinants and 
especially with regard to scalability from in vitro systems to 
in vivo and/or from preclinical species to humans, a fully 
bottom‐up PBPK‐based model has either yet to be com-
pletely validated or widely applied for prospective human 
PK prediction. Nevertheless, there has been some recent 
progress of PBPK models with mAbs, with potential transla-
tional utility to human situations [71–74]. For example, 
Abuqayyas and Balthasar have recently developed a PBPK 
model with TMDD components in the tumor compartment to 
predict the disposition of mAbs a priori in plasma and in tis-
sues, including tumors that express target antigens in mice 
[74]. In addition to FcRn–IgG interaction, the model structure 
included the following determinants: antibody–target‐binding 
affinity, target expression levels, rates of internalization of 
mAb–target complexes, plasma and lymphatic flow rates, and 
the tumor vascular volume. Two mAbs, one with high tumor 
target antigen‐binding affinity and one nonbinding control, 
were examined. The exposure of both mAbs in plasma, 
tumor, and other tissues was predicted reasonably well in 
the xenograft‐bearing SCID mice [74]. It is anticipated that 
further development of LM PBPK models, coupled with 
better understanding in target–LM interaction biology and 
improved experimental methods to characterize target expres-
sion and dynamics, will eventually allow a priori prediction of 
LM plasma and tissue disposition in humans. A dedicated 
chapter (by Yanguang Cao and William Jusko) in this book 
focusing on PBPK for therapeutic mAbs provides more details 
about how to apply this technique during drug development.

Currently, human PK for LMs not subject to nonlinear or 
species‐specific clearance mechanisms is predicted reason-
able well from preclinical PK with the principle of allometry 
[34, 75–77]. This is because certain general elimination 
processes of LMs are governed primarily by physiological 
parameters, which can be scaled between species in a 

compound‐independent manner. However, for LMs subject 
to nonlinear clearance, a more mechanism‐based modeling 
approach incorporating the impact of targets on PK is needed 
for human PK prediction. A nice example was reported by 
Luu et al. recently on how mechanistic modeling can be used 
to predict human PK of a mAb exhibiting TMDD [78]. 
PF‐03446962 is a human mAb against ALK1 (activin 
receptor‐like kinase 1) that exhibited nonlinear PK, a hall-
mark of TMDD, in monkeys. A TMDD model as depicted in 
Figure  1.2 was used to capture the plasma PK profiles of 
PF‐03446962 following single and multiple doses. The 
mechanism‐related parameters, such as k

on
, k

off
, k

deg
, and k

int
 

rates were experimentally determined for both monkeys and 
humans. Together with allometric scaling of monkey PK 
parameters (e.g., k

el
, k

12
, and k

21
), the model successfully pre-

dicted the plasma PK profile of PF‐03446962 in humans.

1.3.3.4 Example 4: PK/PD Modeling for LMs A mecha-
nistic PK/PD modeling approach has been increasingly used 
to help define and better understand systemic exposure–effect 
(efficacy or safety) relationship, a key element to successful 
SM drug development. This approach can similarly be applied 
to the development of LM drugs. In fact, of all DMPK aspects 
of LMs, this is the area that has been relatively well devel-
oped and received great attention from DMPK scientists 
supporting LM drug development. As described earlier, 
unlike most of SM drugs, the PK and PD of LM drugs are 
often interrelated. For these molecules, TMDD model has 
not only been an important tool to characterize the PK of 
LMs, it has also been incorporated widely into the PK/PD 
modeling of LMs to characterize PD effect and dose–response 
relationship for LMs, delineating the impact of target engage-
ment (TE) on downstream pharmacological effects.

One such example was presented by Ng et al., for 
TRX1, an anti‐CD4 mAb [79]. TRX1 exhibited typical 
target‐mediated nonlinear PK characteristics in humans. 
Binding of TRX1 to CD4 receptors on circulating T cells 
leads to down‐modulating the CD4 receptors in a dose‐ 
and concentration‐dependent manner, which in turn changes 
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k12 kel
kel_target
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FIGURE  1.2 Schematic representation of a TMDD model for 
description of the interaction between a drug and its target. 
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the extent of target impact on TRX1 PK. Therefore, a receptor‐
binding‐based PK/PD model as depicted in Figure 1.2 was 
also used to describe the PK and PD (CD4 target binding) 
of TRX1. Serum TRX1 concentration and total and free 
CD4 levels were measured and fitted into the model 
 simultaneously to account for the effect of PD on PK. This 
mechanism‐based PK/PD model was later used to simulate 
PK/PD-time profiles after different dosing regi mens to 
help guide the dose selection in future clinical studies.

For LM drugs against soluble targets, the impact of target 
binding on drug PK may not be as apparent, depending on 
whether the elimination rate for drug–target complex is 
similar to that of the free drug [80, 81]. Nevertheless, under-
standing the interplay between drug and target is essential 
in determining the dosing regimen for LMs. Following LM 
treatment, there is often a rapid accumulation of drug/target 
complex due to dramatic differences in the elimination rates 
of free target and LM drug/target complex [81]. Dissociation 
of the accumulated LM drug/target complex will result in 
the return of free target to baseline while free drug levels are 
still orders of magnitude higher than the free target levels. 
As shown by Wang et al., following treatment of siltuximab, 
an anti‐IL‐6 mAb, in cynomolgus monkeys, total IL‐6 levels 
reached 10,000–100,000‐fold above the IL‐6 baseline, and 
free IL‐6 returns to baseline when siltuximab levels were 
>106‐fold higher than the IL‐6 baseline (also 100–1000‐fold 
higher than the highest total IL‐6 levels [81]). A quantitative 
PK/TE model that takes into account the production rate of 
IL‐6, elimination rates of IL‐6 and siltuximab/IL‐6 com-
plex, equilibrium dissociation constant between siltuximab 
and IL‐6, as well as the PK characteristics of siltuximab was 
established via simultaneous fitting of total siltuximab, total 
IL‐6, and free IL‐6 concentration profiles [81]. The model 
provided estimation of all model parameters and was used 
successfully to predict the free IL‐6 profiles at higher siltux-
imab doses, where the accurate determination of free IL‐6 
concentration became technically too difficult. This kind of 
integrated PK/TE/PD modeling approach provided a frame-
work for prediction of efficacious dose levels and duration 
of action for mAbs against soluble ligands with rapid 
turnover.

1.4 CONCLUSIONS

Over the past few decades, a better understanding of ADME 
processes, brought about by participation of DMPK scien-
tists in early discovery through late development, has been 
crucial to enhancing the possibility of success of SM drugs. 
We attribute the success of DMPK involvement to the 
combination of substantial progresses in the drug metabo-
lism sciences, particularly in the area of CYPs, the major 
enzymes responsible for clearance mechanisms of a large 
number of SMs, with the availability of powerful tools, 

notably the LC–MS technology. Compared to SMs, the role 
of DMPK in supporting LM drug discovery and development 
is far behind and should be increased and expanded to cover 
the entire process. This point of view is underpinned by a 
number of factors, including the evolving and competitive 
biotechnology landscape, and imminent/growing regulatory 
pressure. A few case examples are presented to illustrate the 
relevance and transferability of strategies and experiences 
of DMPK support for SM drugs to LM drugs. A similar path 
used for SM drug discovery and development, especially 
with respect to establishing mechanistic understanding in 
ADME properties and associated determinants, as well as 
developing necessary tools and technology, can be followed 
in the endeavors to increase the possibility of success of a 
safe and effective LM candidate.
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2.1 INTRODUCTION

The development of recombinant DNA methodology and 
genetic engineering from the late 1970s onwards opened up a 
range of possibilities for making specific changes to primary 
protein sequences. Together with advances in protein structure 
determination and molecular modeling techniques, these 
developments combined to create the discipline of protein 
engineering. As such techniques grew and became more 
widespread, protein engineering entered into mainstream use 
and led directly to the success and expansion of therapeutic 
biologics. The ability to tailor the duration of activity of 
recombinant insulin [1], to increase serum retention times by 
making precisely joined receptor–Fc fusion proteins [2, 3], and 
to change antibody scaffolds to reduce immunogenic potential 
[4] are all examples of the successful application of protein 
engineering to therapeutic proteins, creating solutions that 
would not be possible with the natural protein sequence.

To make changes in protein sequences, one must understand 
the contribution of those sequences to both the structure and 
function of the protein molecule. In recent years, new DNA‐
sequencing technology has led to a great increase in the size of 
databases of protein sequence. Although not quite so rapidly, 
more three‐dimensional high resolution protein structures have 
been solved through X‐ray crystallography and nuclear 
magnetic resonance (NMR) techniques, and developments in 
structure prediction and modeling are also progressing at speed. 
Thus, our understanding of the relationship between sequence, 
structure, and function is constantly evolving to expand the 
knowledge base of the protein engineer, which allows us to 

optimize therapeutic proteins with regard to their behavior 
in vivo to deliver therapeutic benefits and limit safety issues. 
However, being able to change or tailor a protein sequence 
brings also associated risks, making modifications for the 
benefit of one property might adversely influence another 
characteristic, as the full consequences of sequence change 
are rarely if ever entirely predictable. Thus, alongside  protein 
engineering technology, the development of protein character-
ization methodology has been a requirement to ensure that the 
engineered molecules are fit‐for‐purpose as therapeutics.

This chapter serves as an introduction to protein engi-
neering, briefly explaining the basic concepts and methods 
before exemplifying with some success stories of applications 
to therapeutic proteins. The examples are not comprehensive 
and are somewhat biased toward therapeutic antibodies, in 
part because of the author’s own area of expertise and also 
because antibodies are the leading class of biological drugs, 
and today make up 5 of the top 10 best‐selling therapeutics 
on the market [5]. Protein engineering has been pivotal to the 
success of this drug class and has impacted throughout the 
therapeutic antibody development pathway, from antibody 
discovery right through to manufacture.

2.2 METHODS OF PROTEIN ENGINEERING

2.2.1 General Techniques

The discipline of protein engineering is underpinned by a 
relatively small number of practical methodologies. As men-
tioned above, the basic tools of the protein engineer are those 
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of the molecular biologist, with DNA sequencing, plasmid 
preparation, subcloning by restriction/ligation, and the 
polymerase chain reaction (PCR) providing the foundation. 
Molecular cloning using DNA restriction/modification enzymes 
enables the genes for proteins to be manipulated and expressed 
in recombinant systems, and DNA sequencing is used to con-
firm that coding sequences are as expected. Informatics skills 
are also becoming more useful as there is a need to access 
sequence and structure databases [6], to align sequences, and to 
visualize structures using molecular display tools.

2.2.2 Introducing Specific, Directed 
Sequence Changes

The simplest sequence changes available to a protein engineer 
are the directed mutation of specific residues to other amino 
acids, by making changes to the DNA encoding the 
recombinant protein. This site‐directed mutagenesis is usually 
achieved by synthesizing oligonucleotide primers encoding 
mismatches for specific change(s), and using these to prime 
replication of the gene using an appropriate DNA polymerase. 
The mutated gene is then subcloned into a vector using stan-
dard molecular cloning techniques. Before the advent of PCR, 
the method of Kunkel was widely used to ensure that the 
newly synthesized mutated gene could be selected in favor of 
the original, nonmutated template [7]. Another method was 
to use double‐stranded oligonucleotide cassettes, made by 
annealing complementary mutation‐containing oligonucle-
otides and ligating them between restriction sites, either 
naturally occurring or introduced “silently” into the sequence 
through a previous round of mutagenesis [8, 9]. Although 
efficient as long as sites for high‐fidelity restriction enzymes 
could be used, this method was limited by the length of oligo-
nucleotide that could be accurately synthesized and purified, 
usually in the range of 60–80 bases. The introduction of PCR 
[10] led to rounds of sequence‐specific amplification being 
used to generate large amounts of mismatched, primer‐
encoded, altered fragments, which could be cloned through a 
variety of methods. In its simplest form, forward and reverse 
primers are used, one of which contains a sequence‐specific 
mismatch. Reaction cycles then give an exponential increase 
in the mutated sequence to “flood‐out” the original template, 
and the amplified fragment is then cloned. Again, this method 
is dependent on the presence of a suitable restriction site close 
to the mismatch mutation. To overcome this, several primers 
can be used and a multistep PCR strategy employed using a 
technique known as mutagenesis by overlap extension [11]. 
Complementary oligonucleotide primers are used to prime the 
synthesis of two DNA fragments having overlapping ends. 
These fragments are combined in a subsequent “fusion” reac-
tion in which the overlapping ends anneal, allowing the 3ʹ 
overlap of each strand to serve as a primer for the 3′ extension 
of the complementary strand. The resulting fusion product is 
amplified further by PCR using flanking primers.

The availability of high‐fidelity, proof‐reading, thermo‐
stable polymerases has led to the development of protocols 
using whole‐plasmid PCR for site‐directed mutagenesis, 
negating the need for restriction/ligation subcloning of 
amplified fragments  [12]. Today, a variety of commercial 
kits are available offering rapid, site‐specific mutagenesis of 
double‐stranded plasmid DNA.

2.2.3 Fragment Fusion

In addition to single amino acid replacements, there are occa-
sions when domain deletion or domain (or whole protein) 
fusion are desired. Again PCR methods are widely used to 
achieve this, the splicing by overlap extension method being a 
particularly useful technique to link genes without using 
restriction enzymes [13]. More recently, other gene assembly 
methods have been developed [14–16]. The Gibson Assembly 
technique provides an efficient means for joining any number 
of overlapping fragments, often generated by PCR, in a single 
tube. It employs three enzymatic activities: a 5′ exonuclease, 
the 3′ extension activity of a DNA polymerase, and DNA 
ligase activity. The 5′ exonuclease activity chews back the 5′ 
end sequences and exposes the complementary sequence for 
annealing. The polymerase fills the gaps on the annealed 
regions, and the DNA ligase then seals the break and cova-
lently links the DNA fragments together.

2.2.4 Gene Synthesis

There are also occasions when a large number of sequence 
changes are desired, or when a number of short amino acid 
sections are required to be introduced into another protein 
scaffold, an example being antibody humanization by 
 complementarity‐determining region (CDR) grafting (see 
Section 2.4.1). In such instances, gene synthesis is a viable 
option. Gene synthesis can also be used if codon optimiza-
tion is required to aid recombinant protein expression. 
Initially, gene synthesis involved synthesizing and annealing 
complementary oligonucleotides, then ligating through over-
lapping cohesive ends [17]. Once again, PCR revolutionized 
the process enabling savings in expense and time, as single‐
stranded oligonucleotides could be annealed and gaps filled 
with thermo‐stable polymerase before amplification of full 
length products. Today, most gene synthesis processes can be 
outsourced to companies specializing in the technique, who 
can also optimize codons, minimize unwanted secondary 
structure, and remove cryptic splice sites.

2.2.5 Molecular “Evolution” through Display 
and Selection

In addition to making precise mutations to a protein to 
achieve desired changes, an alternative approach is to 
make a large number of random or “semi-random” changes 
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(a library) and to select the variants with desired  properties 
(such as improved binding to a ligand). Sequence changes 
can be introduced through error‐prone PCR [18] or 
through a technique called DNA shuffling [19]. In this 
approach, the sequences of closely related proteins are 
randomly cut with DNase I and then denatured and rean-
nealed, with gaps filled by PCR. Oligonucleotides can be 
added to the gene fragments to increase diversity. In this 
way, recombination‐like crossovers can be produced in a 
given sequence.

Display technologies, first described by Smith in 
the  form of phage display of peptides through their 

incorporation as a fusion into the sequence of the phage 
gene III protein [20], have become increasingly important. 
The key to the technology is the physical link between the 
genotype, the DNA within the phage particle, and the phe-
notype, the property conferred by the peptide or protein 
displayed on the surface of the phage particle. This linkage 
facilitates sequence determination of the displayed mole-
cule following selection of the phage through the specific 
binding property. Phage display is often used to display 
antibody fragments, usually single‐chain variable fragment 
(scFv) or fragment antigen binding (Fab) (see Fig. 2.1), to 
select molecules with a variety of properties, including 
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FIGURE 2.1 IgG structure and major antibody fragments. (a) Ribbon diagram of a murine IgG2a molecule (carbohydrate not shown) 
from its crystal structure (Protein Data Bank (PDB) 1igt [21]). The heavy chain is colored grey, the light chain red and the CDRs yellow. 
Structural features are highlighted (see text for details). (b) Schematic of IgG molecule showing derivation of the major antibody fragments. 
Color scheme is as for (a). The fragments shown are the Fab (fragment antigen binding), the scFv (single‐chain variable fragment), the dsFv 
(disulfide‐linked variable fragment), and the VH/VL (variable heavy/variable light, single domains). (See insert for color representation of 
this figure.)
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improved antigen binding, cross‐reactivity between species 
or increased stability. This selection for improvements 
enables the use of random sequence modifications to 
introduce variation into the library, such as those gener-
ated by error‐prone PCR [22]. Alternatively, a more 
directed approach can be used to vary the sequence at 
specific positions only, by use of oligonucleotide synthesis 
using degenerate codons. For example, the triplet codon 
NNN, where N represents any of the four possible nucleo-
tide bases, encodes all possible amino acids but also includes 
the three stop codons, TAG, TAA, and TGA. By using the 
triplet NNK at positions to be changed, where K represents 
G or T, the stop codons TAA and TGA are avoided while 
triplets encoding all 20 amino acids are still represented. 
However, NNK encodes an unequal distribution of amino 
acids, introducing bias to the library particularly when a 
large number of positions are altered. An alternative 
approach is the use of specialized trinucleotide phos-
phoramidites in oligonucleotide synthesis, which can be 
used to introduce any desired codons at equal frequency 
(or unequally if desired) [23, 24].

Phage display was first applied to antibody fragments 
(scFv) by McCafferty et al. [25]. Other display methods 
have also been developed including bacterial display, 
yeast display, mammalian cell display, and in vitro 
display [26–30]. Such techniques are now widely applied 
and, through the use of innovative “panning” and selection 
strategies, molecular evolution and display technologies 
have become extremely useful and powerful techniques in 
protein engineering.

2.3 APPLICATIONS OF PROTEIN ENGINEERING 
TO NON-ANTIBODY THERAPEUTIC PROTEINS

The focus of this chapter is the application of protein engi-
neering to therapeutic antibodies, but it is also worth mention-
ing the contribution to other non-antibody approved biologics. 
For example, following the approval of recombinant insulin in 
the early 1980s, protein engineering created insulin analogs to 
modulate the pharmacokinetic (PK) and pharmacodynamic 
properties of the insulin molecule. The structural information 
from X‐ray crystallography led to the rational design of fast‐
acting and slow‐acting forms of the molecule, which have 
been tremendously useful in providing treatment regimens 
to patients with type I diabetes [1]. Fast‐acting forms include 
insulin lispro, engineered by point mutation of two adjacent 
residues of the beta chain (proline (Pro‐28) to lysine (Lys) 
and Lys‐29 to Pro) to de‐stabilize dimerization of the 
B‐ subunit facilitating rapid capillary absorption of active 
monomer [31, 32]. Slow‐acting forms include insulin 
glargine, which has a substitution of glycine (Gly) for aspar-
agine (Asn) and two arginine residues (Arg) added to the 
carboxy terminus of the B‐chain [33]. The additional Arg 
amino acids raise the isoelectric point (pI) from 5.4 to 6.7, 

creating a molecule that is soluble at the formulation pH (pH 
4) but that comes out of solution as it passes through its pI 
upon injection to physiologic pH (pH 7.4). This gives a slow 
absorption from the injection site [34]. The Asn to Gly 
substitution prevents deamidation of the acid‐sensitive aspar-
agine at acidic pH (see Section 2.4.2).

Another notable example of protein engineering in 
biological therapeutics is the fusion of the Fc region of the 
antibody molecule (see Fig.  2.1) to another non-antibody 
molecule; examples include the extracellular portion of a 
membrane bound receptor as in etanercept [35], or a peptide 
as in romiplostim [36]. These Fc fusions confer long serum 
half‐life to the partner protein due to Fc‐mediated salvage 
(via the neonatal Fc receptor (FcRn)) and can confer other 
advantages such as improving stability or solubility and 
facilitating purification.

Other engineering approaches have been employed to 
extend the serum half‐life of proteins, including conjugation 
of polyethylene glycol (PEG) [37] and glycoengineering. 
Darbepoetin alfa is an example of the latter, a modified form 
of recombinant erythropoietin‐α engineered to introduce 
two additional glycosylation sites [38]. Its consequential 
extended in vivo half‐life permits less frequent dosing.

2.4 APPLICATIONS OF PROTEIN ENGINEERING 
TO THERAPEUTIC ANTIBODIES

Antibodies and antibody‐based drugs are the largest class 
of protein therapeutics and have benefited hugely from 
protein engineering interventions and advances, some of 
which are outlined in this section. These advances have 
relied on detailed knowledge of antibody structure, 
through techniques including high resolution X‐ray 
 crystallography, and an increasing understanding of the 
relationship between this structure and biological activity. 
Figure 2.1 shows the structure of the IgG antibody mole-
cule. It consists of two heavy chains and two light chains, 
covalently linked by disulfide bonds. Two Fab arms are 
linked through a flexible hinge to the Fc (fragment crys-
tallizable). Each chain is composed of constant (C) and 
variable (V) regions. Each V‐region consists of frameworks 
onto which are attached the CDRs; these are structural 
loops (three from variable heavy (VH) and three from 
 variable light (VL)), which are largely responsible for 
antigen binding. The Fc region confers the effector function 
of the molecule through its interactions with Fc receptors on 
cells. These functions include ADCC (antibody‐dependent 
cellular cytotoxicity), CDC (complement‐dependent cyto-
toxicity), and ADCP (antibody‐dependent cellular phago-
cytosis), and the Fc also mediates catabolic salvage 
through FcRn. Protein engineering of the molecule has 
taken many forms and some of these are outlined below, 
grouped under the desired functional outcome of the 
engineering.
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2.4.1 Reduction of Immunogenicity

Antibodies destined for therapeutic use are often raised fol-
lowing immunization of animals, usually mice or rats, and 
need to be engineered to prevent an immune response in 
patients against the non-human sequences. Initially, this was 
achieved through chimerization, replacement of the constant 
regions of the rodent antibody with those from a human anti-
body [39, 40]. The therapeutic antibodies infliximab and 
rituximab are examples of chimeric antibodies that have 
been hugely successful as therapeutics. However, chimeric 
antibodies still have non-human V‐regions that have the 
potential to elicit a human anti-chimeric antibody (HACA) 
response. In reality, human and rodent V‐regions vary in 
their degree of primary sequence identity and HACA is not 
always an issue [41]. Methods to reduce the nonhuman 
content still further by V‐region humanization were first 
developed in the mid‐1980s using the technique of CDR 
grafting [42]. In this technique, DNA encoding the CDRs is 
fused onto DNA encoding the V‐region framework sequence 
of a human antibody. Usually, it is also necessary to include 
a small number of non‐CDR residues from the parental anti-
body in the final humanized sequence, in order to retain the 
full affinity of the original antibody in the engineered form. 
In practice, several variants are usually generated and are 
tested empirically for activity. A number of methods are 
available to determine these residues [43–45]. Rather than 
incorporate non-human framework residues in the final var-
iant to recover full activity, some groups will retain fully 
germ‐line frameworks but will subject CDRs to in vitro 
affinity maturation to enhance activity (see Section 2.4.5). 
Other methods of humanization have been developed; some 
are variations of this grafting method while others rely on 
phage display to select active variants [4]. The technique of 
“guided selection” is a phage display method that was used 
to create the therapeutic antibody adalimumab from its 
hybridoma precursor D2E7 [46]. Phage display is also used 
for antibody discovery to generate human antibodies directly 
from naïve human libraries [47]. Another method used to 
generate human antibodies directly is to use mouse strains in 
which the mouse immunoglobulin loci have been replaced 
with human sequences [48–50]. Antibodies generated from 
either the phage or the transgenic route are often subjected to 
further engineering, including in vitro affinity maturation and 
“germ‐lining” to replace unusual residues in the framework 
regions with those present in the pre-mutated germ‐line genes 
to reduce the potential for immunogenicity. Immunogenicity 
has multifactorial causes and is influenced by, for example, 
dose, route of delivery, presence of protein aggregates, 
use of concomitant medication, genetic background, as well 
as sequence. In addition to reducing the non-human primary 
sequence, some groups have looked to de‐immunize protein 
sequences by engineering to remove T‐cell epitopes, iden-
tified by either in silico prediction or in vitro methods 
including T‐cell stimulation assays [51, 52].

2.4.2 Improving Stability and Biophysical Properties

Therapeutic proteins and antibodies need to be robust and 
stable, and protein engineering can be used to improve these 
characteristics. An example is the human IgG4 molecule. 
This can be used therapeutically when an inactive isotype is 
required (see Section 2.4.3) but it has an inherent tendency 
to dissociate into “half‐molecule” through reduction of its 
single hinge disulfide, a phenomenon not seen with the other 
human immunoglobulin isotypes. A process known as “Fab‐
arm exchange” occurs, in which the Fab arms from different 
antibody molecules can pair together to form natural bispe-
cific antibodies [53, 54]. By using protein engineering to 
mutate a serine (Ser) residue in the gamma‐4 hinge to Pro, 
Angal et al. were able to create an IgG4 mutant with a more 
rigid and stable IgG1‐like hinge, which no longer undergoes 
the half‐molecule formation nor the consequent Fab‐arm 
exchange [55]. Gemtuzumab ozogamicin is an example of a 
recombinant antibody bearing this engineered and stabilized 
IgG4 hinge [56].

Therapeutic antibodies also need to be resistant to degra-
dation during production and storage, and need to be formu-
lated as a homogeneous preparation that conforms within 
strict parameters [57]. Table 2.1 summarizes the major deg-
radation and unwanted post-translational modifications 
occurring within the usual range of pH exposure encoun-
tered during expression, purification, and storage. Normally, 
this will be in the pH range 4.0–7.5, although viral inactiva-
tion steps often include an extended holding period at lower 
pH. Reactions are likely to be accelerated at elevated tem-
peratures. To some extent, degradation‐susceptible sites can 
be predicted and engineered out of the sequence, provided 
the changes introduced do not adversely affect affinity 
or create additional liabilities, including increased immu-
nogenic potential and reduced biological activity. As an 
example, the Asn–Gly dipeptide motif is particularly suscep-
tible to non-enzymatic deamidation, resulting in the elimina-
tion of the amide group of the Asn residue giving aspartate 
(Asp) via a succinimide intermediate [58]. Deamidation 
results in an increase in negative charge creating product het-
erogeneity and could have a deleterious effect on protein 
structure and function. Rates of deamidation are influenced 
not only by factors including pH, temperature, and ionic 
strength, but also by both the primary sequence context and 
secondary structure around the affected residue. When the 
sequence occurs in a solvent‐exposed part of the molecule 
such as within a CDR, deamidation is often more likely. 
Hence, as well as sequence scrutiny, knowledge of the 
structural environment of the particular sequence can be 
informative. Using site‐directed mutagenesis, the protein 
engineer may be able to remove such sites, either by chang-
ing the Asn residue or by replacing the Gly residue with a 
more hydrophobic one less likely to induce Asn deamida-
tion. Another way around this issue is to use a lyophilized 
formulation so that the deamidation reaction cannot occur 
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upon storage, but this has implications for patient convenience 
and compliance.

Asp residues can isomerize to iso‐Asp especially if the 
sequence is Asp–Gly [59]. This does not change overall 
charge but iso‐Asp has the potential to be immunogenic. Side‐
chain oxidation can occur for reactive amino acids including 
methionine (Met) and tryptophan (Trp) residues in exposed 
positions, although under mild conditions this is not usually 
an issue [60]. Similarly, free cysteine (Cys) sulfydryl can be 
oxidized to form Cys disulfide bonds, depending on the local 
environment. The presence of single unpaired Cys residues in 
CDRs is usually undesirable and replacement can be consid-
ered (often with Ser). N‐terminal glutamine (Gln) residues, 
frequently found on heavy chains, are liable to cyclize to form 
pyroglutamate, by the free NH

2
 group reacting with the side 

chain [57]. This occurs naturally in antibodies but the reaction 
may not go to completion and any heterogeneity in prepara-
tions of recombinant antibodies is undesirable. A potential 
solution is to replace the Gln with glutamate (Glu), also a 
common N‐terminal residue on antibody heavy chains. 
Clipping of the C‐terminal lysine (Lys) residues in both 
human IgG1 and IgG4 can also occur and gives rise to a 
difference in charge [57]. Again an option to avoid this is to 
delete the C‐terminal residue by protein engineering.

Another predictable and measurable potential sequence 
liability is the occurrence of an N‐linked glycosylation site 
within a V‐region. These are present in about 10–20% of all 
V‐regions (depending on the species), and it is usual to try to 
remove these to ensure product homogeneity. If the V‐region 
site is present in a framework region, it can usually be mutated 
out as part of the humanization process and reverted back to 
the human germ‐line sequence, but glycosylation sites within 
CDRs can be more problematical. The consensus site is 
asparagine‐X‐threonine/serine (Asn‐X‐Thr/Ser), where X 
can be any amino acid other than Pro, so mutation of either 
the Asn or the Thr/Ser residue can be used to successfully 
ablate the site. Occasionally, V‐region carbohydrate moieties 
can be involved in antigen binding, so affinity will need to be 
assessed after mutation. During the humanization of the anti-
body 5/44, which became the antibody element of inotu-
zumab ozogamicin, a glycosylation site within heavy‐chain 
CDR2 was ablated by changing the Thr to Ala [61].

Finally, acid hydrolysis of the Asp–Pro dipeptide bond is 
a well‐known phenomenon and may cause cleavage of the 
V‐region polypeptide chain, but again this is unlikely under 
“standard” conditions. As with many of these potential 
sequence liability “hot‐spots,” protein engineering offers the 
potential to change the sequence to mitigate the risk.

TABLE 2.1 Major Antibody Degradation and Post-translational Modifications with Possible Protein Engineering Interventions

Reaction Susceptible Sequence Suggested Mutagenesis Options Comments

V‐region N‐linked 
glycosylation

Asn‐X‐Ser/Thr where X 
is any amino acid 
except Pro

Ala‐X‐Ser/Thr
Asn‐X‐Ala
Gln‐X‐Ser/Thr

Other changes can be considered
Cys at Ser/Thr position can occasionally 

be glycosylated

Deamidation Asn‐X [or Gln‐X] where 
X is a small, polar 
residue, particularly 
Gly (or Ser)

Ala‐X
Ser‐X
Asn–Ala
Asn–Val
Asn–Leu

Asn more susceptible than Gln
Very much context dependent, as 

secondary structure can have significant 
influence on occurrence/rate

Also influenced by temperature, pH, and 
ionic strength

Asp isomerization Asp‐X where X is a 
small, polar residue, 
particularly Gly 
(or Ser)

Glu‐X
Asp–Ala
Asp–Val

Very much context dependent, as 
secondary structure can have significant 
influence on occurrence/rate

Acid hydrolysis Asp–Pro Ala–Pro
Ser–Pro
Glu–Pro

Replacement of Pro is possible but could 
affect secondary structure

Side‐chain oxidation Trp, Met Ala
Ser

His and Tyr are also susceptible residues 
under more extreme conditions

Many other substitutions are possible

N‐terminal pyroglutamate 
formation

Gln Glu Pyroglutamate blocks N‐terminal protein 
sequencing

Results in product heterogeneity

C‐terminal lysine clipping Lys Delete Lys Results in product heterogeneity

Unpaired cysteine 
reactivity

Cys Ser
Ala

Local environment can influence the 
choice of replacement residue
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In terms of using protein engineering to improve 
 biophysical properties such as increased thermal stability, 
improved solubility, and reduced propensity to aggregate, the 
field is awaiting improvements in the prediction of such prop-
erties from primary sequence. However, some steps have been 
taken including CDR‐grafting strategies onto particularly 
stable frameworks [62], introducing additional disulfide 
bonds between VH and VL regions [63], and using library 
technologies and high throughput screening to select for 
thermo‐stable antibody fragments  [64, 65]. Analysis of  
V‐region structures, particularly of CDR conformations and 
their interactions with framework residues, permits a rational 
approach to be pursued for stability improvement and for the 
elimination of hydrophobic patches that could drive solu-
bility issues.

2.4.3 Tailoring Mechanism of Action

There are many ways in which protein engineering has been 
used to tailor the mechanism of action of a therapeutic anti-
body, and a major example is in format engineering. A wide 
variety of formats are available to the antibody engineer. 
Starting with the “natural” human IgG formats, it is straight-
forward from the engineering perspective to change the iso-
type simply by subcloning the VH gene into vectors bearing 
the heavy‐chain isotype of choice. For an “active” mecha-
nism of action such as ADCC or CDC, the IgG1 isotype is 
used (e.g., trastuzumab). For simple ligand/receptor blockade 
or when cell killing needs to be avoided, an inactive isotype 
is preferred, either IgG2 (e.g., denosumab) or IgG4 (e.g., 
natalizumab).

Protein engineering offers further options to the natural 
human isotypes for reducing or increasing Fc effector function 
reactivity. For example, IgG backbones have been generated 
with even less activity and greater stability than the wild‐type 
IgG4 and IgG2 [66–68]. Eculizumab is a hybrid of IgG2 and 
IgG4, with a gamma‐2 CH1 and hinge and a gamma‐4 CH2 
and CH3 [69]. Otelixizumab, in trials for type I diabetes, has 
an IgG1 bearing an Asn to Ala change, which ablates the 
constant region glycosylation site to reduce the activity of the 
gamma‐1 isotype [70]. Teplizumab carries two mutations in 
the upper hinge region of gamma‐1 CH2, Leucine (Leu)‐234 
to Ala and Leu‐235 to Ala (EU numbering [71]), which reduce 
effector function by inhibiting FcR binding.

Point mutations have also been made to the gamma‐1 
Fc region in order to enhance activity and create more 
potent cell‐killing molecules. These include the Ser‐239 
to Asp, Isoleucine (Ile)‐332 to Glu changes that offer 
significant improvements in ADCC [72], plus the Ser‐267 
to Glu, Histidine (His)‐268 to Ser, Ser‐324 to Thr 
combination to improve CDC [73]. In addition, since gly-
cosylation at Asn‐297 is critical for Fc structure and 
effector function, glycoengineering has been undertaken 
to enhance activity [74].

Because of its modular nature, the IgG molecule lends 
itself to deletion and modification to form fragments (Fig. 2.1), 
which have shown success in the clinic and offer even greater 
future potential. The simplest is the Fab fragment that offers 
monovalent antigen binding without any Fc‐mediated effector 
function. It also lacks the ability to interact with FcRn and 
therefore exhibits rapid clearance from the plasma. 
Ranibizumab and abciximab are examples of approved 
therapeutic Fabs. Smaller fragments include scFv, which 
consists of just the VL and VH domains joined by a flexible 
linker peptide, and the disulfide‐linked variable fragment 
(dsFv), in which an additional disulfide bond has been 
introduced to increase stability [75–77]. Single binding 
domains have also been used, isolated VL or VH domains  
representing the smallest antigen‐binding units from a natural 
IgG [78]. Such small fragments share a simple structure that 
opens up the possibility of microbial expression, although the 
smaller the fragment, the more exposure of regions at domain 
interfaces in the intact molecule, giving increased potential 
for aggregation‐related liabilities. The domain structure of 
the antibody molecule also lends itself to other engineered 
formats designed to achieve new modalities, such as bispeci-
ficity. Several approaches have been taken to promote heavy‐
chain heterodimer formation, including a “knobs into holes” 
method [79] and a method exploiting the phenomenon of 
Fab‐arm exchange [80]. Other approaches aim to combine 
IgG with additional smaller antigen‐binding fragments fused 
to the C‐terminus of heavy or light chain [81]. It is beyond 
the scope of this chapter to describe in full this plethora of 
bispecific strategies, but they do serve to highlight the power 
of protein engineering techniques to create Ig‐based novel 
molecules to achieve new therapeutic modalities.

2.4.4 Influencing Distribution and PK

Protein engineering of antibody sequences can be used to 
influence distribution and PK. The Fc domain confers anti-
body half‐life through its interaction with FcRn. Circulating 
IgG is taken into cells by pinocytosis but within the acidic 
endosome it is able to bind FcRn through a pH‐dependent 
interaction. It therefore escapes lysosomal degradation and is 
recycled to the plasma membrane and back into the circulation 
following release at neutral pH. Mutation of residues in the 
CH2/CH3 interface region have been shown to increase the 
affinity of the FcRn interaction [82], leading to modest 
increases in serum half‐life. Similarly, deletion of the CH2 
and CH3 domains as in some fragments removes the inter-
action with FcRn giving a much shorter serum retention 
time. The reduction in size of certain antibody fragments 
including Fab and smaller molecules, coupled to the absence 
of the FcRn interaction site, gives a very rapid clearance 
from blood by the kidneys but also gives much more rapid 
distribution to the tissues. For instances where monovalent 
antibody fragments are preferred but where long half‐life is 
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necessary, an approach other than to use the Fc region can be 
applied. Some groups have achieved this using the albumin 
molecule, an abundant serum protein that is also rescued and 
recycled by FcRn. This could be achieved by direct fusion of 
the Fab or scFv fragment to albumin [83], or by creation of a 
bispecific antibody fragment with one “arm,” an antibody‐
binding site directed against albumin such that it does not inter-
fere with its FcRn interaction site [84, 85]. In this way, the 
molecule can “piggy‐back” to albumin to achieve antibody‐
like serum retention without any of the properties of the Fc. 
Another solution is to use PEGylation. Certolizumab pegol 
consists of a Fab′ fragment engineered to have a single free 
cysteine in its hinge region to which a PEG moiety is site‐
specifically conjugated. The PEG moiety is thought to create 
a large hydrodynamic water shell around the Fab fragment, 
which prevents kidney filtration and may reduce its tendency 
to diffuse out of normal blood but results in efficient tissue 
penetration at sites of inflammation [86]. Other non‐Fc‐ 
mediated means of extending the half‐life of antibody 
fragments are under development.

The pH sensitivity of antigen binding can play a role in 
modulating target‐mediated clearance, and changes to pI can 
influence non-specific antibody clearance. Such changes are 
made by site‐directed mutagenesis to introduce or remove 
charged amino acids to the IgG surface. These themes are 
discussed in the next chapter.

2.4.5 Improving Ligand/Receptor Interaction

Protein engineering techniques are often applied to improve 
or modulate the affinity of an antibody for its antigen. This is 
particularly relevant for antibodies generated by phage display 
or using transgenic mice with human immunoglobulin genes, 
as these technologies tend not to generate antibodies with 
the same affinity as immunization‐based techniques with 
wild‐type animals. Methods of “in vitro affinity maturation” 
tend to fall into two categories: display‐based methods and 
structure‐based methods.

Display‐based methods rely on building libraries of var-
iants of the original molecule bearing changes at positions 
likely to be involved in the antigen interaction. Panning 
methods under high‐stringency binding conditions are then 
employed to select those variants with improved affinity. 
Ranibizumab is an example of a therapeutic antibody derived 
by affinity maturation of a precursor molecule [87]. As well 
as phage display, a number of other display methodologies 
have been used for affinity maturation including yeast display, 
mammalian cell display, bacterial display, and in vitro display. 
Diversity can be introduced randomly across the V‐gene but is 
usually targeted to specific locations: either the individual 
CDRs or a subset of residues within the CDRs (e.g., predicted 
antigen “contact” residues). Because of the size limits of 
library construction, it is extremely challenging to ran-
domize an entire binding site simultaneously. One approach 

to overcome this is to focus on CDR‐H3 that often forms the 
majority of antigen contacts, or to proceed sequentially CDR 
by CDR, optimizing one at a time and using the new sequence 
as the start point for subsequent library generation for the 
next CDR [88].

Structure‐based methods rely on precise structural 
information of the antibody–antigen interaction, usually from 
high‐resolution X‐ray crystallography or from homology 
models when structures are not available, from which a 
relatively small number of rational and highly specific muta-
tions in the antibody binding site can be constructed [89]. 
A  combination of structure‐based prediction and a small, 
focused display library to interrogate these predicted positions 
can also be a productive approach.

2.5 FUTURE PERSPECTIVES

Protein engineering has clearly been a major driver in the 
success of therapeutic proteins and in particular therapeutic 
antibodies. In the next few years, we are likely to see many 
of the engineering advances discussed in this chapter, 
including Fc engineering and novel bispecific antibody for-
mats, reach the market as approved medicines. There are 
also numerous antibody alternatives being developed, novel 
scaffolds engineered to have antibody‐like binding prop-
erties but without any semblance of Fc activity. It will be 
interesting to see whether these molecules, which can have 
advantages in terms of expression, stability, and reduced 
size (and hence perhaps improved tissue penetration), can 
find a therapeutic niche.

As more antibody sequences are analyzed on the back 
of Next Generation Sequencing technologies, as more anti-
body structures are solved, and as molecular modeling and 
sequence/structure prediction software improves, the impact 
of protein engineering can only increase further. There is also 
the prospect that in silico prediction of properties from protein 
sequence, including propensity to aggregate, efficiency of 
expression, and immunogenicity, will provide further protein 
engineering opportunities. One exciting application beginning 
to gain ground is de novo antibody design, the ability to design 
a human antibody sequence to any given epitope on an antigen 
and to “build‐in” the desired activity such as ligand blockade. 
The ability to do this accurately and reproducibly may require 
a combination of structure‐based rational design and directed 
evolution through display technologies. This would be par-
ticularly impactful for hard‐to‐immunize targets.

There is still a major drive to produce medicines with 
improved efficacy, greater safety, reduced immunogenicity, 
and improved stability. Optimizing drug disposition by 
improved in vivo ADME behavior remains an important 
focus of protein engineering to obtain protein structures, 
which provide functional behavior resulting into beneficial 
efficacy and limiting safety issues. The following chapter 
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illustrates some specific protein engineering techniques with 
special application toward improving drug disposition. 
Predicting the future triumphs of protein engineering is dif-
ficult, but it is sure to continue to drive therapeutic proteins 
to further success and to bring innovative and effective 
treatments to patients.

REFERENCES

 [1] Berenson DF, Weiss AR, Wan ZL, Weiss MA. Insulin analogs 
for the treatment of diabetes mellitus: therapeutic applications 
of protein engineering. Ann NY Acad Sci 2011;1243:E40–E54.

 [2] Beck A, Reichert JM. Therapeutic Fc‐fusion proteins and 
 peptides as successful alternatives to antibodies. MAbs 
2011;3:415–416.

 [3] Czajkowsky DM, Hu J, Shao Z, Pleass RJ. Fc‐fusion pro-
teins: new developments and future prospects. EMBO Mol 
Med 2012;10:1015–1028.

 [4] Almagro JC, Fransson J. Humanization of antibodies. Front 
Biosci 2008;13:1619–1633.

 [5] Palmer E. 2014. The 10 best selling drugs of 2013. Fierce 
pharma. Available at http://www.fiercepharma.com/special‐
reports/10‐best‐selling‐drugs‐2013. Accessed 2015 Jun 3.

 [6] Berman HM, Westbrook J, Feng Z, Gilliland G, Bhat TN, 
Weissig H, Shindyalov IN, Bourne PE. The Protein Data 
Bank. Nucleic Acids Res 2000;28:235–242.

 [7] Kunkel TA. Rapid and efficient site‐directed mutagenesis 
without phenotypic selection. Proc Natl Acad Sci U S A 
1985;82:488–492.

 [8] Wells JA, Vasser M, Powers DB. Cassette mutagenesis: an 
efficient method for generation of multiple mutations at 
defined sites. Gene 1985;34:315–323.

 [9] Popplewell AG, Gore MG, Scawen M, Atkinson T. Synthesis 
and mutagenesis of an IgG‐binding protein based upon protein 
A of Staphylococcus aureus. Protein Eng 1991;4:963–970.

[10] Mullis KB, Falooona FA. Specific synthesis of DNA in vitro 
via a polymerase‐catalysed chain reaction. Methods Enzymol 
1987;155:335–350.

[11] Hunt HD, Horton RM, Pullen JK, Pease LR. Site‐directed 
mutagenesis by overlap extension using the polymerase 
chain reaction. Gene 1989;77:51–59.

[12] Zheng L, Baumann U, Reymond JL. An efficient one‐step site‐
directed mutagenesis protocol. Nucleic Acids Res 2004;32:e115.

[13] Horton RM, Hunt HD, Ho SN, Pullen JK, Pease LR. 
Engineering hybrid genes without the use of restriction enzymes: 
gene splicing by overlap extension. Gene 1989;77:61–68.

[14] Engler C, Kandzia R, Marilllonnet S. One pot, one step, pre-
cision cloning method with high throughput capability. 
PLoS One 2008;3:e3647.

[15] Gibson DG, Young L, Chuang RY, Venter JC, Hutchison CA 
III, Smith HO. Enzymatic assembly of DNA molecules up to 
several hundred kilobases. Nat Methods 2009;6:343–345.

[16] Gibson DG. Enzymatic assembly of overlapping DNA frag-
ments. Methods Enzymol 2011;498:349–361.

[17] Edge MD, Green AR, Heathcliffe GR, Meacock PA, Schuch 
W, Scanlon DB, Atkinson TC, Newton CR, Markham AF. 
Total synthesis of a human leukocyte interferon gene. Nature 
1981;292:756–762.

[18] Leung DW, Chen E, Goeddel DV. A method for random 
 mutagenesis of a defined DNA segment using a modified 
polymerase chain reaction. Technique 1989;1:11–15.

[19] Stemmer WPC. DNA shuffling by random fragmen-
tation  and reassembly: in vitro recombination for molec-
ular evolution. Proc Natl Acad Sci USA 1994;91: 
10747–10751.

[20] Smith GP. Filamentous fusion phage: novel expression vec-
tors that display cloned antigens on the virion surface. 
Science 1985;228:1315–1317.

[21] Harris LJ, Larson SB, Hasel KW, Day J, Greenwood A, 
McPherson A. The three‐dimensional structure of an intact 
monoclonal antibody for canine lymphoma. Nature 1992; 
360:369–372.

[22] Hawkins RE, Russell SJ, Winter G. Selection of phage anti-
bodies by binding affinity. Mimicking affinity maturation. 
J Mol Biol 1992;226:889–896.

[23] Sondek J, Shortle D. A general strategy for random inser-
tion and substitution mutagenesis: substoichiometric cou-
pling of trinucleotide phosphoramidites. Proc Natl Acad Sci 
U S A 1992;89:3581–3585.

[24] Yanez J, Arguello M, Osunu J, Soberon X, Gaytan P. 
Combinatorial codon‐based amino acid substitutions. 
Nucleic Acids Res 2004;32:e158.

[25] McCafferty J, Griffiths AD, Winter GH, Chiswell 
DJ.  Phage  antibodies: filamentous phage displaying anti-
body variable domains. Nature 1990;348:552–554.

[26] Boder ET, Wittrup KD. Yeast surface display for screening 
combinatorial polypeptide libraries. Nat Biotechnol 1997;15: 
553–557.

[27] Gai SA, Wittrup KD. Yeast surface display for protein 
 engineering and characterization. Curr Opin Struct Biol 
2007;17:467–473.

[28] Harvey BR, Georgiou G, Hayhurst A, Jeong KJ, Iverson BL, 
Rogers GK. Anchored periplasmic expression, a versatile 
technology for the isolation of high‐affinity antibodies from 
Escherichia coli‐expressed libraries. Proc Natl Acad Sci 
U S A 2004;101:9193–9198.

[29] Smith ES, Zauderer M. Antibody library display on a mam-
malian virus vector: combining the advantages of both phage 
and yeast display into one technology. Curr Drug Discov 
Technol 2014;11:48–55.

[30] Hanes J, Pluckthun A. In vitro selection and evolution of 
functional proteins by using ribosome display. Proc Natl 
Acad Sci U S A 1997;94:4937–4942.

[31] Brems DM, Alter LA, Beckage MJ, Chance RE, DiMarchi 
RD, Green LK, Long HB, Pekar AH, Shields JE, Frank BH. 
Altering the association properties of insulin by amino acid 
replacement. Prot Eng 1992;5:527–533.

[32] DiMarchi RD, Chance RE, Long HB, Shields JE, Slieker LJ. 
Preparation of an insulin with improved pharmacokinetics 
relative to human insulin through consideration of structural 

http://www.fiercepharma.com/special-reports/10-best-selling-drugs-2013
http://www.fiercepharma.com/special-reports/10-best-selling-drugs-2013


22 PROTEIN ENGINEERING: APPLICATIONS TO THERAPEUTIC PROTEINS AND ANTIBODIES

homology with insulin‐like growth factor 1. Horm Res 
1994;41(2 Suppl):93–96.

[33] Markussen J, Diers I, Hougaard P, Langkjaer L, Norris K, Snel 
L, Sørensen AR, Sørensen E, Voigt HO. Soluble prolonged‐
acting insulin derivatives. Degree of protraction, crystallizabil-
ity and chemical stability of insulins substituted at positions 
A21, B13, B23, B27 and B30. Protein Eng 1988;2:157–166.

[34] Heinemann LR, Linkeschova R, Rave K, Hompesch B, Sedlak 
M, Heise T. Time action profile of the long‐acting insulin 
analog insulin glargine (HOE901) in comparison with those of 
NPH insulin and placebo. Diabetes Care 2000;23:644–649.

[35] Garrison L, McDonnell ND. Etanercept: therapeutic use in 
patients with rheumatoid arthritis. Ann Rheum Dis 1999;58: 
165–169.

[36] Molineux G, Newland A. Development of romiplostim for the 
treatment of patients with chronic immune thrombocytopenia: 
from bench to bedside. Br J Haematol 2010;150:9–20.

[37] Jevsevar S, Kunstelj M, Porekar VG. PEGylation of 
therapeutic proteins. Biotechnol J 2010;5:113–128.

[38] Sinclair AM, Elliott S. Glycoengineering: the effect of 
 glycosylation on the properties of therapeutic proteins. 
J Pharm Sci 2005;94:1626–1635.

[39] Morrison SL, Johnson MJ, Herzenberg LA, Oi VT. Chimeric 
human antibody molecules: mouse antigen‐binding domains 
with human constant region domains. Proc Natl Acad Sci 
U S A 1984;81:6851–6855.

[40] Boulianne GL, Hozumi N, Shulman MJ. Production of functional 
chimaeric mouse/human antibody. Nature 1984;312:643–646.

[41] Clark M. Antibody humanization: a case of the ‘Emperor’s 
new clothes’? Immunol Today 2000;21:397–402.

[42] Jones PT, Dear PH, Foote J, Neuberger MS, Winter G. Replacing 
the complementarity‐determining regions in a human antibody 
with those from a mouse. Nature 1986;321:522–525.

[43] Adair JR, Athwal DS, Emtage JS. Humanised antibodies. 
WO91/09967. 1991.

[44] Queen CL, Schneider WP, Landolfi NF, Coelingh KL. 
Improved humanized immunoglobulins. WO92/11018. 1992.

[45] Carter PJ, Presta LG. Method for making humanised anti-
bodies. WO94/04679. 1994.

[46] Osbourn J, Groves M, Vaughan T. From rodent reagents to 
human therapeutics using antibody guided selection. Methods 
2005;36:61–68.

[47] Marks JD, Hoogenboom HR, Bonnert TP, McCafferty J, 
Griffiths AD, Winter G. By‐passing immunization. Human 
antibodies from V‐gene libraries displayed on phage. J Mol 
Biol 1991;222:581–597.

[48] Bruggemann M, Caskey HM, Teale C, Waldmann H, 
Williams GT, Surani MA, Neuberger MS. A repertoire of 
monoclonal antibodies with human heavy chains from trans-
genic mice. Proc Natl Acad Sci U S A 1989;86:6709–6713.

[49] Lonberg N, Taylor LD, Harding FA, Trounstine M, Higgins 
KM, Schramm SR, Kuo CC, Mashayekh R, Wymore K, 
McCabe JG, Munoz‐O’Regan D, O’Donnell SL, Lapachet 
ESG, Bengoechea T, Fishwild DM, Carmack CE, Kay RM, 
Huszar D. Antigen‐specific human antibodies from mice 
comprising four distinct genetic modifications. Nature 
1994;368:856–859.

[50] Green LL, Hardy MC, Maynard‐Currie CE, Tsuda H, Louie 
DM, Mendez MJ, Abderrahim H, Noguchi M, Smith DH, 
Zeng Y, David NE, Sasai H, Garza D, Brenner DG, Hales JF, 
McGuinness RP, Capon DJ, Klapholz S, Jakobovits A. 
Antigen‐specific human monoclonal antibodies from mice 
engineered with human Ig heavy and light chain YACs. Nat 
Genet 1994;7:13–21.

[51] De Groot AS, Moise L. Prediction of immunogenicity for 
therapeutic proteins: state of the art. Curr Opin Drug Discuss 
Devel 2007;10:332–340.

[52] Holgate RG, Baker MP. Circumventing immunogenicity in 
the development of therapeutic antibodies. IDrugs 2009;12: 
233–237.

[53] Van der Neut Kolfschoten M, Schuurman J, Losen M, 
Bleeker WK, Martínez‐Martínez P, Vermeulen E, den 
Bleker TH, Wiegman L, Vink T, Aarden LA, De Baets MH, 
van de Winkel JG, Aalberse RC, Parren PW. Anti‐
inflammatory activity of human IgG4 antibodies by 
dynamic Fab arm exchange. Science 2007;317:1554–1557.

[54] Labrijn AF, Buijsse AO, van den Bremer ET, Verwilligen 
AY, Bleeker WK, Thorpe SJ, Killestein J, Polman CH, 
Aalberse RC, Schuurman J, van de Winkel JG, Parren PW. 
Therapeutic IgG4 antibodies engage in Fab arm exchange 
with endogenous human IgG4 in vivo. Nat Biotechnol 
2009;27:767–771.

[55] Angal S, King DJ, Bodmer MW, Turner A, Lawson AD, 
Roberts G, Pedley B, Adair JR. A single amino acid 
substitution abolishes the heterogeneity of chimeric mouse/
human (IgG4) antibody. Mol Immunol 1993;30:105–108.

[56] Hamann PR, Hinman LM, Hollander I, Beyer CF, Lindh D, 
Holcomb R, Hallett W, Tsou HR, Upeslacis J, Shochat D, 
Mountain A, Flowers DA, Bernstein I. Gemtuzumab ozogami-
cin, a potent and selective anti‐CD33 antibody‐calicheamicin 
conjugate for treatment of acute myeloid leukemia. Bioconjug 
Chem 2002;13:47–58.

[57] Liu H, Gaza‐Bulseco G, Faldu D, Chumsae C, Sun J. 
Heterogeneity of monoclonal antibodies. J Pharm Sci 2008; 
97:2426–2447.

[58] Robinson NE. Protein deamidation. Proc Natl Acad Sci U S 
A 2002;99:5283–5288.

[59] Geiger T, Clarke S. Deamidation, isomerization and racemi-
zation at asparaginyl and aspartyl residues in peptides. 
Succinimide‐linked reactions that contribute to protein 
 degradation. J Biol Chem 1987;262:785–794.

[60] Ji JA, Zhang B, Cheng W, Wang YJ. Methionine, tryptophan 
and histidine oxidation in a model protein, PTH: mechanism 
s and stabilization. J Pharm Sci 2009;98:4485–4500.

[61] Dijoseph JF, Popplewell A, Tickle S, Ladyman H, Lawson 
A, Kunz A, Khandke K, Armellino DC, Boghaert ER, 
Hamann P, Zinkewich‐Peotti K, Stephens S, Weir N, Damle 
NK. Antibody‐targeted chemotherapy of B‐cell lymphoma 
using calicheamicin conjugated to murine or humanized 
antibody against CD22. Cancer Immunol Immunother 
2005;54:11–24.

[62] Ewert S, Honegger A, Pluckthun A. Stability improvements 
of antibodies for extracellular and intracellular applications: 
CDR grafting to stable frameworks and structure‐based 
framework engineering. Methods 2004;34:184–199.



REFERENCES 23

[63] Glockshuber R, Malia M, Pfitzinger I, Pluckthun A. A 
comparison of strategies to stabilize immunoglobulin Fv 
fragments. Biochemistry 1990;29:1362–1367.

[64] Miller BR, Glaser SM, Demarest SJ. Rapid screening 
platform for stabilization of scFvs in Escherichia coli. 
Methods Mol Biol 2009;525:279–289.

[65] Miller BR, Demarest SJ, Lugovskoy A, Huang F, Wu X, 
Snyder WB, Croner LJ, Wang N, Amatucci A, Michaelson 
JS, Glaser SM. Stability engineering of scFvs for the 
development of bispecific and multivalent antibodies. 
Protein Eng Des Sel 2010;23:549–557.

[66] An Z, Forrest G, Moore R, Cukan M, Haytko P, Huang L, 
Vitelli S, Zhao JZ, Lu P, Hua J, Gibson CR, Harvey BR, 
Montgomery D, Zaller D, Wang F, Strohl W. IgG2m4, an 
engineered antibody isotype with reduced Fc function. 
MAbs 2009;1:572–579.

[67] Alegre ML, Collins AM, Pulito VL, Brosius RA, Olson WC, 
Zivin RA, Knowles R, Thistlethwaite JR, Jolliffe LK, 
Bluestone JA. Effect of a single amino acid mutation on 
the  activating and immunosuppressive properties of a 
‘humanized’ OKT3 monoclonal antibody. J Immunol 
1992;148:3461–3468.

[68] Armour KL, Clark MR, Ag H, Williamson LM. 
Recombinant human IgG molecules lacking Fcgamma 
receptor 1 binding and monocyte triggering activities. Eur 
J Immunol 1999;29:2613–2614.

[69] Rother RP, Rollins SA, Mojcik CF, Brodsky RA, Bell L. 
Discovery and development of the complement inhibitor 
eculizumab for the treatment of paroxysmal nocturnal hemo-
globinuria. Nat Biotechnol 2007;25:1256–1264.

[70] Tao MH, Morrison SL. Studies of aglycosylated chimeric 
mouse‐human IgG. Role of carbohydrate in the structure and 
effector functions mediated by the human IgG constant 
region. J Immunol 1989;143:2595–2601.

[71] Edelman GM, Cunningham BA, Gall WE, Gottlieb PD, 
Rutishauser U, Waxdal MJ. The covalent structure of an 
entire gammaG immunoglobulin molecule. Proc Natl Acad 
Sci U S A 1969;63:78–85.

[72] Lazar GA, Dang W, Karki S, Vafa O, Peng JS, Hyun L, Chan 
C, Chung HS, Eivazi A, Yoder SC, Vielmetter J, Carmichael 
DF, Hayes RJ, Dahiyat BI. Engineered antibody Fc variants 
with enhanced effector function. Proc Natl Acad Sci U S A 
2006;103:4005–4010.

[73] Moore GL, Chen H, Karki S, Lazar GA. Engineered Fc 
 variant antibodies with enhanced ability to recruit 
complement and mediate effector functions. MAbs 2010;2: 
320–328.

[74] Raju TS. Terminal sugars of Fc glycans influence antibody 
effector functions of IgGs. Curr Opin Immunol 2008;20: 
471–478.

[75] Bird RE, Hardman KD, Jacobson JW, Johnson S, Kaufman 
BM, Lee SM, Lee T, Pope SH, Riordan GS, Whitlow M. 
Single‐chain antigen‐binding proteins. Science 1988;242: 
423–426.

[76] Huston JS, Levinson D, Mudgett‐Hunter M, Tai MS, 
Novotný J, Margolies MN, Ridge RJ, Bruccoleri RE, Haber 
E, Crea R, Oppermann H. Protein engineering of antibody 
binding sites: recovery of specific activity in an anti‐digoxin 

single‐chain Fv analogue produced in Escherichia coli. Proc 
Natl Acad Sci U S A 1988;85:5879–5883.

[77] Brinkmann U, Reiter Y, Jung SH, Lee B, Pastan I. A 
recombinant immunotoxin containing a disulphide‐ stabilized 
Fv fragment. Proc Natl Acad Sci U S A 1993;90:7538–7542.

[78] Holt LJ, Herring C, Jespers LS, Woolven BP, Tomlinson IM. 
Domain antibodies: proteins for therapy. Trends Biotechnol 
2003;21:484–490.

[79] Ridgway JB, Presta LG, Carter P. Knobs‐into‐holes engi-
neering of antibody CH3 domains for heavy chain dimeriza-
tion. Protein Eng 1996;9:617–621.

[80] Labrijn AF, Meesters JI, de Goeij BE, van den Bremer ET, 
Neijssen J, van Kampen MD, Strumane K, Verploegen S, 
Kundu A, Gramer MJ, van Berkel PH, van de Winkel JG, 
Schuurman J, Parren PW. Efficient generation of stable 
bispecific IgG1 by controlled Fab‐arm exchange. Proc Natl 
Acad Sci U S A 2013;110:5145–5150.

[81] Coloma MJ, Morrison SL. Design and production of novel 
tetravalent bispecific antibodies. Nat Biotechnol 1997; 
15:159–163.

[82] Dall’Acqua WF, Woods RM, Ward ES, Palaszynski SR, Patel 
NK, Brewah YA, Wu H, Kiener PA, Langermann S. Increasing 
the affinity of a human IgG1 for the neonatal Fc receptor: 
biological consequences. J Immunol 2002;169:5171–5180.

[83] Smith BJ, Popplewell A, Athwal D, Chapman AP, Heywood 
S, West SM, Carrington B, Nesbitt A, Lawson AD, Antoniw 
P, Eddelston A, Suitters A. Prolonged in vivo residence times 
of antibody fragments associated with albumin. Bioconjug 
Chem 2001;12:750–756.

[84] Tijink BM, Laeremans T, Budde M, Stigter‐van Walsum M, 
Dreier T, de Haard HJ, Leemans CR, van Dongen GA. 
Improved tumour targeting of anti‐epidermal growth factor 
receptor Nanobodies through albumin binding: taking 
advantage of modular nanobody technology. Mol Cancer 
Ther 2008;7:2288–2297.

[85] Holt LJ, Basran A, Jones K, Chorlton J, Jespers LS, Brewis 
ND, Tomlinson IM. Anti‐serum albumin domain antibodies 
for extending the half‐lives of short lived drugs. Protein Eng 
Des Sel 2008;21:283–288.

[86] Palframan R, Airey M, Moore A, Vugler A, Nesbitt A. Use of 
biofluorescence imaging to compare the distribution of cer-
tolizumab pegol, adalimumab and infliximab in the inflamed 
paws of mice with collagen‐induced arthritis. J Immunol 
Methods 2009;348:36–41.

[87] Ferrara N, Damico L, Shams N, Lowman H, Kim R. Development 
of ranibizumab, an anti‐vascular endothelial growth factor 
antigen binding fragment, as therapy for neovascular age‐related 
macular degeneration. Retina 2006;26:859–870.

[88] Yang WP, Green K, Pinz‐Sweeney S, Briones AT, Burton 
DR, Barbas CF III. CDR walking mutagenesis for the 
affinity maturation of a potent human anti‐HIV‐1 antibody 
into the picomolar range. J Mol Biol 1995;254:392–403.

[89] Kiyoshi M, Caaveiro JM, Miura E, Nagatoishi S, Nakakido 
M, Soga S, Shirai H, Kawabata S, Tsumoto K. Affinity 
improvement of a therapeutic antibody by structure‐based 
computational design: generation of electrostatic interac-
tions in the transition state stabilizes the antibody‐antigen 
complex. PLoS One 2014;9:e87099.





ADME and Translational Pharmacokinetics/Pharmacodynamics of Therapeutic Proteins: Applications in Drug Discovery and Development,  
First Edition. Edited by Honghui Zhou and Frank-Peter Theil.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

3.1 INTRODUCTION

In recent years, research focused on pharmacokinetic prop
erties of therapeutic antibodies has been on the rise as the 
market share of therapeutic antibodies continues to increase. It 
is currently known that there are two major mechanisms that 
determine antibody pharmacokinetics: nonspecific elimina
tion and target‐dependent elimination [1, 2]. Nonspecific 
elimination is a common mechanism for antibodies targeting 
both membrane‐bound and soluble antigens, whereas target‐
dependent elimination is commonly observed if the target of 
the antibody is a membrane‐bound antigen. In mammalian 
species, antibodies can be taken up into the cell by fluid‐phase 
micropinocytosis and either recycled back to the blood by 
neonatal Fc receptor (FcRn) or degraded in the lysosome [3]. 
Renal elimination of antibodies (MW 150 kDa) is minimal 
because glomerular filtration rate is significant only for pro
teins with an MW below 50 kDa. To address the phenomenon 
of nonspecific clearance, researchers have mainly focused on 
two general approaches: Fc engineering to improve FcRn‐
mediated recycling [4–8] and reducing the nonspecific uptake 
of antibodies by cells [9, 10]. In Sections 3.2 and 3.3, we will 
be focusing on protein engineering s trategies to reduce non
specific uptake. One of those strategies tries to reduce the 
isoelectric point (pI) of the antibody by protein engineering, 
which can be an effective way to reduce nonspecific cellular 
uptake as well as improve v arious pharmacokinetic properties 
of the antibody. The putative mechanism by which pI reduction 
decreases the antibody’s elimination rate is that lower‐pI anti
bodies have more n egative charges on their surface, which 

repels the negative charges (i.e., sialic acids and glycosamino
glycans) on the cell membrane where micropinocytosis takes 
place. Conversely, an antibody with a higher pI value has 
more positive charges on its surface and exhibits faster cel
lular uptake due to its interaction with negative charges on the 
cell membrane. It is believed that the negatively charged 
extracellular matrix (ECM) also contributes to the pharmaco
kinetic profile of antibodies and other proteins [11].

In the case of antibodies targeting membrane‐bound 
antigens, circulating antibodies bind to the membrane‐type 
antigen, are internalized into the cell, and are then degraded 
in the lysosome if they cannot escape the lysosomal clearance 
pathway. Generally, this target‐mediated elimination is a 
 saturable process; if the antibody dose is high enough, the 
antibody amount will be in excess of that of the cell surface 
target antigen, which will saturate all antigens in the body. As 
a consequence of target saturation, the contribution of target‐
mediated clearance to total antibody clearance will be low. 
Conversely, if the antibody dose is low, target‐mediated clear
ance will account for a larger portion of the total clearance. 
Some factors that can affect target‐mediated a ntibody clearance 
include the expression pattern and expression level of the anti
gen in the body, the internalization rate of the antigen, and 
the affinity of the antibody. Recently, we have developed 
a technology to reduce target‐mediated clearance by adding a 
pH‐dependent antigen binding p roperty to the therapeutic anti
body, thereby increasing its chances of being recycled [12]. 
This technology will be d iscussed in more detail in Section 3.4.

For antibodies targeting soluble antigens, conventional 
antibodies still face significant drawbacks even if their 
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 pharmacokinetic profile is in the acceptable range. In many 
cases, the target antigen accumulates in plasma after the 
therapeutic antibody is administered because of reduced 
antigen clearance after forming a complex with the antibody. 
In some cases, higher concentrations of the therapeutic anti
body are needed due to this accumulation of antigen, which 
may require substantially higher dose levels. Recently, we 
have also developed a technology to reduce antigen 
accumulation by optimized pH‐dependent antigen binding 
and increased affinity to FcRn or Fcγ receptors (FcγRs) [13]. 
This technology will be described in Section 3.5.

3.2 RELATIONSHIP BETWEEN pI AND 
PHARMACOKINETICS

3.2.1 pI and Clearance

We have previously reported that the plasma half‐life of 
a ntibodies can be prolonged by substituting amino acids in the 
variable region of the antibody to decrease pI without impair
ing the target affinity [9]. We also reported that to e ngineering 
the antibody to have higher pI resulted in a shorter plasma 
half‐life. Figure 3.1 shows the relationship between antibody 
pI and plasma clearance in mice for some antibodies. 
Monoclonal antibodies (mAbs) A1, B1, C1, and D1 are all 
humanized mAbs with IgG4 heavy chains and kappa light 
chains. pI‐increased A1 variants, mAbs A2 and A3, were 
obtained by introducing mutations in the variable region. 
mAbs B2 and B3 are pI‐decreased variants of B1. These anti
bodies do not cross‐react with mouse antigen; therefore, the 
clearance observed can be considered p rimarily driven by 
nonspecific elimination. The results show that the pharmaco
kinetic profile of a therapeutic antibody can be improved by 
mutagenesis of its variable region without changing its 

constant region indicating that nonspecific clearance of 
higher‐pI mAbs is increased by suboptimal v ariable region 
structures composed of positively charged amino acids.

There are some points to be considered when modifying 
an antibody’s pI. Introducing mutations in the constant 
region is not recommended because it may cause a higher 
risk of immunogenicity. One option is to change the frame
work sequence to another germ‐line sequence that has the 
appropriate pI but changing the framework sequence often 
results in impaired affinity. To minimize the risk of immu
nogenicity, it is preferable to introduce mutations into the 
c omplementarity determining region (CDR) rather than the 
framework region. It is also important to introduce a muta
tion at an amino acid that is located on the surface of the 
antibody because the antibody’s s urface charge greatly 
affects its interactions with the cell surface. When reduced 
pI is desired, changing asparagine (Asn) to aspartic acid 
(Asp) or glutamine (Gln) to g lutamic acid (Glu) can be a 
good first option because of the similarity in molecular size. 
If increased pI is needed, the reverse (Asp to Asn or Glu 
to Gln) can be applied. Otherwise, arginine and lysine can 
be introduced to increase pI or arginine and lysine can be 
replaced with another amino acid to reduce pI. In all cases, 
it should be confirmed that mutagenesis does not cause 
impaired affinity or poor physicochemical properties.

Chemical modification is another method to change the 
pI of a protein. It is reported that both cationization and 
anionization of antibodies resulted in increased clearance 
[14–16]. One possible reason for this is that these chemical 
modifications inhibited binding of the antibody to FcRn, and 
therefore the resulting antibody with reduced affinity to 
FcRn could not be recycled effectively.

3.2.2 pI and Distribution

To elucidate the link between pI and tissue distribution, 
steady‐state distribution volume (V

dss
) and distribution 

v olumes of the central compartment (V
d1

) and peripheral 
compartment (V

d2
) of the previously mentioned mAbs A1, B1, 

C1, and D1 were calculated by noncompartmental a nalysis 
and two‐compartment analysis. The relationship between pI 
and distribution volume (V

dss
, V

d1
, V

d2
) is shown in Figure 3.2. 

Antibodies with higher pI have larger V
d2

 whereas all anti
bodies have comparable V

d1
 that is close to the plasma volume 

in the body. As a result, antibodies with higher pI have larger 
V

dss
, which represents the sum of V

d1
 and V

d2
. These results 

suggest that all antibodies can be quickly distributed in plasma 
regardless of pI and then gradually distributed to the tissues, 
but negatively charged antibodies with low pI are  distributed 
to the tissues more slowly due to electrostatic repulsion with 
the negative s urface charges of endothelial and epithelial cells 
in the  vasculature and other tissues.

As mentioned above, the effect of pI on tissue distribution 
was observed from the analysis of plasma concentration–time 
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FIGURE 3.1 Correlation between pI and clearance—humanized 
IgG4 mAbs A1, A2, A3 (closed diamonds), B1, B2, B3 (open square), 
C1 (open circles), and D1 (asterisk) were intravenously injected into 
normal mice. Clearance values were determined from plasma 
concentration–time profiles and plotted against their pI values.
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profiles. There is also a report [17] that proved the relationship 
between pI and distribution volume by directly measuring 
antibody concentrations in tissues. In this report, the plasma 
concentration‐based tissue distribution volumes in Hindlimb 
skin (excluding capillary volume) of a positively charged anti
body (pI = 8.7) and a negatively charged antibody (pI = 6.6) 
were 0.150 mL/g tissue and 0.088 mL/g tissue, respectively. 
Based on these results, the positively charged antibody can be 
distributed 1.7‐fold more than the negatively charged anti
body. They also measured the interstitial fluid concentration 
of the antibodies and determined the relative excluded volume 
fraction in the interstitial fluid space. The relative excluded 
volume fractions of the p ositively charged antibody (pI = 8.7) 
and the negatively charged antibody (pI = 6.6) in Hindlimb 
skin were 0.37 and 0.65, respectively. It was d iscussed in that 
report that highly negatively charged hyaluronan repels the 
negatively charged antibody and hinders its distribution into 
the interstitial fluid space.

In the case of chemical modification, it has been reported 
that cationization of proteins results in increased distribution 
[14] and anionization results in decreased distribution [18]. 
The distribution of antibody into tumor tissue is also reported 
to be impaired by decreasing the pI of the antibody [15, 19]. 
These results suggest that improved distribution to the target 
tissue by increased pI is an attractive approach to achieve 
better efficacy; however, increased pI often results in a poor 
plasma pharmacokinetic profile and thus cautious opti
mization of pI is needed.

3.2.3 pI and SC Absorption

To investigate the link between pI and the bioavailability 
(F) of subcutaneously (SC) injected antibodies, the previ
ously mentioned mAbs A1, B1, C1, and D1 were injected 

SC into mice and F was calculated. mAb B1, which has the 
highest pI (9.2) among the four antibodies, exhibited the 
lowest F (79%) but the relationship between pI and F was 
not so clear because the other three antibodies showed an 
apparent complete F (Figure 3.3).

There is a report that describes antibodies with various 
pIs that were intravenously and SC injected into minipigs 
[20]. Antibodies with higher pI tend to have larger clearance 
and lower F in minipigs. A negative correlation between pI 
and F in humans was also reported. To avoid overestimation 
when predicting F in humans, it should be noted that F in 
humans tends to be lower than that in minipigs and monkeys 
[20, 21].

3.2.4 pI and FcRn Function

It is considered difficult to directly evaluate the effect of 
antibody pI on the efficiency of recycling by FcRn. Instead, 
we injected mAbs A1, A3, B1, and C1 into beta 2 micro
globulin knockout (β2mKO) mice, which lack functional 
FcRn and compared their clearance (CLβ2mKO

) with that of 
wild‐type mice (CL

WT
). It was observed that antibodies with 

higher pI have larger clearance even in β2mKO mice; there
fore, the difference in pI greatly affected the uptake rate by 
pinocytosis. Clearance ratios (CLβ2mKO

/CL
WT

), which can be 
considered as recycling efficiency by FcRn, were 
comparable among the four antibodies (Figure 3.4). Thus, it 
is suggested that pI has a minimal effect on functional FcRn.

3.3 NONSPECIFIC/SPECIFIC OFF‐TARGET 
BINDING

3.3.1 Nonspecific Binding and Clearance

It is thought that the reason for the high clearance of high pI 
antibodies is because the negative charge on the cell surface 
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attracts the positively charged antibody, which is then inter
nalized more rapidly into the cell. There are some reported 
methods to directly measure the interaction between anti
bodies and components in the body. Evaluation of ECM 
binding is one of these methods. mAb C9 is an antibody that 
has a very high binding property to ECM and very short 
plasma half‐life in mice [22]. mAbs C7 and C8, which have 
reduced ECM‐binding property, were created by mutagen
esis of mAb C9. To investigate the link between ECM 
binding and antibody pharmacokinetics, these antibodies 
were injected into human FcRn‐transgenic mice. It was 
revealed that plasma half‐life can be greatly improved by 
reducing ECM binding (Figure 3.5).

There is a report that argues that antibodies with high 
clearance can be identified by evaluating binding to baculo
virus particles [10]. The authors of this report claim that 
baculovirus mimics the membrane of infected cells and their 
proposed method has the advantage that any proteins homo
logous to the antigen are not expressed on the surface of 
baculovirus, so target‐related binding can be eliminated in 
the assay. There is also a report wherein heparin binding of 
antibodies was evaluated [23]; however, the relationship 
b etween heparin binding and antibody clearance remains 
uncertain.

3.3.2 Specific Off‐Target Binding and Clearance

Even though antibodies are believed to have high specificity 
to their target antigen, there are some cases wherein specific 
off‐target binding of the antibody results in a poor pharma
cokinetic profile in some species. There are cases wherein 
the off‐target molecule is identified and others where it is 
unknown. If the molecule that causes the off‐target binding 
is a soluble molecule found in plasma, it can be identified 
relatively easily and the antibody can be optimized to have 
reduced affinity to the off‐target molecule found in preclinical 
species and human [24]. However, if the off‐target molecule 
is unknown, there remains a risk of showing a poor phar
macokinetic profile in humans even if the antibody could 
be optimized to have improved pharmacokinetics in the 
preclinical species [25].

3.4 pH‐DEPENDENT ANTIGEN BINDING TO 
REDUCE TARGET‐MEDIATED ELIMINATION

3.4.1 Concept of Recycling Antibody

Generally, proteins on the cell membrane (mainly recep
tors) are internalized into the cell and degraded in the 
 lysosome by constant turnover. Also, ligand proteins of 
receptors are internalized together with the receptor upon 
binding. It has been reported that erythropoietin (EPO), 
which is a protein hormone for erythropoiesis control, is 
internalized with the EPO receptor (EPOR) as a complex 
after binding to EPOR and then subsequently degraded 
in  the lysosome [26]. Thus, after administration of 
recombinant EPO in vivo, dose‐dependent nonlinear phar
macokinetics via EPOR‐mediated clearance was observed 
[27]. Such receptor‐mediated clearance was also observed 
for granulocyte‐colony stimulating factor (G‐CSF) [28], 
thrombopoietin [29], and interferon‐β [30]. Due to this 
rapid elimination by receptor‐mediated clearance, high and 
frequent administration is required for treatment. Since 
some therapeutic mAbs target receptors, target antigen‐
mediated internalization may also interfere with mAb 
pharmacokinetics.

7.0
10

Isoelectric point

C
le

ar
an

ce
 r

at
io

 (
C

L
β2

m
K

O
/C

L
W

T
) 100

7.5 8.0 8.5 9.0 9.5

FIGURE  3.4 Relationship between pI and clearance ratio bet
ween β2mKO mice and normal mice (CLβ2mKO

/CL
WT

)—humanized 
IgG4 mAbs A1, A3, B1, and C1 were intravenously injected into 
β2mKO mice. The clearance ratio between β2mKO mice and 
normal mice was plotted against their pI values. Similar recycling 
efficiency was observed among the four antibodies.
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property. Longer half‐life was achieved by reducing ECM binding.
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Nonlinear pharmacokinetics has been observed frequently 
during clinical and preclinical development of mAbs. For 
membrane‐bound antigens such as IL‐6R [31], EGFR 
(epidermal growth factor receptor) [32], and IL‐17R [33], 
mAbs have shown a nonlinear dose–exposure relationship 
due to the saturation of target antigen‐mediated clearance. 
The relationships between dose and clearance for an anti‐
neuropilin‐1 (NRP‐1) antibody [34] and an anti‐interferon α 
receptor (IFNαR) antibody [35] are shown in Figure  3.6. 
Although large clearance was observed at low doses, 
clearance decreased with increasing dose due to saturation of 
target antigen‐mediated clearance. Because membrane‐
bound antigen is internalized into the cell, complexes of 
mAbs and membrane‐bound antigen can also be internalized, 
transferred to the endosome, and degraded in the lysosome 
(Figure 3.7a). Therefore, rapid elimination was observed at 
low plasma mAb concentration and high dose was required to 
maintain a sufficiently high plasma concentration of these 
mAbs. Minimization of target antigen‐mediated clearance 
may prolong mAb pharmacokinetics and reduce injection 
dose or frequency.

It is well known that mAbs are rescued from the endo
some to the plasma via the FcRn recycling system [37]. 
Because FcRn–IgG binding is pH dependent, IgG binds to 
FcRn only at acidic pH (i.e., in the endosome). After 
r ecycling from endosome to plasma, IgG is released from 
FcRn due to this pH‐dependent binding property. Therefore, 
mAbs have a long half‐life in vivo compared to small‐
m olecule drugs and other protein drugs (EPO, G‐CSF, blood 
coagulation factor, etc.). On the other hand, conventional 
mAbs have no pH dependency in antigen binding between 
plasma (pH 7.4) and endosome (pH 6.0). Hence, after inter
nalization of complexes of mAbs and membrane‐bound 
antigen, mAbs cannot dissociate from the membrane‐bound 
antigen in the endosome. As a result, these complexes are 
transferred to the lysosome and degraded without recycling 
by FcRn (Figure 3.7a). If mAbs can dissociate from their 

membrane‐bound antigen in the endosome, they can be 
recycled efficiently from endosome to plasma by FcRn 
(Figure 3.7b).

3.4.2 pH Dependency and Target‐Mediated 
Elimination

There are many environmental differences between the 
plasma and the endosome, such as pH [38], calcium ion 
concentration [39], and protein expression [40]. Among 
them, pH is the most well known; utilizing this pH difference 
between plasma and endosome, a number of drug delivery 
systems  for drug release in the endosome have been reported, 
especially for cancer treatment [41, 42].

Histidine has got a pK
a
 of approximately 6.0. Therefore, 

at pH 7.4 (in blood), histidine is uncharged. However, 
below pH 6.0 (in endosome), histidine is protonated and 
has a positive charge. Due to this pH‐dependent change in 
structure, histidine has been applied to various types of 
protein engineering. In one study, Sarkar et al. applied 
histidine substitutions to G‐CSF to increase its half‐life 
[43]. It has been reported that G‐CSF was rapidly 
e liminated via G‐CSF receptor (G‐CSFR)‐mediated inter
nalization [28]. In this study, histidine‐mutated G‐CSF 
showed pH‐dependent binding at pH 7.4 and 5.5 to G‐CSFR. 
Moreover, histidine‐mutated G‐CSF had improved half‐life 
in the cell perhaps due to an improvement in endosomal 
sorting and recycling by dissociation from G‐CSFR at endo
somal acidic pH.

The first report of mAb engineering using histidine to 
introduce pH‐dependent antigen binding was from Igawa 
et  al. [12]. Tocilizumab, an anti‐IL‐6R antibody, showed 
IL‐6R‐mediated nonlinear pharmacokinetics in human 
IL‐6R‐transgenic mice [12], cynomolgus monkeys [12], 
and humans [31]. To minimize this IL‐6R‐mediated 
clearance, an anti‐IL‐6R antibody with pH‐dependent 
antigen binding property, named recycling tocilizumab, was 
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 generated using the  histidine mutagenesis approach and 
showed prolonged  pharmacokinetic profile in cynomolgus 
monkeys compared with the control antibody without pH‐
dependent antigen binding [12]. C‐reactive protein, which 
is a pharmacodynamic marker of IL‐6R neutralization, was 
also suppressed for a longer d uration by recycling tocili
zumab. Importantly, although recycling tocilizumab showed 
comparable binding affinity against IL‐6R at pH 7.4, only 
the recycling antibody showed rapid dissociation against 
IL‐6R at pH 6.0. These results suggest that recycling tocili
zumab can be dissociated from IL‐6R in the acidic endo
some and recycled back to the blood by FcRn. Furthermore, 
recycling tocilizumab demonstrated significantly improved 
pharmacokinetics compared to tocilizumab in a Phase I 
clinical study [36], thus validating the efficacy of pH‐
dependent antigen binding in humans.

Thereafter, a number of pH‐dependent antigen‐binding 
antibodies have been reported. Chaparro‐Riggers et al. 
reported a pH‐dependent antibody against proprotein 
c onvertase subtilisin kexin 9 (PCSK9) [44], which is 
c urrently an attractive target for hyperlipidemia treatment. 
Although PCSK9 is a soluble antigen, an anti‐PCSK9 anti
body without pH‐dependent property showed nonlinear 
pharmacokinetics in mice and cynomolgus monkeys via an 
unknown PCSK9‐mediated mechanism. Using the  histidine 

mutagenesis approach, a pH‐dependent anti‐PCSK9 anti
body was generated. Histidine‐mutated variant J17 showed 
a 7.7‐fold difference in dissociation rate between pH 6.0 
and 7.4 against human PCSK9 and a 12‐fold difference 
against cynomolgus PCSK9. Moreover, J17 showed signif
icantly improved half‐life in mice and cynomolgus 
 monkeys c ompared to the control antibody without pH 
dependency.

Traxlmayr et al. reported a pH‐dependent antibody 
against human epidermal growth factor receptor 2 (Her2) 
[45], a validated target antigen for cancer treatment. Three 
anti‐Her2 antibodies (trastuzumab, pertuzumab, and trastu
zumab‐DM1) have already been approved. Nonlinear phar
macokinetics via Her2 internalization in humans was 
observed for these antibodies [46–48]. The pH‐dependent 
antibodies against Her2 were generated by using the histi
dine mutagenesis approach and showed rapid dissociation 
at pH 6.0 against Her2 in BIAcore assays. The authors also 
investigated pH‐dependent binding of these antibodies to 
Her2‐positive cells at pH 7.4 and 6.0. Significantly weaker 
binding to Her2 on the cell surface at 6.0 was observed 
only for pH‐dependent antibodies. Importantly, the authors 
concluded that not only histidine but also amino acids next 
to histidine affect pH dependency. Although an in vivo 
study was not conducted to evaluate the improvement of 

pH 7.4

pH 6.0 pH 6.0

pH 7.4

(b)(a)

Membrane-
bound antigen

FcRn

Degraded antigen

Degraded antibody

Lysosomal protease

LysosomeLysosome

Sorting endosome

Conventional antibody

Recycling antibody

Sorting endosome

FIGURE 3.7 Mechanism of antibody clearance in the case of membrane‐bound antigen for (a) conventional antibody and (b) pH‐dependent 
antigen‐binding antibody. Reprinted from Igawa et al. [36], with permission from Elsevier. (See insert for color representation of this 
figure.)
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 pharmacokinetics in this paper, future reports with in vivo 
data are expected.

The effectiveness and advantages of pH‐dependent 
antigen binding have been shown for a number of target 
antigens. Reducing the dosing frequency can decrease the 
number of hospital visits for patients. Moreover, lowering 
the dose may allow the application of SC dosing that cannot 
be achieved by conventional mAbs, and SC dosing enables 
patients to do self‐injection at home. Thus, this technology 
can give patients substantial benefits by minimizing target 
antigen‐mediated clearance.

3.5 SOLUBLE ANTIGEN SWEEPING

3.5.1 Concept of Sweeping Antibody

In the case of recycling antibodies targeting soluble antigens, 
antibody‐bound antigen is cleared from the  plasma at the 
speed of nonspecific intracellular uptake of the antigen–anti
body complex (Figure 3.8). The internalized recycling anti
body itself, after dissociating from the antigen within the 
acidic endosome, is recycled back to the plasma by FcRn and 
this unbound, returned antibody can bind to another antigen 
(recycling of an antibody). This enables the recycling anti
body to neutralize more than two antigen molecules, in sharp 
contrast with the conventional non‐pH‐dependent antibody 
that can only neutralize one to two antigen molecules [12].

Based on this pH‐dependent recycling antibody, sweeping 
antibody technology was developed to increase the antibody 
recycling rate and achieve more efficient antigen clearance 
from plasma [13]. The concept behind sweeping antibodies is 
described in Figure 3.8. As discussed previously, the a ntibody 
recycling rate and antigen clearance rate of a recycling anti
body is determined by the intracellular uptake rate of the 
antigen–antibody complex. Therefore, we tried to enhance 
the efficacy of recycling antibodies by increasing the cellular 
uptake rate of the antigen–antibody complex. To evaluate our 

sweeping antibodies, we used a steady‐state model in which 
soluble antigen is continuously infused by a pump implanted 
under the skin on the backs of mice to mimic the endogenous 
situation [13]. We monitored the plasma concentration 
 profiles of both antigen and antibody because the former 
reflects the extent and the latter reflects the duration of the 
antigen clearance effect of the sweeping antibody.

There are many ways to enhance the intracellular uptake 
rate of antigen–antibody complexes, including enhancing 
the nonspecific uptake rate as mentioned in Sections 3.2 and 
3.3. We have established sweeping antibody technologies 
targeting soluble monomeric antigens (with only one anti
body binding site) that can be quickly taken up into the cell 
in an FcRn‐ or FcγRIIb‐dependent manner, and each 
 antibody was designated as an “FcRn sweeping antibody” or 
“FcγRIIb sweeping antibody,” respectively. In the following 
sections, the concepts of FcRn sweeping antibodies and 
FcγRIIb sweeping antibodies will be introduced.

3.5.2 FcRn‐Mediated Sweeping

FcRn has an innate function as a recycling receptor for IgG 
from the endosome to the plasma. IgG plasma concentration 
can be as high as 10–20 mg/mL in humans [49], so the 
expression level of FcRn should be high enough to enhance 
the intracellular uptake rate of antigen–antibody complexes 
significantly. Moreover, considering its function, most anti
bodies internalized by FcRn are expected to be recycled 
back to the plasma, so FcRn is a promising candidate for a 
sweeping receptor.

As discussed in Section  3.4, when endogenous IgG is 
transferred to the acidic endosome, FcRn binds to IgG and 
recycles it back to the cell surface [37]. Thus, native IgG 
does not bind to FcRn at neutral pH (pH 7.4) in the plasma 
but binds to FcRn at acidic pH (pH 5.8–6.0) within the 
endosome [50]. On the other hand, in the case of an FcRn 
sweeping antibody, the Fc portion of a recycling antibody is 

Recycling antibody Sweeping antibody

Enhanced uptake of
antibody–antigen

complex into the cell

Fc receptor-mediated uptake
(rapid uptake)

Nonspeci�c uptake
(very slow uptake)

Wild-type IgG–antigen
complex is taken up

by pinocytosis

FIGURE 3.8 Mechanism of recycling and sweeping antibodies to clear antigens from plasma. (See insert for color representation 
of this figure.)
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engineered to bind to FcRn at both neutral pH and acidic pH 
[13], so that the antigen–antibody complex can bind to 
FcRn at the cell surface and be internalized in an FcRn‐
dependent manner. Figure 3.9a,b shows the effect of FcRn‐
binding affinity at pH7.0 on antigen and antibody PK 
profiles in human FcRn‐transgenic mice (B6.mFcRn−/−.
hFcRn Tg line 32+/+ mice; Jackson Laboratories) [13]. 
Several Fc variants with different binding affinities to FcRn 
at neutral pH (Table 3.1) were evaluated using the steady‐
state model and the results indicate that the stronger Fc 
binding to FcRn becomes, the more effectively the sweep
ing antibody eliminates antigen from circulation. Although 
accelerating internalization by FcRn also tends to increase 
antibody clearance, this rise in antibody clearance is much 
smaller than the rise in antigen clearance. This means that 
after FcRn‐mediated internalization of antigen–antibody 
complexes, the sweeping antibody dissociates from the 

antigen within the acidic endosome and the dissociated 
antigen is degraded in the lysosome, as observed in recy
cling antibodies whose antigen–antibody complexes are 
taken up into the cell in a nonspecific manner, whereas the 
sweeping antibody itself is recycled back to the plasma with 
a rather high recycling rate.

Because of this high recycling rate, the FcRn sweeping 
antibody with moderate FcRn‐binding affinity at neutral pH 
provides moderate but long‐acting antigen sweeping. The 
results of the FcRn sweeping antibody PH‐v4, whose FcRn 
affinity is around 120 nM, indicate that by accelerating the 
uptake rate of the antigen–antibody complex by FcRn, 
plasma antigen concentration can be reduced by about 15‐
fold lower than that of the recycling antibody (PH‐IgG1) and 
30‐fold lower than that of the conventional antibody (NPH‐
IgG1) while maintaining a comparable antibody PK profile. 
This demonstrates that the PH‐v4 type FcRn sweeping 

FIGURE 3.9 Effect of FcRn‐binding affinity at pH 7.4 on antigen and antibody PK profile in human FcRn‐transgenic mice. IL‐6R (a) and 
antibody (b) concentration profiles are shown.
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 antibody provides more than 30‐fold reduction of dosage 
over a  conventional antibody even with infinite affinity, a 
level that can never be achieved with a conventional anti
body. On the other hand, the FcRn sweeping antibody PH‐
v5, whose FcRn‐binding affinity is below 80 nM, provides 
short‐term but extensive reduction of plasma antigen 
concentration. PH‐v6 was able to make antigen concentration 
about 1000‐fold lower than the conventional antibody (NPH‐
IgG1) with only a fourfold increase in antibody clearance. 
Thus, this type of sweeping antibody could antagonize a 
huge amount of antigen by reducing plasma antigen 
concentration below the baseline level, whereas a conven
tional antibody, even with infinite affinity, would be 
 completely ineffective in such a situation.

These results in human FcRn‐transgenic mice indicate 
that by enhancing the FcRn‐binding affinity of recycling 
antibodies at neutral pH, we can eliminate soluble 
m onomeric antigens from the plasma much more effec
tively than with a recycling antibody. In addition, since 
changing the binding affinity to FcRn generates antibodies 
with different extents and durations of antigen sweeping, 
the antigen‐sweeping profile can be readily customized to 
enable the FcRn sweeping antibody to be broadly applied to 
various antigens.

3.5.3 FcγRIIb‐Mediated Sweeping

FcγRs is one of the major IgG receptor classes and Fc engi
neering to modulate Fc–FcγR interaction has been success
fully applied to enhance the potency of antibody therapeutics 
targeting membrane‐bound antigens [51, 52]. In addition, it 
has long been said that a large‐ to mid‐size polyclonal antigen–
antibody immune complex is internalized and cleared by 
hepatic FcγR via multivalent binding of the Fc to FcγR, while 
monomeric antigen–antibody complexes  containing a single 
Fc (1:1 or 1:2 complex formed by mAb and monomeric 
antigen) is not internalized by FcγR because the monovalent 
interaction between one Fc and FcγR is weak [53–57]. 
Therefore, we expect that by enhancing Fc binding affinity to 
FcγR at neutral pH, the intracellular uptake rate of monomeric 
antigen–antigen complexes can be accelerated, which would 
lead to enhanced antigen sweeping of recycling antibodies.

There are four types of FcγRs in mice and, among them, the 
highly homologous mice FcγRII and FcγRIII have been 
thought to eliminate immune complexes from the plasma [54, 
55]. Fc engineering to enhance binding affinity to both mouse 
FcγRII and FcγRIII (Table 3.2) was applied to recycling anti
bodies to examine whether these receptors could increase the 
intracellular uptake of antigen–antibody complexes in a C57/
BL normal mouse steady‐state model. In addition, in order 
to  separate the contribution of each receptor, we evaluated 
the  FcγRII‐ and FcγRIII‐enhanced sweeping antibody (PH‐
mIgG1‐Fx) in mFcγRII−/− mice and mFcγRIII−/− mice. We 
observed that the sweeping antibody with enhanced affinity to 
both mFcγRII and mFcγRIII could accelerate antigen clearance 
more than the recycling antibody with silenced mFcγR binding 
(PH‐mIgG1‐mFcγR(−)) in both normal mice and mFcγRIII−/− 
mice, but this accelerated clearance was drastically diminished 
in mFcγRII−/− mice (Figure 3.10). This demonstrates that mouse 
FcγRII has a major role in the internalization of antigen–
antibody complexes containing one antibody in mice and it can 
be used as an alternative sweeping receptor instead of FcRn to 
enhance the antigen sweeping effect of recycling antibodies. 
As in the case of the FcRn sweeping antibody, we can also cus
tomize the antigen sweeping profile of the FcγRII sweeping 
antibody by modulating the Fc binding affinity to FcγRII. In 
addition, the profile of the FcγRII sweeping antibody  
(PH‐mIgG1‐Fx) in mFcγRIII−/− mice is almost the same as that 

TABLE 3.1 Binding Affinity to FcRn at Neutral pH

Fc  
Variant

K
D
 (nM) at pH 7.0

Mutations
Mouse  
FcRn

Human  
FcRn

IgG1 3918 88000 –
v1 52 NT 1332V/N434Y
v2 NT 155 M252W/N434W
v3 NT 288 M252Y/N434Y
v4 NT 120 M252Y/N286E/N434Y
v5 NT 77 M252Y/T307Q/Q311A/

N434Y
v6 NT 35 M252Y/V308P/N434Y
v7 NT 4 S239K/M252Y/D270F/

N286E/T307Q/V308P/
Q311A/M428I/N434Y

v0 No binding No binding I253A

TABLE 3.2 Binding Affinity to FcγR

Fc Variant

K
D
 (nM) at pH 7.4

MutationsMouse FcgRI Mouse FcγRII Mouse FcγRIII Mouse FcγRIV Human FcγRIIb

mIgG1 N.D. 110 210 N.D. NT
mIgG1‐FcγR(−) N.D. N.D. N.D. N.D. NT P235K/S239K
mIgG1‐Fx N.D. 1.2 3.6 N.D. NT S239D/A327D

Modified from Igawa et al. [13].
N.D. not determined and NT, not tested.
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of the FcRn sweeping antibody (PH‐v4) in hFcRn‐transgenic 
mice; thus, the FcγRII sweeping antibody could reduce plasma 
antigen concentration by as much as the FcRn sweeping anti
body with comparable antibody half‐life. This means that, as 
with the FcRn sweeping antibody, the majority of the FcγRII 
sweeping antibody internalized by FcγRII could be returned 
back to the plasma. Although further investigation is needed on 
how antibodies taken up into the cell in an FcγRII‐dependent 
manner could be recycled back to the cell surface, it has been 
shown by in vitro experiments that hFcγRIIb has recycling 
capabilities and that an immune complex internalized by 
hFcγRIIb is constitutively recycled back to the cell surface 
after internalization [58, 59]. Moreover, although some studies 
have shown that FcγR does not contribute to the elimination of 
wild‐type antibody itself [60], our studies using the recycling 
antibody PH‐IgG1 have revealed that FcγR contributes to the 
cellular uptake of wild‐type IgG1. This is consistent with the 
fact that wild‐type mIgG1can bind to mFcγRII and mFcγRIII 
at neutral pH (Table 3.2). Thus, it can be said that the FcγRII 
sweeping antibody accelerates antigen clearance from the 
circulation by enhancing this natural IgG1 uptake pathway 
through increased Fc binding affinity to FcγRII.

In addition, we generated a transgenic mouse that 
expresses human FcγRIIb, which is the human homolog of 
mouse FcγRII, and confirmed that a sweeping antibody with 
selectively enhanced hFcγRIIb affinity could also accelerate 
antigen elimination in hFcγRIIb‐transgenic mice. Thus, we 
believe that by increasing the hFcγRIIb binding activity of 
recycling antibodies, we can sweep soluble antigens from 
the circulation in humans.

At present, we have established two effective sweeping 
antibody technologies using either FcRn or FcγRIIb as a 
sweeping receptor. We can choose the appropriate strategy 
depending on the situation and the target antigen profile 
(function, expression pattern, etc.), which makes sweeping 
antibodies applicable to a wide range of antigens.

3.6 FUTURE PERSPECTIVES

There is severe competition in the development of therapeutic 
antibodies. There are over 400 antibodies in the market or in 
clinical study and 177 antibodies are competing against 34 
major antigens (Surveyed in July 2012). This means that by 
using only conventional technologies, companies cannot 
achieve differentiation and can only access a limited number of 
target antigens. Therefore, innovative antibody engineering 
technologies such as those introduced in this chapter will play 
more and more important roles in antibody drug discovery. 
With these technologies, a best‐in‐class strategy can be taken 
for clinically validated targets; for example, developing SC 
injectable formulations or drugs with a longer effective duration 
will be possible by applying these technologies. Moreover, 
expansion of target space is also feasible with these innovative 
technologies. For example, sweeping antibodies can antagonize 
high concentration antigens that cannot be handled by realistic 
doses of conventional antibodies, allowing a first‐in‐class 
strategy to be taken. Thus, various antibody engineering tech
nologies will be applied to more antibody therapeutics than ever 
before and may be used in a clinical setting in the near future.
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4.1 INTRODUCTION

Therapeutic monoclonal antibodies (mAbs) are the largest and 
most rapidly growing class of therapeutic proteins [1]. More 
than 40 mAbs have already received approval for various med-
ical conditions in the United States. In 2012, mAbs were the 
top selling class of biologics with sales of $24.6 billion in the 
United States, which was an increase of 18.3% over 2011 
compared to only 2.5% rise in overall pharmaceutical sales 
[2]. The success of mAb‐based therapeutics can be attributed 
to the numerous advantages that this class of biologics 
carries including the ability to create therapeutics with 
high affinity and selectivity for a wide range of targets [3], 
the potential to modulate the native properties of mAbs for 
customized therapeutic applications [4], and the usually 
high tolerability and limited off‐target toxicity. These factors 
have also contributed to lower attrition rates for mAbs during 
the drug development process as 17% of the humanized/
human mAbs that entered clinical trials achieved market 
authorization [3, 5].

Despite their many favorable properties, however, there 
are also multiple challenges associated with the development 
of mAbs as therapeutics. Their large size (~150 kDa) hinders 
tissue penetration and delivery to intracellular targets, which, 
for example, limits the efficacy in many solid tumor indica-
tions [6]. Immunogenicity has led to the formation of anti-
drug antibodies (ADA) for numerous mAbs, which was 

subsequently responsible for a reduced systemic exposure, 
loss of efficacy, and/or adverse events [7].

Recent advances in protein engineering have opened up 
new avenues of modulating the desired properties of therapeutic 
proteins. This includes not only the optimization of existing 
protein therapeutics by approaches such as glycoengineering 
[1], but also the creation of new scaffolds such as antibody–
drug conjugates (ADCs), antibody fragments, antibody‐based 
fusion proteins, nanobodies, and bispecifics [8].

ADCs and bipecifics are among the most promising classes 
of antibody‐based therapeutics with a large number of candi-
dates in various stages of preclinical and clinical development. 
Pharmacokinetic (PK) characterization is one of the most 
important determinants toward rational development of these 
novel scaffolds. In this review, we discuss the ADME prop-
erties of ADCs and bispecifics and its role in guiding the 
development of next‐generation therapeutic biologics.

4.2 ANTIBODY–DRUG CONJUGATES

ADCs are mAbs that are chemically bonded to cytotoxic drugs 
(Fig. 4.1). Cytotoxic drugs are highly potent but they can cause 
substantial toxicity due to their relative nonselectivity. mAbs, 
on the other hand, have high affinity and specificity for their 
target but have limited potency based on their conventional 
mechanisms of action that include ADCC (antibody‐dependent 
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cell‐mediated cytotoxicity), CDC (complement‐dependent cyto-
toxicity), or disruption of signal transduction [8]. The concept 
behind the design of ADCs is to combine the strengths of both 
cytotoxic drug and mAb with the help of a linker that is 
controlling the release of drug upon ADC internalization in 
target cells. This helps in widening the narrow therapeutic 
index of the cytotoxic molecule and may also overcome drug‐
resistance mechanism(s) often limiting its therapeutic potential 
(Fig. 4.2) [9, 10]. For example, clinical development of may-
tansine was halted in the 1980s because of the lack of 
therapeutic window; however, it has been successfully used as 
a conjugated drug in T‐DM1, which received approval in 2013 
for the treatment of human epidermal growth factor receptor 2 
(HER2+) metastatic breast cancer [11].

Gemtuzumab ozogamicin (Mylotarg®) was the first approved 
ADC for the treatment of acute myeloid leukemia (AML) in the 
clinic [12]. It was withdrawn from marketing in 2010, however, 
for its failure to improve response rates in clinical trials. One of 
the challenges associated with ADC is that the total dose that can 
be practically delivered to the patients was restricted by pricing 
constraints [13]. In addition, conjugating a higher number 
of drug molecules per antibody molecule was not fruitful 
in increasing potency [14]. These challenges were addressed 

during the design of the second generation of ADCs that incor-
porated more potent cytotoxic drugs and exhibited improved 
linker stability [15]. The second‐generation ADCs that have so 
far received approval by FDA are Adcetris® (brentuximab 
vedotin) in 2011 for the treatment of Hodgkin’s lymphoma 
and anaplastic large‐cell lymphoma, and Kadcyla® (ado‐
trastuzumab emtansine, T-DM1) approved in 2013 (Table 4.1).

4.2.1 Components of ADCs

An ADC comprises three components: (i) antibody, (ii) linker, 
and (iii) cytotoxic drug.

4.2.1.1 Antibody The role of the antibody in the context of 
an ADC is mainly for targeted delivery of cytotoxic molecules 
to tumor cells enriched with cell surface antigens that are rec-
ognized by the antibody. An ideal antibody for an ADC is one 
which has high specificity and affinity, and is human or human-
ized to reduce the chances of immunogenicity and mimic the 
long half‐life of endogenous immunoglobulin G (IgG). Unlike 
the therapeutic mAbs that are designed to suppress specific 
tumor pathway, the antibody component of ADCs may or may 
not have biological activity. Their primary role is to provide 
high specificity for antigens that are expressed either only on 
tumor cells or at significantly higher levels in tumors [16, 17]. 
The overall PK characteristics of an ADC are driven by its anti-
body component and are expected to be similar to those of IgG 
molecules. Deviation in their PK behavior may be associated 
with conjugation of the cytotoxic drug, which is discussed in 
more detail in the following sections.

4.2.1.2 Linker The linker plays an important role in the 
stability of ADCs. An ideal linker is one that is stable in 
systemic circulation to minimize release and toxicity of the 
cytotoxic drug only upon internalization into the target cell 
after targeted‐mediated cellular uptake or nonspecific pinocy-
tosis. The linkers can be broadly classified into two main cat-
egories: (i) cleavable linkers and (ii) noncleavable. Cleavable 
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linkers release the cytotoxic drug using various mechanisms 
within the cells that includes low pH in lysosomes (acid labile 
linkers), glutathione levels (disulfide linkers), and lysosomal 
proteases (protease‐cleavable linkers). On the other hand, 
noncleavable linkers (thioether linkers) require degradation of 
the mAb backbone to release the drug [18].

4.2.1.3 Cytotoxic Drug Cytotoxic drugs used in ADCs 
are highly potent antitumor agents effective even in picomolar 
concentrations. For example, DM1 derivatives are 25–4000‐
fold more potent compared to the currently used conventional 
chemotherapeutic agents [19–22]. Cytotoxic agents can be 
classified into two main categories based on their mechanisms 
of action that include microtubule inhibitors (auristatins and 
maytansioids) and DNA‐damaging agents (calicheamicin, 
duocarmycins, anthracyclines, and pyrrolobenzodiazepine 
dimers) [18]. In addition to their inherent biological activity, 
physicochemicaI characteristics such as permeability along 
with their metabolism and transporter‐substrate attributes 
govern bystander effects and resistance development. During 
the synthesis of ADCs, small molecule cytotoxic drugs are 
conjugated to the mAb that produces a heterogeneous mixture 
of ADC species differing mainly in two aspects: (i) different 
numbers of drug molecules linked to the mAb (drug–antibody 
ratio: DAR) and (ii) different locations of drug linkage on the 
mAbs [14, 23]. To characterize the DAR species, novel bio-
analytical techniques were developed such as affinity capture 
capillary liquid chromatography–mass spectrometry (LC–MS) 
and affinity capture hydrophobic interaction chromatography 
[24, 25]. In addition to the manufacturing process, heteroge-
neity is also partially attributed to deconjugation of the small 
molecule component from the ADC due to enzymatic or 
chemical processes taking place in the biological system [26].

4.2.2 Types of ADC Analytes and Their PK 
Interpretation

The PK of ADCs is usually characterized by total antibody 
(conjugated and unconjugated antibody), conjugated antibody, 
conjugated drug, unconjugated antibody, and unconjugated 

drug. Quantitative assessments of these analytes are necessary 
for fully understanding ADC PK (Fig. 4.3).

The total antibody concentration consists of both the 
conjugated and unconjugated forms of the ADC, which are 
usually analyzed using an enzyme‐linked immunosorbent 
assay (ELISA). The PK of total antibody provides insights 
into the antibody‐associated features of ADCs and their in 
vivo stability, which is critical during the optimization stage 
of ADC development [11].

The concentration of the conjugated antibodies (which 
includes a heterogeneous mixture of species with a varying 
DAR) is generally measured using ELISA. Its systemic 
exposure is associated with efficacy and is relevant for most of 
the ADC PK analyses. The concentration levels of conjugated 
antibody decline more rapidly than total antibody concentration 
because two processes regulate the decline of conjugated anti-
body, elimination of intact ADC and complete deconjugation 
of cytotoxic drug to form “naked” antibody, while total anti-
body concentrations are solely determined by elimination of 
ADC and unconjugated Ab [11]. The rate of loss of drug from 
conjugated antibody determines the separation between the 
PK profiles of conjugated antibody and total antibody. The 
faster the rate of loss of drug from ADC, the wider will be the 
separation between the PK profiles of conjugated antibody 
and total antibody. This comparative analysis can be per-
formed for optimizing the relative linker stability, which in 
turn is dependent on the type and site of conjugation.

PK interpretation of this analyte is complicated by the 
conjugated assay formats that may have varying sensitivities 
for different DAR species [27]. These DAR species are asso-
ciated with different potencies. This makes the dose–response 
assessment challenging even for the ADCs with similar PK 
properties as they may have different DAR distributions 
resulting in different pharmacological activities [27]. Careful 
planning of the assay strategy is required for accurate and con-
sistent measurement of conjugated ADCs, which is essential 
for establishing the concentration–effect relationship.

Measurement of conjugated drug can be substituted for 
conjugated antibody as a surrogate for ADC PK. It represents 
the total amount of drug covalently bound to the antibody and 
is typically measured by affinity capture LC–MS in which 
the ADC is first extracted out from plasma followed by  
LC–MS/MS quantification of the conjugated drug [28]. 
Although the interpretation of conjugated drug is similar to 
conjugated antibody, the conjugated drug assay is not conclusive 
regarding the antibody concentration, which was linked to the 
drug due to the heterogeneity of the molecular species [11, 29]. 
For example, a conjugated drug concentration of 50 nM ADC 
with average DAR of 1 would be equivalent to 10 nM 
ADC  with average DAR of 5, but they may differ in their 
pharmaco logical activity. The representation of concentrations 
in molar units is useful for improving the interpretation of PK 
 profiles of ADC species having a wide range of molecular 
weights. The difference in the molar concentrations of 

TABLE 4.1 Overview of FDA Approved ADC

Component
Kadcyla® (Trastuzumab 

Emtansine)

Adcetris® 
(Brentuximab 

Vedotin)

Antibody Trastuzumab (anti‐HER2) Brentuximab 
(anti‐CD30)

Cytotoxic drug Mertansine (DM1) Monomethyl 
auristatin E 
(MMAE)

Linker MCC 
(thioether‐noncleavable)

MC‐vc‐PAB 
(protease 
cleavable)
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conjugated drug and total antibody at the time of dosing 
represents the initial average DAR [11].

Unconjugated cytotoxic drug released from the ADC 
may be related to adverse effect or reduction in efficacy. 
Highly sensitive LC–MS or ELISA methods are used to 
measure these usually very low drug concentrations with 
accuracy and precision [30, 31]. Additional investigations 
are also needed for identifying and quantifying any phar-
macologically active metabolites or related products of 
cytotoxic drug in order to provide complete toxicity 
assessment and determine the potential for drug–drug 
interactions (DDIs).

Unconjugated antibody formed after deconjugation of 
drug from the ADC usually has limited or no biological 
activity, and hence is rarely measured by analytical tech-
niques. When needed, this concentration can be calculated 
from the difference in concentration between total antibody 
and conjugated antibody [32, 33].

4.2.3 PK of ADC

Intravenous dosing has been used for administration of all 
ADCs that are either on the market or in the clinical development 

stage. Both brentuximab vedotin and ado‐trastuzumab emtan-
sine attain C

max
 levels near the end of infusion and thereafter 

undergo multiexponential decrease in concentration levels [15]. 
Subcutaneous (SC) administration has also been explored as an 
alternative dosing strategy for ADCs. In addition, intraperito-
neal (IP) administration is preferred in preclinical studies for 
dosing convenience [34, 35]. The mechanism of absorption 
through IP or SC is not yet been investigated; however, lym-
phatic drainage from the absorption site into the circulation 
seems to be the probable route [36].

The distribution of ADC is quite often similar to that of 
the unconjugated mAb because it forms the backbone of the 
ADC. The high molecular mass and the hydrophilicity/
polarity of ADC limit its distribution, with concentrations 
in the interstitial space approximately 10‐fold lower than in 
serum. The permeability of ADC across the cell barriers or 
tissues takes place by transcellular or paracellular transport, 
involving the processes of diffusion, convection, and cellular 
uptake. The distribution of ADCs can also be affected by the 
expression of the target antigen and the binding affinity or 
avidity of the ADC to the target [37].

Conjugation is an important determinant of the PK 
behavior of ADCs. The location of conjugation on the ADC 
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can influence its catabolism (Fig. 4.4). For example, the PK 
of ADCs conjugated at two different sites (C16‐HC and 
C16‐LC) was found to be different in rats, although both had 
similar binding affinity to neonatal Fc receptor (FcRn). C16‐
LC had a similar PK profile as naked C16 mAb. C16‐HC, on 
the other hand, showed dramatically different PK profiles 
from the naked C16 mAb in rat with rapid drug release [39]. 
This may be because the conjugation site interferes with the 
process of FcRn‐mediated recycling [40], Fcγ interaction, 
receptor‐mediated endocytosis [41], water accessibility, and 
surface charge structure that ultimately modulate the rate of 
catabolism.

The degree of conjugation also impacts the PK properties 
and efficacy. ADCs containing a heterogeneous mixture of 
molecular species having different DARs could potentially 
have distinct potency and PK [14, 42]. Hamblett et al. [14] 
synthesized ADC with anti‐CD30 antibody conjugated to 
monomethyl auristatin E (MMAE) using the maleimidocaproyl‐
valine‐citrulline‐p‐aminobenzoyloxycarbonyl (MC‐vc‐PAB) 
linker with three different drug loads: DAR‐2, DAR‐4, and 
DAR‐8. The ADC with a higher DAR (DAR‐8) had faster 
clearance and was less tolerated in mice compared to ADCs 

with a lower DAR (DAR‐2 and DAR‐4). In addition, ADC 
with DAR‐4 was equally efficacious as DAR‐8 at the same 
total antibody doses but half the amount of MMAE in 
DAR‐4. This study also indicates that an improvement in 
in  vitro potency with an increase in DAR may not neces-
sarily translate into in vivo efficacy [18].

To minimize heterogeneity, new strategies have been 
tried for producing ADC with a uniform DAR [43–46]. The 
new site‐specific conjugation strategies include the use of 
engineered cysteine, modified amino acids, and enzymatic 
conjugation by glucotransferases and transglutaminases. 
They have generated ADCs with defined DAR, which have 
improved stability and a better therapeutic index compared 
to those using conventional conjugation sites [40, 45–47]. 
However, it is still challenging to control the heterogeneity 
associated with the in vivo process.

The degree of conjugation may also influence the tissue dis-
tribution of the antibody, which is evident from the increased 
hepatic uptake of ADCs compared to naked mAbs [48–50]. 
For example, MMAE conjugated to anti‐STEAP1 had signifi-
cantly higher liver uptake than the unconjugated anti‐STEAP1. 
It was hypothesized that higher hydrophobicity of the ADC 
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facilitated greater reticuloendothelial system clearance and 
consequently led to elevated levels of ADC in the liver as com-
pared to the unconjugated mAb [49]. To further explore this 
hypothesis, a separate study was conducted to compare plasma 
clearance of three ADCs with the same DAR (DAR‐8) but dif-
ferent linkers: (i) MC‐vc‐MMAF (maleimidocaproyl‐valine‐
citrulline‐monomethyl auristatin F) linker (more hydrophobic), 
(ii) MC‐MMAF linker (less hydrophobic), and (iii) AT–Glu‐
MDpr (a novel auristatin T (AT)‐based drug linker to minimize 
hydrophobicity). The plasma clearance was in the following 
order: MC‐vc‐MMAF linker > MC‐MMAF linker > AT–Glu‐
MDpr. In addition, the ADC with the AT–Glu‐MDpr linker had 
comparable hepatic uptake as its parent antibody in a perfused 
liver system. It was also found that the antibody with reduced 
interchain disulfide bonds had clearance similar to that of 
naked antibody. These observations indicate that it is the 
intrinsic hydrophobicity of the linker rather than the destabili-
zation of the antibody structure by reduced disulfide bonds, 
which contributes toward increased plasma clearance and 
hepatic uptake of ADCs [18, 51].

The catabolic profile of ADCs is also influenced by the type 
of linker. Cleavable linkers release cytotoxic drug and this pro-
cess is referred to as “deconjugation,” while the noncleavable 
linkers release drug attached to an amino‐acid: for example, 
maytansinoid ADCs with noncleavable linker MCC‐DM1 
(succinimidyl‐4‐(N‐maleimidomethyl)cyclohexane‐1‐ 
carboxylate (MCC)) was degraded to a single major catabolite, 
lysine‐MCC‐DM1, whereas ADCs with cleavable linkers 
SPP‐DM1 (N‐succinimidyl‐4‐(2‐pyridyldithio)pentanoate 
(SPP)) were degraded into multiple catabolites including 
DM1, lysine‐SPP‐DM1, S‐methyl‐DM1, S‐methyl‐DM1 
sulfoxide, and S‐methyl‐DM1‐sulfone [26]. Some of these 
catabolites could contribute to antitumor activity by 
“bystander effect,” whereby cell membrane permeable ADC 
catabolites produced in one cell diffuse to neighboring cells 
and exhibit their effect [26, 52].

Many ADC linkers also utilize maleimide chemistry for 
binding the cytotoxic component to the cysteine residues on 
the mAb with the help of thiosuccinimide linkers. These linkers 
are unstable in plasma and allow maleimide exchange of the 
linker drug with reactive thiols in albumin, free cysteine, or 
reduced glutathione [18, 53]. To overcome this limitation, a 
new class of linkers was developed with a basic amino group 
incorporated adjacent to the maleimide that prevented 
maleimide exchange by catalyzing succinimide ring hydro-
lysis and hence conferring more stability to the ADC [54].

Usually the cytotoxic agent in the ADC acts intracellularly 
and therefore the rate of target internalization and rate of 
target replenishment on cell surface are critical determinants 
for the sustained accumulation of active drug inside the tumor 
[55]. Target shedding from the cell surface into the circulation 
may alter the distribution of cytotoxic drug/conjugated anti-
body by increasing the liver uptake of target–ADC complex, 
which may lead to hepatotoxicity [56]. A multiple‐dose study 

of ado‐trastuzumab emtansine at 3.6 mg/kg every 3 weeks 
resulted in no accumulation whereas increased concentra-
tions of gemtuzumab ozogamicin were observed after the 
second dose, which could be explained by a decrease in 
clearance by CD33‐positive blast cells following the first 
dose [57, 58]. The cytotoxic drug upon release from the ADC 
has typical elimination characteristics of a small molecule 
drug such as hepatic metabolism and renal and biliary excre-
tion, mediated by CYP and non‐CYP enzymes, and trans-
porters. For example, the elimination of DM‐1 in rats after 
administration of T‐DM1 was mainly through the fecal/ 
biliary route with 80% radioactivity recovered in the feces 
and 50% in the bile [53]. The rate of formation of the cyto-
toxic drug from the ADC is quite often slower than the 
clearance of the cytotoxic drug itself, resulting in formation 
rate‐limited PK [59]. This may explain the relatively low 
systemic exposure (100–1000‐fold lower) observed for the 
cytotoxic drug component as compared to that of the ADC 
[60, 61]. For example, the mean maximum free concentra-
tions for MMAE and brentuximab vedotin were 5–7 ng/mL 
and 32.0–45.0 µg/mL, respectively, after every 3‐week admini-
stration of 1.8–2.7 mg/kg of brentuximab vedotin [61]. A 
 biodistribution study of anti‐CD70 antibody h1F6 conjugated 
to auristatin conducted in mice showed similar exposure for 
auristatin and mAb in all tissues except liver, where concen-
trations of auristatin were higher than those of mAb. In 
addition, the distribution of auristatin in tumor was several 
folds higher than that in normal tissue [48]. Cytotoxic small 
molecules may have limited penetration into cells or tissues due 
to their physicochemical properties. However, on combination 
with the mAb in the ADC format, small molecules are able to 
reach those areas that were inaccessible before.

As ADCs have a relatively narrow therapeutic index, it is 
necessary to evaluate the impact of combination therapy on 
the PK of ADCs and unconjugated cytotoxic drug and also 
assess the effect of ADC on the PK of coadministered therapy. 
The potent cytotoxic drugs are frequently substrates of CYP 
enzymes and efflux transporters such as P‐gp; for example, 
both DM1 and MMAE get primarily metabolized by CYP3A4 
and are also substrates of P‐gp [22, 62]. These small molecule 
drugs could potentially be “victims” of DDI when coadminis-
tered with other CYP inhibitors or inducers. They are unlikely, 
however, to act as a “perpetrator” as clinically observed con-
centrations for cytotoxic drugs are several orders of magnitude 
lower than the IC

50
 required for inhibition or induction. Some 

of these theoretical risk assessments have also been tested by 
dedicated DDI clinical studies. It has been observed that when 
T‐DM1 is combined with taxanes, the PK properties remain 
unchanged because taxanes and T‐DM1 neither inhibit nor 
induce CYP at clinically relevant concentrations [22]. 
Brentuximab vedotin was found to have no influence on the 
PK of midazolam, a CYP3A4 substrate. In the same study, the 
exposure of unconjugated MMAE increased by approxi-
mately 34% when brentuximab vedotin was coadministered 
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with ketoconazole (a potent CYP3A4 inhibitor) and decreased 
by approximately 46% when combined with rifampin (a potent 
CYP3A4 inducer). These situations require close monitoring 
in patients for MMAE associated adverse events. No dose 
adjustments, however, have been recommended because of the 
lack of a defined relationship between MMAE exposure and 
clinical response or probability of neutropenia, peripheral neu-
ropathy, or thrombocytopenia [22].

4.2.4 Immunogenicity of ADC

ADCs, like other biologics, pose a theoretical risk of eliciting 
undesired immune responses. The potential factors respon-
sible for immunogenicity of ADCs are (i) structural distortion 
of the tertiary structure of the mAb, (ii) heterogeneity of the 
ADC product, and (iii) extrinsic (patient related) factors. In 
the clinic, however, the incidence rate of immunogenicity has 
been found to be low, between 0% and 5%. Both, T‐DM1 and 
brentuximab vedotin reported minor incidence rates (<5%) of 
immunogenicity in patients exposed to a repeated number 
of dosing cycles. A fair comparison of immunogenicity inci-
dence rate between products, however, is challenging because 
of the semiquantitative nature of ADA measurement methods.

4.2.5 Exposure–Response of ADCs

Integration of PK with efficacy and toxicity data allows for 
quantitative assessment of exposure–response (E–R) relation-
ships, which can be used for providing recommendations 
regarding dosing regimens as well as translation of PK/pharma-
codynamic (PK/PD) and dosing strategies from preclinical to 
clinical species. Characterization of the E–R relationship 
becomes particularly important for ADCs because of their 
typically narrow therapeutic index and hence the need for 
optimizing the dosing regimen. In case of Adcetris®, a well‐
defined E–R relationship could be established between average 
steady‐state concentration (C

ss
) trough of ADC and probability 

of overall response rate (ORR) with ORR increasing with 
increasing average C

ss
 trough of ADC. In some cases, however, 

it may be difficult to define an E–R relationship. This may be 
because of a number of challenges including (i) the presence of 
multiple active species; (ii) variability in the target expression, 
affinity, or potency between preclinical and clinical species; and 
(iii) bioanalytical limitations in identifying all the active species. 
For example, in case of Mylotarg®, no E–R was obtained 
between maximum response and exposure of total antibody. 
It is essential to have an in‐depth understanding of the rele-
vant analytes for proper assessment of E–R relationships.

4.2.6 Dose‐Dependent PK of ADCs

Dose escalation studies of ADC give us some insights into 
potential dose‐dependent changes in their PK. The dose‐
clearance pattern was found to be nonlinear for AVE9633, 

BT062, MLN2704, and ado‐trastuzumab emtansine where 
the clearance decreased with increasing dose indicating target‐
mediated drug disposition (TMDD). However, the therapeutic 
window for these ADCs was within the linear range. On the 
other hand, clearance was found to be constant with increasing 
dose levels for huC242‐DM1, IMGN901, and PSMA‐ADC. 
The unconjugated drug–plasma exposure was proportional to 
the conjugated antibody exposure for brentuximab vedotin 
and PSMA‐ADC whereas no relationship could be derived for 
ado‐trastuzumab emtansine and SAR3419 [58]. The limited 
information available from these studies indicates that the 
relationships observed were irrespective of ADC target loca-
tion, that is, hematological cancers or solid tumors and the 
type of linker, that is, “stable” or “cleavable” [58].

4.3 BISPECIFICS

Bispecific antibody constructs (in the following named 
“bispecifics”) are one of the modalities that have received 
much attention during recent years. Bispecifics are character-
ized by the ability to simultaneously bind two targets [63]. 
There are three main dual‐targeting strategies that are pursued 
by bispecifics:

1. Simultaneous Inhibition of Two Targets. This approach 
can include the binding of two different receptors, two 
different ligands, or a combination thereof. It may be use-
ful in the case of disease processes that involve redundant 
or synergistic regulation by different receptor systems in 
a complex network of signaling pathways and where it is 
desirable to modulate two receptor systems concurrently. 
Such a bispecific would not only provide an alternative to 
combination therapy for improved therapeutic efficacy 
but also potentially make the drug development and 
regulatory approval less complicated and cheaper com-
pared to single‐agent combination therapy [64].

2. Retargeting. Bispecifics may also be advantageous 
when an effector cell type needs to be recruited to a 
target. In this case, the bispecific binds with one arm to a 
cell surface receptor specific for a target cell, for example, 
a tumor cell, while the other arm recruits an immune 
effector cell by binding to an antigen characteristic for 
that cell type, with the intent to elicit ADCC [65].

3. Increased Specificity. Simultaneously targeting two 
different receptors on the target cell may not only 
overcome redundant signaling pathways but also 
increase specificity for cells that express both antigens.

These general approaches for bispecifics have also been 
combined with delivering payloads, such as enzymes for 
prodrug activation, cytokines, radionuclides, and toxins to 
augment efficacy [63].
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4.3.1 Bispecific Antibody Formats

The structural features of bispecifics are the major determi-
nants for their clinical PK and PD behavior. Bispecifics are 
available in a wide variety of formats with sheer limitless 
scaffold variations, with a limited selection presented in 
Figure 4.5. Some of the first attempts to develop bispecifics 
consisted of full‐length antibodies developed by chemical 
crosslinking or fusion of two hybridoma cell lines resulting 
in the formation of a hybrid hybridoma or quadroma cell 
line. A random assembly of the two versions of heavy and 
light chains, however, made it difficult to consistently manu-
facture homogeneous batches on a large scale. Catumaxomab, 
the first bispecific to receive market authorization in Europe 
in 2009, overcame this challenge by minimizing random 
association through species‐specific heavy/light chain pair-
ing by fusing mouse IgG2a and rat IgG2b cell lines [66]. 
Chemical crosslinking as an alternative approach for the 
generation of bispecifics has been used for full‐length anti-
bodies as well as F(ab′) fragments, the latter involves 
covalent conjugation of two different mAbs followed by 
enzymatic digestion [65].

Although bispecifics from full‐length antibodies success-
fully demonstrated biological efficacy, they were also associated 
with numerous limitations including difficulties in large‐scale 
production, immunogenicity, and Fc‐receptor‐mediated side 
effects such as cytokine release, thrombocytopenia, and leu-
kopenia [66–68]. Some of these weaknesses were overcome 

by advancements in recombinant DNA technology that 
provided a plethora of recombinant bispecific constructs rang-
ing from variants of whole IgG‐like molecules to formats 
based on single‐chain variable fragments (scFvs).

Dual‐variable domain‐immunoglobulin (DVD‐Ig) is an 
example for an IgG‐like molecule having bispecificity and 
tetravalency. The V

L
 and V

H
 domains of an antibody toward 

the first antigen are covalently linked via short linkers to the 
N‐terminal end of the respective light and heavy chains of 
a  mAb against the second antigen [69]. DVD‐Ig can be 
engineered from any two mAbs of distinct specificities while 
retaining the bioactivity of the parent mAbs. The versatility 
of DVD‐Ig is exhibited by their numerous features that 
include (i) the ability to combine mAbs of different  origins 
(human, humanized, chimeric, or murine) and isotypes  
(κ and λ), (ii) the ability to target proteins of different sizes, 
and (iii) the ease of production and purification [70].

Bispecific modalities based on scFv are designs containing 
minimal binding domains that are vital for antigen recognition 
and binding. Of particular interest are the tandem scFv (~55–
60 kDa) and bispecific diabodies (~60 kDa). Other recombinant 
formats include single‐chain diabodies and tandem diabodies 
[66, 71].

Bispecific T‐cell engager (BiTE) is a type of tandem scFv 
formed by covalent binding of two scFv molecules with a 
flexible peptide linker. Blinatumomab is a BiTE that is formed 
by genetically engineered murine scFv lacking the Fc domain 
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FIGURE 4.5 (a) Monoclonal antibody (mAb) and “first‐generation” bispecific antibodies (bsAbs). (b) Recombinant bispecific antibodies: 
dual variable domain‐immunoglobulin (DVD‐Ig); single‐chain variable fragment (scFv); tandem scFv/bispecific T‐cell engager (BiTE); 
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and contains two distinct variable regions directed toward  
T‐cell‐specific CD3 and B‐cell‐specific CD19 connected with 
a flexible five‐residue peptide linker [72]. Blinatumomab retar-
gets cytotoxic T‐lymphocytes against the CD‐19‐expressing 
B‐cells for the treatment of B‐lineage acute lymphoblastic 
leukemia (ALL).

In contrast to tandem scFv, bispecific diabody constructs 
are also heterodimeric molecules consisting of the variable 
domains of two different antibodies, but are formed by nonco-
valent association. A very short peptide linker prevents intra-
chain interactions (Fig.  4.5) [71]. Noncovalent interactions 
between the V

H
 and V

L
 chains, however, can lead to instability 

and consequently aggregation of proteins. This limitation was 
partly overcome by introducing intrachain disulfide bonds or 
generating single‐chain diabodies. The length of the peptide 
linker can be further extended to generate tandem diabodies 
that have improved stability and affinity [63, 73, 74].

4.3.2 PK of Bispecific Constructs

The disposition of bispecifics based on full‐length IgG mole-
cules is similar to that of intact monospecific mAbs [75, 76]. 
Similar to classic mAbs, bispecifics have negligible oral bio-
availability due to low permeability through the gut wall and 
high gastrointestinal protease activity. Thus, parenteral routes of 
administration, particularly intravenous and SC administration, 
are the most frequently utilized dosing pathways for bispecifics. 
Direct delivery to the site of action has also been described for 
attaining high local concentrations.

The distribution of bispecifics is governed by their molec-
ular weight, physicochemical properties including charge, and 
other structural features such as binding to Fc receptors. 
A biexponential PK profile is usually observed after intrave-
nous administration of IgG‐like bispecifics, with a volume 
of distribution equal to or slightly larger than the plasma 
volume (3–8 L) representing the vascular space and to a 
lesser degree the interstitial space [72, 77]. The movement of 
bispecifics from the systemic circulation to the interstitial 
space is, similar to other large proteins, predominantly facil-
itated by convective transport rather than diffusion, thereby 
following the unidirectional fluid flux from the vascular 
space into the interstitial space. The subsequent removal 
from the interstitial space back into the vascular space is reg-
ulated by lymphatic drainage [78, 79]. For example, PK 
studies of an investigational DVD‐Ig, anti‐IL‐12/IL‐18 
1D4.1‐325, in rats exhibited a biexponential plasma 
concentration profile similar to that observed for conven-
tional mAbs. The observed PK profile based on measure-
ments from two different methods that included 
IL‐12‐specific and IL‐18‐specific capture ELISA assays 
were very similar indicating that the two variable domains 
were stable in vivo. In addition, the DVD‐Ig also seemed to 
have tissue penetration comparable to normal IgG based on 
their similarities in the volume of distribution [70]. Similarly, 

the PK of a bispecific IgG1 against epidermal growth factor 
receptor (EGFR) and CD20 was also found to be comparable 
to classic IgG1 [80].

As many antibody‐based drugs have targets outside the 
vascular space, tissue penetration becomes a critical factor 
for therapeutic efficacy, especially in the case of solid 
tumors. To complicate the situation further, the environment 
in solid tumors is different from normal tissues and is usu-
ally characterized by poorly organized vasculature resulting 
in sluggish blood flow with unstable rheology. The addi-
tional lack of functional lymphatic drainage leads to high 
interstitial fluid pressure that restricts convective extravasa-
tion, the main mechanism for tissue access of large proteins 
[78, 79]. Consequently, typical mAbs (150 kDa) poorly dif-
fuse into solid tumors [81]. Another important determinant 
for tumor penetration is the binding affinity to the antigen, 
with moderate binding affinity being preferred over high 
affinity for deeper tumor penetration [82]. Compared to full‐
length mAbs, smaller bispecific formats (55–60 kDa) such 
as F(ab′)

2
, tandem scFv, and diabodies seem to have more 

uniform distribution and deeper penetration into solid tumors 
[83]. In addition to their size, multivalent bispecifics have 
higher avidity that further promotes prolonged target retention 
[83]. These characteristics suggest smaller formats of bispe-
cifics to be more advantageous for the treatment of solid 
tumors than regular mAbs.

Bispecifics that are designed for the retargeting strategy 
have a moiety that specifically binds to immune cells of the 
body. After binding to the immune cells in the blood stream, 
tissue penetration of bispecifics may be restricted due to the 
size and charge of the resulting complex. Having low affinity 
to the immune cell antigen and maintaining the bispecific 
plasma concentration below the dissociation constant for the 
immune cell binding moiety are therefore considered favor-
able for efficient extravasation without being trapped by 
circulating immune cells [84].

Similar to other protein therapeutics, bispecifics are elimi-
nated by catabolism resulting in peptides and amino acids that 
are reutilized for de novo protein synthesis. This nonspecific 
proteolytic degradation can be carried out ubiquitously 
throughout the body, in particular by endothelial cells and 
cells of the reticuloendothelial system [85, 86]. Intracellular 
uptake is hereby a prerequisite and is usually facilitated by 
pinocytosis or similar endocytotic processes. In addition to 
this nonspecific clearance pathway, bispecifics may also 
undergo classical TMDD after binding to one of their targets, 
where the target binding results in intracellular uptake and 
subsequent lysosomal degradation [87]. Since this process can 
be saturated at therapeutic concentrations and may constitute 
a major elimination pathway for some bispecifics, nonlinear 
PK behavior with higher clearance and shorter half‐life at 
low doses and lower clearance and longer half‐life at high 
doses is often observed. The target‐mediated clearance of 
bispecifics is usually driven by one of the targets. For example, 
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target‐mediated clearance of MEHD7945A (anti‐HER3/EGFR) 
in humans was comparable to the anti‐EGFR mAb (e.g., pani-
tumumab), suggesting a minor role played by HER3 in target‐
mediated clearance. This may be attributed to the differences 
in expression and turnover rate of targets and binding affinity 
between target and ligand.

For normal mAbs and full IgG bispecifics, interaction 
with the FcRns provides a well‐described mechanism that 
recycles them after intracellular uptake by preventing them 
from lysosomal degradation [88]. Similar to endogenous 
IgG and monospecific mAbs, this salvage pathway also pro-
longs the elimination of IgG‐type bispecifics. Bispecific 
fragments such as F(ab′)

2
, however, lack the FcRn‐binding 

site on the Fc domain. As they cannot interact with the FcRn 
salvage pathway, their half‐lives are substantially shorter 
than for full‐size mAbs. For example, the F(ab′)

2
 molecule 

H22xKi‐4, with a molecular weight of 104 kDa, only exhib-
ited a half‐life of 11.1 h in patients with Hodgkin lymphoma 
[75], compared to the 2–3 weeks for most mAbs [89, 90].

In addition to FcRn binding, the Fc domain of IgG‐type 
bispecifics can also bind to Fcγ receptors on immune cells. 
This interaction contributes toward the effector function 
such as ADCC of mAbs, including IgG‐type bispecifics, and 
also influences their PK behavior as additional elimination 
pathway. Modification in the glycan chain and advanced 
protein engineering techniques have been utilized to modify 
the binding affinity of the Fc domain of single‐targeting and 
bispecific mAbs toward the FcRn and Fcγ receptors for 
modulating their PK and PD behavior [91, 92].

The charge on bispecifics can also have a substantial impact 
on their disposition. Modifications of the isoelectric point of an 
antibody by one or more units can result in significant differ-
ences in its PK [93]. For example, an investigational IgG‐type 
bispecific antibody for the treatment of hemophilia was found 
to have unexpectedly higher clearance in mice. This was 
partially attributed to the large positive charge cluster in the 
variable region that might have increased the nonspecific 
binding to the extracellular matrix and subsequently increased 
its clearance. To overcome this limitation, a single Tyr30Glu 
mutation was carried out that markedly neutralized the charge 
cluster and increased the plasma half‐life without any compro-
mise in pharmacological activity [94].

While elimination by renal metabolism or even renal 
excretion is not relevant for intact mAbs, including IgG‐type 
bispecifics, smaller bispecific constructs such as tandem 
scFv and Db (diabody) with molecular weights less than 
60 kDa are below the renal filtration cutoff, and can undergo 
glomerular filtration and subsequent catabolism by intracel-
lular uptake and lysosomal degradation, resulting in short 
elimination half‐lives [95]. This challenge has been success-
fully overcome by molecular modifications including 
pegylation, N‐glycosylation, or fusion with human albumin 
(covalently or using albumin‐binding domains) [63, 71], 
thereby increasing the hydrodynamic volume and preventing 

glomerular filtration. These strategies are useful when  
Fc‐mediated effector functions are not required or even 
 detrimental. For example, a novel bispecific tandem scFv 
named MM‐111 targeting ErbB2/ErbB3 was expected to 
have a short half‐life of 5 h in mice typically observed for 
tandem svFc. Incorporation of human serum albumin as a 
linker  between the two scFv extended the half‐life of 
MM‐111 to 16–20 h in mice and up to 99 h in cynomolgus 
monkeys [96]. But these half‐life extending modifications 
may reduce the pharmacological activity because of steric 
hindrance preventing the effective interaction between the 
target antigen and the epitope [71, 97]. For example, N‐gly-
cosylation of a bispecific diabody increased the exposure by 
two‐ to threefold, but reduced the bioactivity three‐ to five-
fold compared to the unmodified molecule [98].

4.3.3 Immunogenicity of Bispecific Constructs

Immunogenicity can also have a significant influence on the 
PK and PD of any therapeutic protein, including bispecific 
constructs. Formation of ADA that bind to the therapeutic 
protein can either have neutralizing or nonneutralization 
effects with regard to target interaction, but even nonneutral-
izing ADA may reduce the therapeutic activity by triggering 
an additional clearance pathway for the therapeutic protein 
through immune complex formation and subsequent degra-
dation [7]. Compared to the monospecific mAbs and IgG‐
type bispecifics, however, scFv‐based platforms such as 
tandem scFv and diabodies are generally less immunogenic 
because of the absence of an Fc domain in the molecule [71, 
74]. Bispecific diabodies are even less likely to prompt 
immune reactions due to their compact size [99]. Thus, small 
bispecific constructs may have a substantial clinical advantage 
compared to classic mAbs with regard to immunogenicity.

4.3.4 Examples of Bispecific Therapeutics—Oncology 
Indications

4.3.4.1 Catumaxomab Catumaxomab is an IgG‐type 
bispecific antibody that is produced by a rat/mouse hybrid 
quadroma cell line. It is called a “triomab” as it has trifunction-
ality with an anti‐epithelial cell adhesion molecule (EpCAM) 
domain for EpCAM antigen expressed on tumor cells, an anti‐
CD3 domain directed toward T‐lymphocytes, and an intact Fc 
region that binds and activates Fcγ‐receptor positive cells such 
as CD64+ accessory cells and CD16+ natural killer cells [100]. 
With the help of its trifunctionality, catumaxomab redirects 
cells of the innate and adaptive immune system to EpCAM 
antigen‐expressing tumor cells that ultimately results in cell‐
mediated tumor cell killing [65]. Catumaxomab received in 
2009 marketing authorization by the European Medicine 
Agency (EMA) for the treatment of malignant ascites in 
patients with EpCAM‐positive carcinoma where standard 
therapy is not available or no longer feasible. It is administered 
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locally via intraperitoneal infusion to obtain high concentra-
tions at the site of action, that is, the tumors in the peritoneal 
cavity. Systemic absorption was found to be low (<1%) and 
high interindividual variation was observed in the local ascites 
fluid and systemic concentrations. The peak plasma concentra-
tions of catumaxomab ranged from 0 to 2290 pg/mL [101]. 
Tumor load and effector cells were expected to impact PK, 
which could be confirmed in an animal model: binding to 
immune effector cells and tumor cells sequestered catumax-
omab in a dose‐dependent manner to the peritoneal cavity, 
resulting in decreasing systemic bioavailability with increasing 
tumor load and immune effector cell availability [101].

The observed mean elimination half‐life was 2.1 days 
[101]. This substantially shorter half‐life compared to human 
IgG molecules can readily be explained by the substantially 
reduced binding affinity of rat and murine Fc fragments to the 
human FcRn compared to human Fc fragments [102], thereby 
resulting in a substantially less efficient FcRn‐mediated recy-
cling of catumaxomab compared to humanized or human 
mAb. As a rat/murine chimeric antibody, catumaxomab is 
expected to have intrinsic immunogenicity upon repeated 
administration. This was indeed observed in a dose escalation 
study of catumaxomab with intraperitoneal administration, 
where ADA developed after 10–16 days during multiple‐dose 
treatment [101].

4.3.4.2 Blinatumomab Blinatumomab is a tandem scFv 
using the BiTE format. It has recently received FDA approval 
after obtaining breakthrough therapy designation for the 
treatment of Philadelphia chromosome‐negative relapsed/
refractory B‐lineage ALL in adult patients, specifically for 
eradication of minimal residual disease (MRD) [103, 104]. 
As a single agent, it was able to achieve complete and 
durable molecular remission in approximately 70% of the 
patients with MRD‐ALL and relapsed ALL. Blinatumomab 
is a genetically engineered murine tandem scFv that lacks 
the antibody Fc domains and contains two distinct variable 
regions for binding T‐cell‐specific CD3 and B‐cell‐specific 
CD19. By targeting cytotoxic T‐lymphocytes against the 
CD‐19‐expressing B‐cells, the T‐cells become activated 
within minutes and induce perforin‐mediated death to the 
targeted B‐cells. In contrast to CD20, the target of current 
antibody‐based immunotherapy, CD19, is expressed not 
only on regular B‐cells but also on the earliest B‐precursor 
lymphocytes that are malignantly transformed in ALL [103].

Blinatumomab has a volume of distribution of 
1.61 ± 0.74 L/m2 that is similar to that of mAbs. It has a short 
serum half‐life of 1.25 ± 0.63 h and a relatively high clearance 
of approximately 2 L/h, which are the consequence of a lack 
of FcRn‐mediated recycling due to the lack of the Fc domain 
and its low molecular weight (55 kDa) that allows for glo-
merular filtration and subsequent renal metabolism [72]. In 
bilaterally nephrectomized mice, systemic exposure and 
half‐life were found to be higher compared with the control 

group. PK data in patients with mild‐to‐moderate renal 
impairment, however, did not show a clinically meaningful 
difference in blinatumomab exposure [105].

As a consequence of the short elimination half‐life, blina-
tumomab is administered as a 4‐week continuous intravenous 
infusion at a dose of 15 µg/m2/24 h, resulting in a steady‐state 
serum concentration of 731 ± 163 pg/mL [105, 106]. Shorter 
infusion times had also been explored but seemed to result in 
higher incidences of adverse effects including neurologic 
symptoms and cytokine‐release syndrome [107].

Although blinatumomab was derived from murine 
sources, only a negligible number of patients (<1%) seem to 
develop human antimouse antibodies during therapy [103, 
106, 108]. Absence of the Fc region along with B‐cell deple-
tion is assumed to be the critical component for this low 
immunogenicity [71].

4.3.5 Examples of Bispecific Therapeutics—CNS 
Indications

The application of mAbs in central nervous system‐related indi-
cations such as neurodegenerative diseases has so far been ham-
pered by their usually extremely low brain penetration through 
the blood–brain barrier, with IgG concentrations in cerebrospinal 
fluid around 0.1% of serum concentrations [109]. Bispecific 
constructs have been suggested to facilitate mAb transport 
across the blood–brain barrier. This has been exemplified by a 
bispecific antibody that blocks with one arm the activity of  
β‐secretase (BACE1) to reduce the production of amyloid‐β in 
Alzheimer’s disease [110]. The second arm of this bispecific is 
targeted toward the transferrin receptor (TfR) to facilitate 
receptor‐mediated transcytosis. The TfR is highly expressed in 
brain‐endothelial cells and has sufficient capacity to transfer 
therapeutic IgG [111–113]. It was observed that anti‐TfR 
antibodies that bind with high affinity to TfR remain bound 
within the blood–brain barrier whereas lower‐affinity anti‐TfR 
antibody variants entered the brain. Based on this knowledge, a 
bispecific mAb was designed with one arm comprising a low 
affinity anti‐TfR antibody and the other arm comprising the 
high affinity anti‐BACE1 antibody. This bispecific antibody 
achieved higher brain penetration and was substantially more 
effective in reducing amyloid‐β in mice compared to the mono-
specific mAb [114]. These results suggest that bispecific mAbs 
utilizing TfR‐mediated transcytosis may provide a platform 
technology for increasing brain penetration for antibody‐based 
therapeutics.

4.3.6 Examples of Bispecific Therapeutics—Ocular 
Indications

Local therapy by intravitreal administration of bispecifics is 
being considered as a potential treatment option for ocular dis-
eases such as age‐related macular degeneration and diabetic 
macular edema. A tetravalent scFv‐Fc‐scFv bispecific construct 
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simultaneously targeting platelet‐derived growth factor 
receptor‐beta (PDGFRβ) and vascular‐endothelial growth 
factor (VEGF) has shown enhanced activity over the monospe-
cific mAb illustrating the usefulness of blocking both angio-
genic pathways with a single agent [115]. This construct 
exhibited a relative long half‐life of 19 days in mice, most likely 
due to the intact Fc domain allowing for interaction with the 
FcRn salvage pathway. As long residence times in the systemic 
circulation are usually undesired for local therapy after intravit-
real administration, bispecific formats without the Fc fragment, 
such as F(ab′)

2
, may be preferable for local ophthalmologic 

indications. Additional benefits would include lack of any 
unwanted activation of ADCC for improved safety [116]. 
Smaller bispecific constructs, however, typically have shorter 
intravitreal half‐lives because of faster diffusion into the plasma 
and thus have to be administered more frequently. A compro-
mise may be a recently described, full‐length bispecific mAb 
with one arm binding to VEGF while the other arm binding to 
angiopoietin‐2 [117]. The Fc domain has been engineered 
incorporating mutations for precluding FcRn binding. The 
ocular PK of this bispecific in mice indicated a longer intravit-
real half‐life compared to smaller antibody fragments such as 
F(ab′)

2
, but higher plasma clearance compared to unmodified 

IgG for reduced systemic exposure [117].

4.4 CONCLUSIONS

The recent decade has witnessed a surge of interest in ADCs 
and bispecifics for a variety of indications, and there will be a 
growing number of these biotherapeutics entering clinical 
studies and applied pharmacotherapy in the next years. 
Although a plethora of ADCs and creative bispecific formats 
have emerged of which only a few scaffolds have been pre-
sented in this review, their success will ultimately depend on 
their improvement of the risk–benefit ratio compared to tradi-
tional mAbs, upon their drug‐like properties in terms of 
aggregation and stability, and upon their large‐scale manufac-
turing cost [118]. From the clinical pharmacology perspective, 
it will be critical that these novel scaffolds can strike a balance 
between access to the site of action, low immunogenicity, and 
a sufficiently long half‐life for generating and maintaining the 
desired therapeutic effects. As additional clinical data are 
unveiled in the next years, it will shed more light on the clinical 
pharmacology of ADCs and bispecifics and which scaffolds 
are more appropriate for a particular therapeutic indication.
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5.1 INTRODUCTION TO ADC

Antibody–drug conjugates (ADCs) are an important class 
of biotherapeutics for the treatment of cancers and poten-
tially other diseases. The concept of ADC technology is to 
selectively deliver a potent small molecule drug (payload or 
abbreviated as drug) to the intended tissues or cells using 
the specificity of an antibody to its target, such as a cell sur-
face antigen, while sparing the other tissues or cells with 
minimal or no expression of such target [1]. Although the 
first ADC was approved for marketing more than 14 years 
ago and there are currently two ADCs on the U.S. market, 
the concept of ADC‐like therapeutics has actually been pos-
tulated more than 100 years ago by the German physician 
Paul Ehrlich, who reasoned that if a compound could be 
made that selectively targeted a disease‐causing organism, 
then a toxin for that organism could be delivered along with 
the agent of selectivity to kill only the organism targeted, 
hence the “magic bullet” [2]. Such concept was first  fulfilled 
in May 2000 with the accelerated approval of gemtuzumab 
ozogamicin (GO, Mylotarg™) [3], an ADC for patients 
with relapsed acute myelogenous leukemia (AML). 
Although GO was voluntarily discontinued in the U.S. 
market in June 2010 for failing to demonstrate adequate 
clinical benefit to patients enrolled in a late‐stage clinical 
trial, two new ADCs have since been approved for marketing 
worldwide—brentuximab vedotin (ADCETRIS™) in 
August 2011 and ado‐trastuzumab emtansine (T‐DM1, 
KADCYLA™) in February 2013. These approvals repre-
sent the clinical validation of the ADC concept and more 
ADCs may follow in the near future.

As shown in Figure 5.1, the key components of an ADC 
are a monoclonal antibody (mAb) or an antibody derivative 
for a specific cell surface target, a potent small molecule 
drug that interferes a critical cellular process, and a linker 
that covalently conjugates the mAb and payload. The pri-
mary mechanism of action (MOA) of an ADC is through the 
specific binding of ADC on a cell surface target, internaliza-
tion of the binding complex, release of the small molecule 
drug or derivative inside the cell, and interference of a cel-
lular process that induces cell death, as shown in Figure 5.2. 
The goal is to minimize the payload exposure on normal tis-
sues while maximizing the exposure on the intended tissues, 
such as a tumor. Given this MOA, it is understandable that 
the critical parameters for ADC development may include 
differential target‐expression profiles on the intended versus 
unintended cells or tissues, drug‐linker stability in 
circulation, accessibility of the site of action, internalization 
and selective intracellular release of small molecule drug via 
ADC binding to its target, drug‐to‐antibody ratio (DAR), 
and the potency of the released payload. Since the eventual 
driver of the ADC pharmacological effects is the intracel-
lular released drug concentrations, many other factors can 
also impact the effectiveness of an ADC, such as the prop-
erties of the ADCs and the released payloads related to their 
absorption, distribution, metabolism/catabolism, and elimi-
nation (ADME). Many of the advancements in ADC tech-
nology that have been and will continuously to be made 
revolve around improving the pharmacokinetic (PK) and 
ADME characteristics of ADCs. Thus, it is pivotal to charac-
terize the ADME of ADCs and understand the impact to the 
optimal dose and schedule for clinical applications.
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ADC technology can be applied to many therapeutic 
areas, and currently most of the ADC development has been 
focused on oncology, so this chapter will primarily discuss 
the ADME properties for ADCs in oncology therapy and 
associated PK and PK/PD (pharmacokinetic/pharmacody-
namic) modeling of ADCs. Table 5.1 provides the ADCs that 
are currently in various clinical development stages with 
their targets, lead indications, and conjugated small mole-
cule chemotherapy types. The MOA of the drugs once released 
inside the cells is shown in Table 5.2.

5.2 ABSORPTION

Various dosing routes have been employed for mAb‐based 
therapeutics, such as intravenous (IV), subcutaneous (SC), 
and intramuscular (IM). The SC and IM administrations are 
usually considered more convenient for patients and do not 
require hospital visits; however, ADCs have thus far been 
only given via IV administration. One of the primary rea-
sons is the potential for injection‐site toxicity associated 
with ADCs. The payloads of current ADCs are typically 
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very potent small molecule cytotoxic agents. Even though 
ADCs are designed to be effectively inert before reaching 
and binding to their targets, active payloads may be released 
through the nonspecific release of drug and local nonspe-
cific catabolism of the ADCs. The future design criteria for 
ADCs may include increased stability in nontarget tissues 
and circulation, and the released payloads to remain inac-
tive in normal cells and become activated only in tumor 
cells. In turn, these advancements may allow alternative 

TABLE 5.1 ADCs in Clinical Development as of July 2014

ADC Tumor Target Chemotherapy Type
Latest Phase of 
Development

Brentuximab vedotin HL, ALCL CD30 Auristatin Approved
Ado‐trastuzumab emtansine mBC HER2 Maytansine Approved
Inotuzumab ozogamicin 

(CMC‐544)
NHL, ALL CD22 Calicheamicin III

BT‐062 MM CD138 Maytansine II
Glembatumumab vedotin 

(CDX‐011)
mBC, melanoma GPNMB Auristatin II

PSMA ADC Prostate cancer PMSA Auristatin II
Pinatuzumab vedotin (RG7593) NHL CD22 Auristatin II
Polatuzumab vedotin (RG7596) NHL CD79B Auristatin II
hLL1‐DOX MM CD74 Doxorubicin II
SAR3419 DLBCL CD19 Maytansine II
IMMU‐132 Solid tumors TACSTD2 (TROP‐2) SN‐38 II
Labetuzumab‐SN‐38 

(IMMU‐130)
mCRC CEACAM5 SN‐38 II

ABT‐414 Solid tumors EDFR Auristatin II
RG7599 Ovarian, NSCLC NaPi2b Auristatin II
SGN‐LIV1A MBC LIV‐1 Auristatin I
ASG‐22ME Solid tumors Nectin‐4 Auristatin I
ASG‐15ME Bladder cancer SLITRK6 Auristatin I
AGS‐16M8F RCC AGS‐16 Auristatin I
BAY‐94‐9343 Solid tumors Mesothelin Maytansine I
BIIB015 Solid tumors Cripto Maytansine I
IMGN529 NHL, CLL CD37 Maytansine I
IMGN853 Solid tumors Folate receptor‐1 Maytansine I
IMGN289 Solid tumors EGFR Maytansine I
RG7450 Prostate cancer STEAP1 Auristatin I
RG7458 Ovarian cancer MUC16 Auristatin I
RG7636 Melanoma ETBR Auristatin I
SAR566658 Solid tumors CA6 Maytansine I
MLN0264 Colorectal cancer GCC Auristatin I
AMG 595 Glioma EGFRvIII Maytansine I
AMG 172 RCC CD70 Maytansine I
SGN‐CD19A NHL, ALL CD19 Auristatin I
SGN‐CD33A AML CD33 PBD dimer I
PF‐0626350 Solid tumors 5T4 Auristatin I
SC16LD6.5 SCLC Undisclosed DNA‐damaging agent I
SGN‐CD70A NHL, RCC CD70 Auristatin I

ALCL, anaplastic large‐cell lymphoma; ALL, acute lymphocytic leukemia; CEA, carcinoembryonic antigen; CLL, chronic lymphocytic leukemia; DLBCL, 
diffuse large B‐cell lymphoma; EGFR, epidermal growth factor receptor; ETBR, endothelin B receptor; GCC, guanylyl cyclase C; GPNMB, glycoprotein 
NMB; HL, Hodgkin’s lymphoma; MBC, metastatic breast cancer; mCRC, metastatic colorectal cancer; MM, multiple myeloma; NHL, non‐Hodgkin’s lymphoma; 
NSCLC, non-small‐cell lung cancer; PBD, pyrrolobenzodiazepine; PSMA, prostate‐specific membrane antigen; RCC, renal cell carcinoma; SCLC, small‐cell 
lung cancer; STEAP1, six‐transmembrane epithelial antigen of prostate 1; and TACSTD2, tumor‐associated calcium signal transducer 2.

TABLE 5.2 Mechanisms of Action of the Unconjugated 
Small Molecule Drug

Mechanism of Action
Small Molecule Cytotoxic 

Agent

Microtubule disruption Auristatin, maytansine
DNA damage PBD dimer, calicheamicin, 

doxorubicin
Topoisomerase I inhibition SN‐38
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routes of administration (e.g., SC or IM). Until then, IV 
administration will continue to be the route of choice for 
ADCs.

5.3 DISTRIBUTION

The biodistribution characteristics of ADCs are expected to 
be similar to those of unmodified or “naked” antibodies 
given the similarity in size, molecular structure, and 
binding kinetics. This is despite the conjugation of one or 
more small molecule payloads that can alter the local phys-
iochemical properties of the antibody. Limited distribution 
in vasculature and peripheral tissues and recirculation 
through lymphatic systems are reasonable assumptions for 
ADC PK.

Similar to naked antibodies, ADC distribution can be 
affected by tissue target expression and other factors 
affecting antibody biodistribution. Tissues that express the 
ADC target, such as the tumor in xenograft mouse studies, 
are typically seen with the highest ADC concentrations 
[5–7]. Alteration of the physiochemical properties and 
modified binding affinity to neonatal Fc receptor (FcRn) 
may also affect tissue distribution of an ADC [8–10]. Such 
topics have been covered extensively in other chapters and 
are not further discussed here.

Unique to ADCs, internalization by the target‐expressing 
cells is one of the necessary steps in the MOA of ADCs in 
order to bring drug into the cells. This process may be 
affected by drug conjugation. A study with anti‐CD20 ADCs 
showed that ADCs could be internalized by the CD20‐
positive cells more rapidly and efficiently than the naked 
antibody, and different conjugated drugs appeared to also 
affect the internalization rate [11]. These findings warrant a 
closer evaluation of some cell surface targets that are often 
deemed not suitable for ADC development due to minimal 
or slow internalization based on naked antibody data. Testing 
of multiple ADCs with alternative drug linkers should be 
considered to validate a target.

The biodistribution of the small molecule drugs, on the 
contrary, is fundamentally altered when administered as 
ADC comparing to when dosed as unconjugated small 
molecule itself. The drugs given in either form are typically 
widely distributed and their volume of distributions is usu-
ally much greater than the sum of plasma and extracellular 
fluid volume. The extent of distribution is largely dictated 
by its physicochemical properties; however, when 
conjugated to an ADC, the distribution of the drug into a 
particular tissue can be affected dramatically and reflect 
the biodistribution kinetics of the ADC. This modified bio-
distribution is especially evident for small molecule drugs 
with poor cell permeability since an ADC can deliver the 
drug into a cell through target binding and internalization. 
The ADC‐dependent drug biodistribution is indeed one of 

the key attributes of ADC technology to improve the 
therapeutic index of the drug itself. Better understanding 
and leveraging this process should help the development of 
current and future ADCs. It is important to point out that 
since the biodistribution of drug can be affected by conju-
gation, biodistribution studies using the small molecule 
drug alone may not reflect the tissue distribution of the 
released drug from an ADC.

Another factor for consideration of the small molecule 
drug biodistribution is the so‐called bystander effect. 
Ideally, the ADC target is highly and uniformly expressed in 
the tumor so that ADC is internalized and a sufficient 
amount of the drug is brought into all tumor cells. In reality, 
the expression of the tumor cell surface target can be highly 
heterogeneous, resulting in the coexistence of high, low, or 
negative target‐expressing cells. The cell permeability of a 
drug could impact its ability to kill the surrounding cells 
once released by the target‐expressing cells. It was shown 
that an antit-issue factor ADC conjugated to the highly per-
meable monomethyl auristatin E (MMAE) can induce 
complete tumor regression in patient‐derived xenograft 
models even when tissue factor was expressed in only 
25–50% of the tumor cells, thus the “bystander effect” [12]. 
On the other hand, it is likely that a less permeable drug will 
accumulate inside target‐expressing cells better for greater 
antitumor effect while limiting exposure to the nontarget‐
expressing normal cells. These biodistribution properties of 
the small molecule drugs should be taken into account when 
evaluating potential drug linkers in preclinical ADC 
development in conjunction with the target‐expression 
characteristics of the diseases.

Similar to other small molecule drugs, the drugs released 
from ADCs can be the substrate of uptake and/or efflux 
transporters, which could result in an increase or decrease in 
the intracellular released drug exposures in tumor and/or 
normal tissues [13]. This may have implication on both the 
antitumor effect and toxicities of an ADC. Preclinical and 
clinical characterization and evaluations should therefore be 
considered for the released drugs. All three cytotoxins 
 (calicheamicin, MMAE, and derivative of maytansine 1 
(DM1)) used in the approved ADCs have been implicated as 
a substrate of P‐gp [14, 15].

In summary, the biodistribution of ADC and released 
drug is of particular importance in determining the antitumor 
effect and the toxicities of an ADC and proper evaluations 
should be implemented during ADC development.

5.4 METABOLISM/CATABOLISM

Understanding the catabolism of ADCs and the metabolism 
of the small molecule drug is important to identify the 
potential for clinical drug–drug interactions (DDIs), the 
effect of organ impairment, and to design ADC constructs 
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with  properties that result in a more effective therapeutic. 
Owing to having antibody and small molecule characteris-
tics, the catabolism and metabolism of an ADC are complex 
to characterize and leverage for optimization. Furthermore, 
with the design space starting with the three basic elements 
(mAb, linker, and drug) and the weak in vitro to in vivo cor-
relation, each permutation geometrically increases the 
design space and efforts required to identify an optimal 
ADC therapeutic.

Recently, efforts have also been put forth to understand 
the catabolism of protein therapeutics and potential DDIs 
with protein therapeutics, [16–19], but those efforts remain 
early at this point. Like unconjugated antibodies, the anti-
body portion of an ADC is expected to be catabolized 
through proteolytic degradation to constituent amino acids 
and reused for the production of other proteins. Because the 
small molecule payload of an ADC may alter the distribution 
of an ADC compared to the unconjugated mAb, the tissues 
that catabolize an ADC and yield released drug may differ. 
Analytical techniques, including imaging‐mass spectrom-
etry or dual‐labeled ADCs, may yield insight into the tissues 
that result in drug release from an ADC [5, 20, 21].

Drug conjugation can also impact the antibody conforma-
tional stability. It has been shown that upon conjugation, an 
ADC can maintain similar secondary and tertiary structure 
as an unconjugated mAb; however, certain ADCs are more 
easily destabilized at higher temperatures [22, 23]. 
Conjugation may also introduce more hydrophobic regions 
on the mAb, which then results in lower colloidal stability 
and present a greater aggregation potential. These aspects 
may explain, in part, the observations that ADCs with higher 
DAR (6 or 8) tend to have a higher potential to form high 
molecular weight species [24]. Furthermore, ADCs gener-
ally have shorter terminal half‐lives compared to those of the 
corresponding naked mAb, partially owing to loss of drug. 
For example, the average serum half‐life of brentuximab 
vedotin was 4–6 days in patients, shorter than that of the 
unconjugated mAb, SGN‐30, which had a terminal half‐life 
of 1–3 weeks [25, 26]. Secondly, the number of conjugates 
on an ADC may affect ADC catabolism, with higher DAR 
leading to shorter serum half‐life and lower exposure [27].

Finally, the specific mechanism of uptake into the cell, 
whether it be FcRn‐ and Fc‐gamma‐mediated uptake or 
receptor‐mediated endocytosis, may alter the catabolism of 
an ADC. Uptake through those mechanisms may result in 
altered drug release [28]. To maximize the ADC exposure 
for a given target at a given dose, these and other factors 
should be taken into consideration for the lead selection of 
an ADC construct.

The small molecule payload of an ADC, like other small 
molecule drugs, is subject to biotransformation. They may 
be metabolized by cytochrome P450 (CYP) and other 
enzymes and subject to potential DDI from CYP inhibitors 
or inducers [29].

The unconjugated drugs from both brentuximab vedotin 
and T‐DM1 were primarily metabolized by CYP3A enzymes 
based on in vitro data [30, 31]. Following the administration 
of T‐DM1 in patients, several DM1‐containing catabolites 
were identified in plasma suggesting the potential for 
 multiple pathways for T‐DM1 degradation [32]. The metab-
olism of maytansinoids has been studied in detail and sug-
gests the low potential for DDIs, similar to MMAE [33–35]. 
Multiple MMAE metabolites following brentuximab vedo-
tin administration in patients were identified in feces and 
urine; however, they were at very low levels and only detect-
able in highly concentrated samples [30]. Both MMAE and 
lys‐MCC‐DM1 (and related DM1 species) have been shown 
to be substrates of CYP enzymes and alter the activity of 
CYP enzymes, in vitro, but not in humans for MMAE.

The potential for clinically meaningful DDIs was evalu-
ated both in vitro and in clinical trials for brentuximab vedo-
tin and T‐DM1. Both programs focused primarily on the 
potential for CYP‐mediated DDIs with a dedicated clinical 
evaluation for brentuximab vedotin. MMAE, the small mol-
ecule drug of brentuximab vedotin and a number of other 
ADCs, was found to be a substrate of CYP3A, but neither an 
inhibitor nor inducer of CYP3A [29]. This was consistent 
with the preclinical data for MMAE and its potential for 
DDIs. A population PK analysis was performed and specific 
examples of coadministered drugs were evaluated to deter-
mine the potential for DDIs associated with DM1, the small 
molecule payload of T‐DM1 [31]. No clear conclusion was 
drawn from this analysis.

5.5 DRUg‐LINKER STABILITY

Drug‐linker stability is a key attribute required for the 
development of a successful ADC and has been a primary 
focus in ADC technology [1, 36]. Premature release of the 
conjugated drug prior to reaching its intended target may 
cause unwanted systemic toxicity and reduce the amount of 
drug delivered to the target tissues. Early drug linkers, such 
as those employed by the cBR96‐doxorubicin immunocon-
jugate and GO (hydrazone), did not result in clinically 
viable ADCs. Drug‐linker stability, in addition to a number 
of other factors, was identified as contributing to the lack of 
clinical success [37]. New ADC design principles were con-
structed based on this experience and the current generation 
of drug linkers was developed to overcome the initial design 
flaws. In order to confer plasma stability while maintaining 
the ability to release the drug in the target cells, protease‐
cleavable and noncleavable drug linkers have been devel-
oped and are in use.

Current ADC technology employs plasma stable linker 
chemistry that is designed to be either enzymatically cleav-
able, such as the dipeptide linker used in brentuximab 
vedotin, or noncleavable, such as the thioether linker in 
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T‐DM1 [38, 39]. The cleavable linkers release drug by 
endosomal and lysosomal proteases without requiring the 
degradation of the mAb component [38], whereas 
 noncleavable linkers require degradation of the mAb back-
bones to release the drug [40]. In addition, the type of drug 
linkers may also play a role in the circulation stability of an 
ADC. When trastuzumab was conjugated to DM1 using 
either a thioether or disulfide linker, the resulting ADCs 
had different plasma clearance [41].

A number of methods exist to attach a drug linker to an 
antibody. The current generation of ADCs typically employs 
maleimide chemistry to attach drug linkers to cysteine or 
lysine residues on antibodies. The potential for maleimide 
transfer to other nucleophiles or nucleophilic groups exists 
through a maleimide elimination reaction [42]. This transfer 
has been observed for ADCs; however, the circulating con-
centrations of these species are appreciably lower than those 
of ADC. Other mechanisms may compete with maleimide 
transfer, such as proteolytic cleavage in cells or hydrolysis of 
the linker. It has been found that hydrolysis of the succin-
imide ring in the linker can reduce maleimide transfer and 
result in more stable conjugation. Lyon et al. engineered a 
new class of drug linkers with a basic amino group incorpo-
rated adjacent to the maleimide that can catalyze the ring 
hydrolysis at neutral pH and room temperature. As a result, 
ADCs employing this chemistry are highly stable compared 
to traditional drug‐linker formats [43]. In addition to using 
alternative chemistry, selection of the antibody conjugation 
sites through site‐specific mutations can also confer stability 
or instability to the ADC construct. Conjugation to certain 
mutated cysteine or nonnatural amino acid sites appears to 
result in more stable ADCs than those using the conventional 
conjugation sites. Improved efficacy and tolerability in 
animal models have been shown with these site‐specific 
conjugated ADCs [42, 44, 45].

5.6 ELIMINATION

Characterizing the route of elimination for an ADC and 
small molecule drug is a key to understanding the impact of 
certain patient‐related factors, such as organ impairment, 
and the potential for drug interactions. An ADC is  eliminated 
through two processes: catabolism through proteolytic deg-
radation in tumor and other tissues to constituent amino 
acids of the mAb portion or deconjugation of the drug to 
form the naked mAb. Following drug release, the small 
 molecule drug is excreted by either renal or hepatic path-
ways, or both [29, 32].

In the case of T‐DM1, an integrated population PK anal-
ysis suggested that deconjugation accounted for slightly 
more than half of the ADC clearance while catabolism 
accounts for the rest of the ADC clearance [46]. For brentux-
imab vedotin, only MMAE was identified as the species 

released upon catabolism of the ADC [47]. Based on 
population PK analysis, patient body size was identified as a 
statistically significant covariate for the clearance of both 
brentuximab vedotin and T‐DM1. Body weight‐based 
 dosing is considered appropriate for both ADCs [30, 31].

For the two primary drugs used in the construct of an 
ADC, MMAE and DM1, the majority of those drugs are 
excreted by the liver through the biliary pathway in rats and 
also likely in humans. Following T-DM1 administration 
about 80% of radioactivity was recovered in the feces and 
50% was recovered in the bile in rats [32]. A clinical excretion 
study of brentuximab vedotin showed that, in a 1‐week period, 
the primary excretion route of MMAE is via feces, which 
account for approximately 72% of the recovered MMAE. 
The rest of MMAE was recovered in urine [29]. Multiple MMAE 
metabolites following brentuximab vedotin administration 
in patients were identified in feces and urine; however, they 
were at very low levels and only detectable in highly concen-
trated samples [30]. These data suggest that, for DM1 and 
MMAE, the liver is the major elimination organ and ADCs 
releasing these drug species should be considered for the 
evaluation of relationship of hepatic function and drug 
exposure during clinical development.

5.7 CLINICAL PK

Many ADCs that are currently being evaluated in humans 
are a heterogeneous mixture consisting of various fractions 
of ADCs with different DARs and often a small amount of 
unconjugated antibody. Ideally, each individual species is 
monitored in the biological matrices due to its potentially 
different PK and PD (pharmacodynamic) and relationship to 
antitumor activity and safety; however, there are technical 
challenges to do so and current practices are to monitor three 
major analytes: the ADC that accounts for the conjugated 
mAb (or alternatively, antibody‐conjugated cytotoxin), total 
antibody (TAb) that consists of both conjugated and uncon-
jugated mAb, and unconjugated drug. Additional drug 
species, such as the metabolites of the release drug or catab-
olism products, may be evaluated if warranted based on 
 preclinical and clinical data.

The typical PK profiles of ADC and TAb are generally 
similar to those of other antibody‐based therapeutics. 
Maximum blood concentrations are achieved at the end of 
infusion following IV administration and a multiexponential 
decline in concentration with terminal half‐lives in the range 
of days is typically observed. The volumes of distribution 
are usually close to the plasma and interstitial fluid volume. 
TAb concentrations are theoretically higher than those of the 
ADC and may appear to decline more slowly. Given the sim-
ilarity of PK profiles between TAb and ADC, evaluation of 
both may not always be necessary in late‐stage studies and 
one of them may be dropped or reduced if justified. The 
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released small molecule drug usually displays formation‐
limited kinetics with an apparent terminal half‐life similar to 
that of the ADC, although this does not necessarily have to 
be the case. The difference in exposure between ADCs and 
released drug is very large, often in the range of 100–1000‐
fold when compared using the same molar concentration 
unit [26, 48]. The typical PK profiles of the abovementioned 
analytes and their relationship are shown in Figure 5.3.

As discussed earlier, the potential impact of DDI and 
organ impairment on ADC PK should be considered for eval-
uation given the high likelihood of concomitant use of other 
medicines and relatively severe conditions in the patient pop-
ulations. The DDI potential for ADCs is potentially two-
fold—one related to the antibody and target properties of 
ADC, much like other therapeutic proteins, and the other 
related to the released drug, similar to other classic small 
molecule drugs [17, 49–51]. The DDI related to the former 
has been discussed in more detail and is not further expanded 
here. The latter can be found with extensive coverage in 
related literature. With only two approved ADCs on the U.S. 
market and many of the ADCs in clinical development 
employing the same or similar chemotherapy types as shown 
in Table  5.1, very limited preclinical and clinical data are 
available. For brentuximab vedotin, a clinical DDI study was 
conducted and the data suggested that brentuximab vedotin 
did not affect midazolam exposures and unconjugated MMAE 
exposures were 31–46% lower with rifampin and 34–73% 
higher with ketoconazole [29]. As expected, brentuximab 
vedotin ADC exposures were unaffected by concomitant 
rifampin or ketoconazole. Since the small molecule drug is 
typically eliminated through liver and/or kidney, its expo-
sures might be elevated in patients with organ impairments. A 
clinical excretion study with brentuximab vedotin showed 
that MMAE was excreted primarily via feces with the rest via 
urine when dosed as ADC [29]. Results are not yet available 

from the clinical studies in patients with hepatic impairment 
for both brentuximab vedotin and T‐DM1, although both are 
currently under investigation. Preliminary data suggested 
that mild or moderate renal impairment did not meaningfully 
affect the brentuximab vedotin ADC PK and severe renal 
impairment (creatinine clearance <30 mL/min) may be 
 associated with an increase in the unconjugated MMAE 
exposures [52].

In summary, the clinical PK of ADCs have been evaluated 
for multiple analytes due to the complex nature of ADC 
 construct and all the common considerations in PK, DDI, 
and organ impairment for therapeutic proteins and small 
molecule drugs should be applied to ADC drug development.

5.8 PK AND PK/PD MODELINg FOR ADCs

An exposure–response relationship exists for all therapeutic 
proteins and small molecule drugs. During drug development, 
it is important to determine this relationship in order to guide 
first‐in‐human study designs based on preclinical data, and 
to identify the optimal dose regimens in the target diseases 
and patient populations. ADCs are no exception to these 
considerations and, on the contrary, given their complex PK 
and MOA, a more mechanistic approach is warranted in 
order to fully evaluate and identify the critical factors in 
understanding ADC PK/PD relationship.

First, it is critical to comprehend the complex PK charac-
teristics ADCs display. As discussed earlier, most of the 
current ADCs in clinical development are a defined heteroge-
neous mixture of ADCs with different DARs. Once adminis-
tered, the relative proportion of each DAR species changes 
due to deconjugation process and differential clearance, 
resulting in a decrease in average DAR over time [27, 53]. 
These changes may impact the PK of various measured ana-
lytes and, more importantly, the amount of small molecule 
payload delivered to the target‐expressing cells at a given 
time. Ideally, these processes should be taken into account in 
a mechanistic PK or PK/PD model, especially for ADCs with 
longer circulating half‐lives, as the effect could occur at later 
times. However, there are challenges in model implementa-
tion since individual DAR species are not often measured in 
the biological samples. For ADCs with short circulating half‐
lives, either due to target‐mediated drug  disposition (TMDD) 
or other reasons, an assumption of minimal deconjugation 
and differential clearance might be reasonable for the short 
duration of measurable drug exposure.

Multiple modeling efforts have been attempted to incor-
porate the deconjugation process and/or nonlinear clearance 
in ADC PK models. Chudasama et al. developed a semi-
mechanistic population PK model to characterize T‐DM1 
concentration–time profiles in patients [54]. In their model, 
a series of transit compartments were used to describe the 
deconjugation process from higher to lower DARs and all 
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DAR species were assumed to have the same disposition 
parameters. Using rat and monkey PK data, where the 
 concentrations of different T‐DM1 DAR species were mea-
sured, a similar model suggested that the higher DAR species 
(≥3) deconjugated faster than those lower DAR species and 
were the slowest when DAR = 1 [55]. Model simulations 
suggest when dosed once every 3 weeks, the average DAR is 
close to 1 at steady‐state Ctrough. Following the same 
approach and using an MMAE‐conjugated ADC, Lu et al. 
found that a Weibull model best described the deconjugation 
rate constant change with DAR when fitting to monkey PK 
data [56]. Given the nonlinear clearance observed with some 
ADCs, it is expected that the TMDD model commonly used 
for mAb may be extended to ADC. A full mechanistic PK 
model encompassing all major processes of ADC distribu-
tion, binding, and elimination of different DAR species was 
proposed and multiple approximations were applied to sim-
plified the model based on different assumptions [57]. Such 
models were able to describe the simulated T‐DM1 PK data. 
It is conceivable that as ADC doses continue to move lower 
with more potent small molecule payloads or in a disease 
where the ADC targets are abundant and/or well perfused, 
nonlinear ADC clearance due to TMDD will be more fre-
quently observed and such models more commonly applied.

Since ADCs are administered directly into the circulation, 
multiple processing steps are involved for an ADC to kill 
targeted cells [36]. The key processes are (i) distribution to 
the site of action (e.g., tumor for an oncology application); 
(ii) binding to the specific antigen target on the cell surface; 
(iii) internalization of the antigen target–ADC complex into 
cells; (iv) intracellular release of the potent small molecule 
payloads through degradation of the ADC and/or cleavage of 
the drug linker; and (v) interference of a critical cellular 
machinery to cause cell death. The ultimate driver of the 
pharmacologic effects of ADCs is the intracellular unconju-
gated drug concentrations. The antibody portion of an ADC 
can also confer pharmacological activities, but because of 
the intrinsically high potency of an ADC, the concentrations 
of circulation ADC typically are lower than those needed to 
engage antibody‐mediated pharmacology. Given the mul-
tiple steps between ADC administration and small molecule 
drug release, the plasma drug exposure may not be a good 
surrogate of the target tissue exposure for ADCs. Therefore, 
a mechanistic approach is needed to account for the key 
steps as discussed above and to understand the PK/PD rela-
tionship of an ADC and its antitumor effect.

Based on the MOA, the following factors should be 
 considered in mechanistic PK/PD models for ADCs:

 • The DAR and stability of the ADC drug linker in 
circulation

 • The accessibility of the sites of action to ADC, for 
example, leukemia versus lymphoma versus solid tumors

 • The size of the tumor or disease burden

 • The abundance and production rate (or turnover rate) of 
the cell surface target

 • The binding affinity (or k
on

 and k
off

) of the ADC to its 
target and, upon binding, the rate of internalization and 
release of the small molecule drug

 • The rate associated with the drug diffusion into and out 
of cells and tissues, binding and disassociation to its 
intracellular target

 • The distance of the target‐expressing cells from 
microvasculature

 • The change in disease burden following treatment and 
the resulting altered total target amount.

In a PK/PD model developed using published brentuximab 
vedotin preclinical and clinical data, Shah and colleagues 
have demonstrated that multiscale PK and PD data are needed 
to successfully build a mechanistic PK/PD model for an ADC 
and the model can be used to describe all in vitro and in vivo 
data and predict clinical responses [58]. Some of the key fea-
tures of the mechanistic ADC PK/PD model include simulta-
neous characterization of the blood PK of both ADC and the 
released small molecule payload, deconjugation of the pay-
load from ADC in circulation and tissues, incorporation of 
both surface and vascular exchange for ADC and payload 
distribution between central and tumor compartments, 
receptor binding and internalization of ADC into cells and 
intracellular payload release, and tumor intracellular payload 
concentration‐driven cell kill and tumor shrinkage. In a 
subsequent publication, Shah further validated the mecha-
nistic PK/PD model for its ability to a priori predict tumor 
concentrations of ADC and the released payload [59]. Model 
simulations and sensitivity analyses suggest that the deconju-
gation process and tumor size may contribute to the released 
payload exposure in blood and tumor. Given the nonlinearity 
involved in many of the ADC PK and PD processes, it was of 
no surprise for the analyses to reveal that the sensitivity of 
certain parameters is dose dependent. Additional improve-
ment to the PK/PD model could potentially be made by 
including the more mechanistic deconjugation and clearance 
processes as discussed above on ADC PK model development. 
Nonetheless, the mechanistic PK/PD model developed pro-
vides a useful tool for translating preclinical experimental 
data to clinical predictions and for evaluating alternative 
ADCs during preclinical lead selection and optimization. 
More details in modeling methods and strategies are  discussed 
in a separate chapter.

5.9 SUMMARY

ADC technologies utilize the specificity that antibodies 
bring and the potency of the small molecule drug to deliver 
a highly active agent to target‐expression cells and minimize 
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systemic exposure to this agent. Successes in marketing 
approval and current clinical development have demon-
strated the unique place of ADCs in the treatment of cancers 
and potentially other diseases. ADCs are a complex drug 
modality and careful considerations and evaluations of many 
of the ADME and PK/PD properties are required to fully 
achieve their potential and realize the promises ADCs can 
bring. A number of these factors have been discussed and a 
summary of some of the attributes for ADCs in comparison 
to mAb and small molecule drug is provided in Table 5.3 for 
reference.
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6.1 INTRODUCTION

Although oral administration is generally preferred in drug 
therapy, protein drugs cannot be delivered orally to patients 
due to rapid degradation in the acidic and protease‐rich 
 environment in the gastrointestinal (GI) tract. Therefore, 
 thera peutic proteins can only be injected by parenteral 
routes, including intravenous (IV) and subcutaneous (SC) 
injection. Currently, IV administration is the most common 
route for delivering protein drugs to patients. However, it 
requires trained and skilled nursing personnel to perform the 
IV injection in a clinical setting. In addition to long infusion 
time (30–90 min), IV administration is often associated with 
the risks of infection, clot formation in blood circulation 
(thromboembolic events), and other related side effects. 
In view of the disadvantages associated with the IV injection, 
it is highly desirable for therapeutic proteins to be self‐ 
administered SC by patient themselves providing conve
nience for patients and improving the quality of life and 
treatment adherence. As a result, more protein drugs have 
been approved for SC administration in recent years offering 
an alternative to current practice of IV administration [1].

While SC administration represents an attractive route 
of drug delivery for protein drugs, our knowledge of 
the underlying mechanisms of SC absorption as well as the 
factors that govern the rate and extent of SC absorption is 
still limited. Following SC administration, drugs can be 
transported from the injection site to the blood circulation 

directly via blood capillaries and indirectly via the lymphatic 
capillaries (Fig.  6.1). Depending on the molecular weight 
(size) and biophysical properties of proteins, the relative 
contribution of blood capillary‐mediated transport versus 
lymphatic capillary‐mediated transport to the overall SC 
absorption may vary significantly. It is generally believed 
that the lymphatic system plays a quantitatively more impor
tant role in the absorption of protein drugs with a molecular 
weight of greater than 20–30 kDa after SC administration 
[2–4]. However, this general belief has recently been chal
lenged by some scientists, who believe that direct uptake of 
protein drugs from the interstitial space into blood capillaries 
plays a quantitatively more important role than lymphatic 
capillaries in SC absorption [2–4].

Bioavailability of protein drugs after SC administration 
is quite variable ranging from 20% to 95% [4, 5]. Some pro
tein drugs have an almost complete bioavailability, while 
others have poor bioavailability. One possible source of 
the  variation in the bioavailability of protein drugs is the 
difference in presystemic catabolism of proteins in the 
interstitial space and/or during the transport in lymphatic 
vessels after SC administration. However, our knowledge of 
protein catabolism is also limited. This chapter provides an 
overview of current knowledge of the processes of protein 
absorption after SC administration. In addition, the under
lying mechanisms that govern the SC absorption as well as 
the factors that influence the SC absorption will also be 
discussed.
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6.2 PHYSIOLOGY OF SUBCUTANEOUS TISSUE

Subcutaneous tissue, also known as hypodermis, is located 
beneath the skin. The hypodermis consists primarily of loose 
connective tissue and lobules of fat, and is highly vascular. 
Types of cells that are found in the SC tissue are fibroblasts, 
adipose cells, and macrophages. Blood vessels are exten
sively distributed throughout the SC tissue forming an 
intensive network [6]. In addition, lymphatic capillaries are 
also extensively distributed in the SC tissue in close 
proximity to blood capillaries and form a lymphatic network 
that mirrors the blood network. The structural characteristics 
of blood capillaries that connect arterioles and venules are 
similar in all SC tissues. The walls of blood capillaries are 
composed of one‐cell thick layer without smooth muscle. 
The unique structure of blood capillaries enables the 
exchange of plasma constituents between the blood and the 
tissues surrounding them.

At the end of blood arterioles, water and many constitu
ents of plasma, including many proteins, are forced out the 
wall of blood capillaries by hydrostatic pressure through the 
endothelial pores to interstitium forming interstitial fluid. 
Reversely, the osmotic pressure drives water and interstitial 
proteins back into the venous and lymphatic capillaries. 
In adult humans, every day approximately 20 L of plasma is 
filtered through blood capillaries. Approximately 17 L of the 
filtered plasma water get reabsorbed directly into the blood 
vessels, while the remaining 3 L of interstitial fluid including 
proteins is reabsorbed into lymphatic capillaries before 
returning into the blood circulation [6]. Therefore, the main 
driving forces for the interstitial transport of protein drugs 

are the hydrostatic and osmotic pressures that occur among 
blood capillaries, interstitium, and lymphatic capillaries.

The lymphatic system, composed of lymphatic capil
laries, collecting vessels, lymph nodes, lymph trunks, and 
lymph ducts, is a circulation network throughout the body 
[6]. Lymph forms when interstitial fluid (plasma water and 
proteins) moves into lymphatic capillaries. The lymph then 
drains from the capillaries into collecting vessels passing 
through one or more lymph nodes, where the lymph then 
drains into large lymph trucks, which in turn leads into the 
lymph ducts. Eventually, the ducts return the lymph back 
into the blood circulation at subclavian vein, completing the 
circuit of lymph transport (the cycle of plasma‐tissue fluid‐
lymph circulation). In humans, there are two drainage areas 
that make up the entire lymphatic system. Lymph from the 
head and neck, right arm, and upper right trunk enters the 
circulation via the right lymph duct at the right subclavian 
vein. Lymph from all other regions of the body drains into 
the blood at the joining of the left subclavian vein and left 
jugular vein, below the collar bone via the left lymph duct, 
also known as thoracic lymph duct [6].

Unlike the blood circulation, the lymphatic system is not 
a closed system. The anatomic structures of the lymphatic 
capillaries are markedly different from those of blood capil
laries. The walls of blood capillaries are composed of a 
sealed endothelium with tight junctions that allow small 
molecules but limit large molecules to freely diffuse. On the 
other hand, lymphatic capillaries have discontinuous 
basement membranes and lack tight junctions between their 
endothelial cells. The estimated distance of intercellular 
junction of lymphatic capillaries varies from about 50 nm to 
several micrometers [6–8]. Because of the differences in the 
vascular architecture, molecules that are smaller than 5 nm 
are preferentially absorbed into the blood capillaries, while 
larger molecules that are greater than 10 nm are favorably 
absorbed from the interstitium into the more porous 
 lymphatics after SC injection [2].

In summary, the SC tissue is highly vascular and filled 
with the networks of blood and lymphatic circulation. 
Because of the distinct differences in the structure of walls 
between blood and lymphatic capillaries, it is generally 
believed that most of the plasma water that is filtered out 
from the blood is reabsorbed from the interstitial space into 
blood circulation via blood capillaries, while the plasma 
 proteins that are forced out the blood circulation are 
 reabsorbed through the lymphatic capillaries.

6.3 INTERSTITIAL TRANSPORT FROM SC 
INJECTION SITE

A SC injection is given as a bolus into the interstitial area of 
hypodermis, which is filled with the networks of blood and 
lymphatic circulations. After SC administration, therapeutic 
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FIGURE  6.1 Scheme of SC absorption of protein drugs via 
blood capillary‐mediated and lymphatic capillary‐mediated trans
port into the systemic circulation.
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proteins must be transported from the injection site through 
interstitial space of the SC tissue to the blood and/or lym
phatic capillaries before being absorbed into the systemic 
circulation. The interstitium can be divided into two com
partments: the interstitial fluid and the solid extracellular 
matrix, which consists of a fibrous collagen network 
embedded in a gel of proteoglycans that are proteins heavily 
glycosylated with glycosaminoglycan. Thus, the interstitium 
is a mixture of fluid space and solid barrier that buffers 
 diffusive and convective forces. As aforementioned, the 
main driving forces for the interstitial transport of therapeutic 
proteins are the hydrostatic and osmotic pressures. In 
addition to the main driving forces, the molecular size 
(weight) and biophysical properties of therapeutic proteins 
also play an important role in the interstitial transport.

Molecular size of therapeutic proteins plays an important 
role in the rate of the interstitial transport. In an in vitro 
study, the diffusion coefficient of macromolecules with 
 variable molecular size was measured in a cell–collagen 
matrix model by using the method of fluorescence correla
tion  spectroscopy. The results suggested that the diffusion 
coefficients of biomolecules were inversely correlated 
with molecular weight and size [9]. The mean diffusion 
coefficient of Alexa488‐dextran (10 kDa), FITC‐dextran 
(40 kDa), and Alexa488‐IgG (immunoglobulin G) (150 kDa) 
was 81.7, 44.7, and 29.6 µm2/s, respectively, while the 
corresponding mean value of Stokes radius (hydrodynamic 
radius) was 3.56, 6.52, and 9.84 nm. These results are 
 consistent with the notion that the collagen network and 
 proteoglycans in the interstitium serve as physiological 
 barriers to protein transport after SC administration.

While molecular size is an important factor that governs 
the rate of interstitial transport of proteins, electric charge of 
therapeutic proteins can also influence their interstitial trans
port from the SC injection site to blood and lymphatic capil
laries. Collagen is positively charged at physiological pH, 
while proteoglycans are highly negatively charged. Overall, 
there is a net negative charge in the interstitium [6]. Using an 
in vivo mouse model that can directly measure the interstitial 
transport rate of macromolecules, the interstitial velocity of 
anionic dextran (3k‐An‐Dx; 3 kDa) was estimated to be 
42 µm/s, while the interstitial velocity of neutral dextran 
(3k‐Dx; 3 kDa) was 34 µm/s [10]. The anionic dextran moves 
at a higher velocity through the interstitium than the neutral 
molecule.

One of the disadvantages of SC administration is the 
 limitation of drug injection volume. Because of the solid 
structure of extracellular matrix in hypodermis, the maximum 
allowable drug volume for SC injection is 2 mL. When the 
drug volume of SC administration is greater than 2 mL, the 
general practice is that the dose must be divided into two or 
three syringes to administer at different sites. To overcome 
the volume limitation, a fully human recombinant DNA‐
derived hyaluronidase enzyme (rHuPH20) has been developed 

to temporarily modify the structure of hypodermis by hydro
lyzing hyaluronan [11]. Because of rapid turnover rate, the 
loss of hyaluronan can be restored rapidly by resynthesis. 
Within 24 h of the injection of rHuPH20, the interstitial 
matrix structures are restored without histologic alterations 
or signs of inflammation [12].

In order to deliver a larger amount of dose to patients, SC 
formulations coformulated with rHuPH20 are currently 
under investigation for rituximab and trastuzumab [13, 14], 
and their clinical use have recently been approved in EU. In 
a clinical phase 1b study, 375–800 mg/m2 of rituximab was 
delivered SC in a volume of 4.4–15 mL, when coformulated 
with rHuPH20 [14]. The increased injection volume is most 
likely due to an increased interstitial fluid volume at the 
injection site resulting from the rHuPH20‐induced transient 
disruption of solid extracellular matrix. Therefore, rHuPH20 
can be used as a special agent to increase injection volumes 
of therapeutic proteins for SC injection. Because the 
treatment of rHuPH20 can transiently widen the channels 
between collagen fibers and thereby increase the hydraulic 
conductivity of interstitium, it is hypothesized that treatment 
with rHuPH20 may increase the rate and extent of SC 
absorption of therapeutic proteins. However, at the current 
time, there are still limited clinical data to support this 
notion, especially on the increase of bioavailability.

In summary, there are many factors that can influence the 
SC absorption of therapeutic proteins. Molecular size and 
electric charge are known to influence the interstitial trans
port and thereby affect the absorption of protein drugs after 
SC administration. One drawback of SC administration is 
the limitation of drug injection volume. Hyaluronidase, such 
as rHuPH20, can be used as a special agent to transiently 
disrupt the solid extracellular matrix at the injection site and 
increase the injection drug volume.

6.4 RELATIVE ROLE OF BLOOD AND 
LYMPHATIC SYSTEMS IN SC ABSORPTION

Unlike the blood system that is a closed system, with the 
heart as its central motor, the lymphatic vessels do not form 
a closed circulatory system. There is no central pump and 
lymphatic vessels produce their own propulsion force via 
smooth musculatures. Because of the lack of central pump, 
the flow rate of lymph is approximately 100–500 times 
slower than the blood flow rate [6]. For example, the hepatic 
blood flow is in the range of 300–400 mL/min in dogs, while 
the thoracic lymphatic flow is about 1.5 mL/min in the dog 
under normal condition [15]. The slow lymphatic flow is one 
of the causes responsible for the prolonged time (T

max
) to 

reach the peak concentration following SC administration of 
therapeutic proteins.

Lymphatic capillaries generally possess a more irregular 
and wider lumen than blood capillaries. The most unique 
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structural feature of lymphatic capillaries is the 
discontinuity of the capillary wall and the ends of endothe
lial cells are overlapping. The lymphatic capillaries are 
generally observed in a partially or fully collapsed state. 
An increase in interstitial pressure causes these junctions to 
open, thereby permitting the passage of interstitial water 
and proteins into the lymphatic capillaries. In other words, 
osmotic pressure is the main driving force causing lym
phatic filling. The openings of lymphatic capillary walls 
have been estimated to be in the range of 15–20 nm to sev
eral micrometers [16]. In contrast, the walls of blood capil
laries consist of continuous one‐cell layer of endothelium 
with loose cell–cell junctions, which permit the exchanges 
of plasma constituents between the blood and the intersti
tial fluid. The physiological upper limit of pore size in the 
walls of nonfenestrated blood capillaries is approximately 
5 nm [17].

Following SC injection, drug molecules can be absorbed 
either by the blood capillaries or by lymphatic capillaries, or 
by a combination thereof. In view of the structural differ
ences in the capillary walls between blood and lymphatic 
capillaries, it is expected that the lymphatic capillaries may 
play a quantitatively more important role in the absorption of 
large molecular protein drugs as compared to blood capil
laries after SC administration, while small molecular com
pounds, particularly for lipophilic compounds, will be 
predominately absorbed by the blood capillaries. Therefore, 
the relative contribution of blood or lymphatic capillaries to 
the overall SC absorption of protein drugs may vary signifi
cantly depending on their molecular size as well as biophysi
cal properties.

The role of lymphatics in SC absorption of therapeutic 
proteins has been the subject of intensive investigation. 
Using the lymphatic‐cannulated sheep model, the role of 
lymphatics in SC absorption has been evaluated by measuring 
the cumulative recovery of therapeutic proteins in popliteal 
lymph [18]. The combined results from a number of studies 
have demonstrated a positive relationship between the 
molecular weight and cumulative recovery in lymph after 
SC administration (Fig. 6.2). In this sheep model, small and 
large molecule compounds were injected SC into the inter
digital space of the hind limb, and the peripheral lymph from 
the popliteal lymph vessel in close proximity to the injection 
site was collected for measuring the recovery of adminis
tered dose [16, 18]. As shown in Figure 6.2, the cumulative 
recovery of the administered dose in lymph increased with 
increasing molecular size. Proteins with a molecular weight 
exceeding 20–30 kDa are preferentially absorbed by lym
phatic system, while the SC absorption is almost completely 
via the lymphatic transport for proteins with a molecular 
weight of greater than 50–60 kDa. These results strongly 
suggest that the fraction of dose absorbed by lymphatic cap
illaries after SC administration increases as the molecular 
weight of proteins increases.

Although it is generally believed that lymphatic transport 
plays a quantitatively more important role in the absorption of 
therapeutic proteins following SC administration, the general 
belief has been challenged by Kagan et al. [19]. Based on the 
results of a rat study, the investigators claimed that lymphatic 
capillaries played only a minor role in SC absorption of pro
teins. In this study, bovine insulin (5.6 kDa), recombinant 
human erythropoietin (rhEPO) alfa (30.4 kDa), and bovine 
albumin (66 kDa) were used as model compounds. The 
cumulative amount of insulin, erythropoietin, and albumin in 
lymph collected from the thoracic duct‐cannulated rats was 
very low after SC administration, ranging from 0.07% to 2.0% 
dose. Because the cumulative lymph recovery of insulin, 
erythropoietin, and albumin after SC administration was so 
low, the investigators concluded that the proteins were 
absorbed directly by the blood capillaries while the lymphatic 
capillaries did not significantly contribute to the SC absorption 
of proteins [19]. Similarly, low recovery of therapeutic pro
teins has also been reported by other investigators. Kojima et 
al. reported that the recovery of recombinant human tumor 
necrosis factor (17 kDa) from the thoracic duct‐cannulated 
rats was only 0.03% [20]. Apparently, the role of lymphatic 
system in SC absorption of protein drugs appears to be much 
less important in rats than sheep.

However, as opposed to the Kagan’s report, a reasonably 
good recovery of proteins from the thoracic duct‐cannulated 
rats has been reported by Wang et al. [21]. Approximately 
30% of the dosed PEG30‐EPO (~60 kDa) was recovered in 
the lymph collected from thoracic duct‐cannulated rats. On 
the other hand, the bioavailability of PEG30‐EPO (~60 kDa) 
was 38% in noncannulated rats following SC administration, 
while 10% in the thoracic duct‐cannulated rats. It is of 
interest to note that the recovery of dose (30%) collected 
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from thoracic duct lymph is in good agreement with the 
difference (28%) in the bioavailability of PEG30‐EPO bet
ween the noncannulated and thoracic duct‐cannulated rats. 
These results suggest that lymphatic capillary‐mediated 
absorption accounted for approximately 80% of the bio
availability of PEG30‐EPO after SC administration. 
Similarly, a reasonably good lymph recovery from the 
thoracic duct has also been reported for PEGylated polymers 
in rats [22]. The partial 30‐h lymph recovery of the PEGylated 
polymer (Lys

16
 [PEG

2000
]

32
) was 29% after SC administration 

in rats. The PEGylated polymer has a molecular weight of 
68 kDa and a radius of 6.7 nm. Moreover, in a recent study, 
the partial 30‐h lymph recovery of trastuzumab (150 kDa) 
from the thoracic duct in rats was about 27% after SC 
administration [23]. The results of the above rat studies 
clearly suggest that the lymphatic uptake contributes signif
icantly to the SC absorption of therapeutic proteins in rats.

The apparent discrepancy can be attributed to the differ
ences in SC injection sites used in these studies. For small 
animals such as rats, it is technically difficult to collect 
lymph from peripheral lymphatic vessels near the region 
where protein drugs are SC injected, and the thoracic duct 
just above cisterna chyli has been the only site used for 
lymph collection. Depending on the site of SC injection, the 
recovery of proteins from the thoracic duct may vary mark
edly due to the complicated network of lymphatic circulation 
in rats. The routes of lymphatic drainage in rats have been 
mapped in detail by Tilney [24]. As shown in Figure  6.3, 
lymph in the upper region of rat left hind leg is drained into 
the lymphatic vessels that pass through inguinal and axillary 
lymph nodes and eventually enters blood circulation via the 

subclavian duct, bypassing the thoracic duct. On the other 
hand, lymph in the lower region of rat left hind leg is mainly 
drained into the lymphatic vessels that pass through popli
teal and lilac lymph nodes and enters blood circulation via 
the thoracic duct, while a small fraction of lymph from the 
lower region of rat hind leg still travels down the inguinal 
node‐subclavian duct pathway.

Not surprisingly, in the Kagan’s and Kojima’s studies, the 
proteins were SC injected in the upper region of rat hind leg 
[19, 20]. In contrast, the proteins were injected in the lower 
region of rat left hind leg for those rat studies with reason
ably good lymph recovery from the thoracic duct [21–23]. 
Clearly, the discrepancy in the lymph recovery of proteins in 
rats can be explained by the difference in the SC injection 
site. Therefore, the hypothesis that the lymphatic uptake 
does not significantly contribute to the SC absorption of 
therapeutic proteins in rats is not valid.

It is of interest to note that even in the thoracic duct‐ 
cannulated rats, the bioavailability of PEG30‐EPO was 
about 10% after SC administration [21]. It is not entirely 
clear whether the 10% bioavailability of PEG30‐EPO in the 
thoracic duct‐cannulated rats was absorbed into the systemic 
circulation directly via blood capillaries, or indirectly via 
lymphatic capillaries. As shown in Figure  6.3, a small 
fraction of proteins may be absorbed by lymphatic capil
laries and enter the systemic circulation via the inguinal 
lymph node‐subclavian duct pathway that bypasses the 
thoracic duct when proteins are given SC at the lower region 
of rat left hind leg. Since PEG30‐EPO was given SC at the 
lower region of rat left hind leg, the 10% SC bioavailability 
of PEG30‐EPO in the thoracic duct‐cannulated rats is likely 
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due to a small fraction that bypassed the thoracic duct after 
SC administration, rather than direct uptake by blood capil
laries. Given the fact that the physiological upper limit of 
pore size in the capillary walls of blood capillaries in SC 
tissues is approximately 5 nm [17], and the molecular weight 
of PEG30‐EPO (~60 kDa, with 30 kDa PEG), it is very diffi
cult, if not impossible, that PEG30‐EPO can pass through 
the blood capillary wall and enter into blood circulation.

In addition to the site of SC injection, the amount of 
 protein recovered in lymph can be dramatically different 
depending on the site of lymph collection. In a study, the 
pharmacokinetic (PK) of human growth hormone (hGH; 
22 kDa) was investigated in sheep following IV and SC 
administration [25]. The bioavailability of hGH following 
SC administration in sheep was calculated to be 58%. The 
fraction of the administered hGH collected in peripheral 
(popliteal duct) lymph was 61.7%, whereas only 8.6% was 
collected in central (thoracic duct) lymph. The dramatic 
difference in the fraction of recovery between the peripheral 
and central lymph suggests a loss of hGH during lymphatic 
transport. Although the investigators speculated that the loss 
of hGH was likely due to a process of clearance (protein 
catabolism) during the lymphatic transport, it requires 
further study to explore the mechanism underlying the 
difference in the lymph recovery.

Recently, the role of neonatal Fc receptor (FcRn) binding 
in the SC absorption of IgG monoclonal antibody (mAb) has 
been investigated. In a preclinical study, the PK of 7E3, a 
model IgG mAb, was studied following IV and SC 
administration to wild‐type and FcRn‐deficient mice [3]. 
The SC bioavailability of 7E3 was reduced significantly 
from 82.5% in wild‐type mice to 28.3% in FcRn‐deficient 
mice. These results strongly suggest that FcRn plays an 
important role in determining the SC bioavailability of IgG 
mAbs in mice. However, it is not entirely clear whether the 
effect of FcRn on the SC bioavailability of 7E3 is due to 
FcRn‐mediated protection from catabolism, or due to FcRn‐
mediated transport from the injection site to blood circulation.

In another preclinical study, the PK and lymph recovery 
of trastuzumab from the thoracic duct‐cannulated rats over 
30 h were characterized after IV and SC administration [23]. 
A kinetic model containing peripheral and central lymph 
compartments as well as a central blood compartment with a 
saturable process of FcRn binding was used to fit all the 
plasma and lymph concentrations of trastuzumab after IV 
and SC administration in rats. The model‐estimated 
 bioavailability of trastuzumab after SC administration in rats 
was 85%, which is in agreement with the observed bioavail
ability (78%) in rats after IV and SC administration. Based 
on the proposed kinetic model, approximately 53% of the 
trastuzumab dose was absorbed by lymphatic capillaries into 
peripheral lymph compartment, while about 32% of the dose 
was directly absorbed by blood capillaries via the FcRn‐
binding process into the central compartment of blood 

circulation. However, the underlying mechanism of FcRn 
binding for the absorption of mAbs from the SC injection 
site into the blood circulation remains unknown.

Similarly, a PK model that included the FcRn binding as 
part of the SC absorption was also developed for the SC 
absorption of rituximab in rats [26]. The SC bioavailability 
of rituximab in rats decreased with increasing dose. The SC 
bioavailability of rituximab was approximately 70% at 1 mg/
kg, while 18% at 40 mg/kg. The investigators speculated that 
the dose‐dependent SC absorption of rituximab may be due 
mainly to a saturable FcRn binding. Based on the proposed 
PK model, the transport rate constant of the FcRn–rituximab 
complex directly to the blood circulation system was 
 estimated to be 0.29/day, while the lymph transport rate 
constant of free rituximab was estimated to be 0.209/day 
after SC administration at the middle abdomen. Based on the 
model simulations, the investigators suggest that the FcRn 
binding plays an important role in the SC absorption of 
rituximab in rats. However, the validity of the underlying 
mechanism of a kinetic model cannot just rely on the model 
predictions without external validation.

In summary, it is generally believed that the lymphatic 
capillaries, rather than the blood capillaries, play a quantita
tively more important role in the SC absorption of protein 
drugs with a molecular weight of greater than 20–30 kDa. 
The general belief is consistent with the fact that the 
physiological upper limit of pore size in the walls of blood 
capillaries is approximately 5 nm. Recently, it has been pro
posed that FcRn binding may play an important role in the 
SC absorption of IgG mAbs. However, the underlying mech
anism of the effect of FcRn binding on the SC absorption of 
IgG mAbs remains unknown. Further studies are required to 
explore the role of FcRn on SC absorption of mAbs.

6.5 PRESYSTEMIC CATABOLISM IN SC 
ABSORPTION OF PROTEINS

Although the underlying mechanisms for the SC absorption of 
therapeutic proteins and oral absorption of conventional small 
molecule drugs are quite different, the PK principles are 
equally applicable to the absorption of large and small mole
cules. When given orally, small drug molecules are absorbed 
from the small intestine to the systemic circulation via the 
liver. During the first passage through the intestine and liver, a 
fraction of drug molecules may be subject to hepatic and 
intestinal metabolism. The phenomenon of hepatic and 
intestinal metabolism during the process of absorption is 
referred to as hepatic and intestinal first‐pass metabolism, also 
known as presystemic metabolism. Thus, presystemic metab
olism has to be taken into consideration when estimating the 
oral bioavailability, which is defined as the fraction of an 
administered dose of small molecule drug that reaches the 
systemic circulation.
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Like small molecule drugs, the SC bioavailability of a 
protein drug is also defined as the fraction of an adminis
tered dose of the protein drug that reaches the systemic blood 
circulation. During absorption, a fraction of the adminis
tered therapeutic proteins may also be subject to presystemic 
metabolism (catabolism) in the interstitium before it reaches 
the lymphatic capillaries. In addition, a fraction of protein 
drugs may also be degraded in lymphatic vessels during pro
tein transport before it enters blood circulation. If a protein 
drug is catabolically stable and not degraded, the adminis
tered dose of the protein drug should be completely absorbed 
from the injection site because the dose is directly injected 
into the SC tissue and there is no physiological limitation on 
the duration that it can be absorbed. Therefore, in theory, the 
bioavailability of a catabolically stable protein drug should 
be 100% after SC administration.

Following SC administration, protein drugs exhibit a 
wide range of bioavailability in animals and humans, rang
ing from 20% to 100% [4, 5, 16]. The poor bioavailability of 
some therapeutic proteins strongly suggests that a significant 
fraction of these proteins may be degraded before or during 
lymphatic transport. Lymphatic transport of proteins travels 
a long way through a successive number of lymph nodes 
before it reaches the blood circulation. Although the walls of 
lymphatic vessels are open without cell–cell junctions, lym
phatic fluid can only flow into but not out of the lymphatic 
vessels due to their unique structures. In an in vitro study, the 
leakage of hydrophilic FITC‐dextran 12,000 (12 kDa) from 
the intraluminal space of isolated lymph vessels was found 
to be only minimal, while FITC‐dextran 71,000 (71 kDa) did 
not leak out of the lymphatic wall [27]. Similarly, no leakage 
of macromolecules has been demonstrated in vivo. When 
131I‐albumin was infused directly into a lymphatic vessel of 
dog leg, the albumin was returned virtually without loss to 
the blood circulation via thoracic duct [28]. Together, these 
results suggest that the low bioavailability of some protein 
drugs is not due to the leakage during lymphatic transport.

The low bioavailability of some therapeutic proteins is 
likely due to protein degradation in the interstitium in the 
region of SC injection site as well as in lymphatic vessels 
during the protein transport. The potential of protein degra
dation during lymphatic transport was first proposed by 
Charman and coworkers [25]. In a study in sheep, the 
fraction of hGH collected in peripheral lymph (popliteal 
duct) draining from the injection site was 61.7%, while 
8.6% in central lymph (thoracic duct) after SC administration 
at the interdigital space of sheep. The authors speculated 
that the dramatic difference in the fraction of recovery bet
ween the popliteal duct and thoracic duct was most likely 
due to the “clearance” (protein degradation) within the 
 lymphatic vessels.

Recently, Wang et al. have conducted an in vitro study to 
explore the potential of protein catabolism (degradation) in 
SC tissue and lymphatic nodes using PEG30‐EPO and 

PEG40‐EPO as model proteins [21]. After 24‐h incubation 
with SC tissue homogenates, distinct degradation products 
of PEG30‐EPO and PEG40‐EPO were observed by using 
SDS‐polyacrylamide gel electrophoresis. Furthermore, pro
found catabolic activity was also observed in cells derived 
from lymph nodes. Degradation products of PEG30‐EPO 
and PEG40‐EPO were also observed after incubation with 
lymph node cell suspension. The original concentrations of 
PEG30‐EPO and PEG40‐EPO were markedly reduced after 
24‐h incubation with 2 × 106 lymph node cells, while none 
left after 24‐h incubation with 17 × 106 cells. In another pre
clinical study, the SC absorption of insulin was investigated 
in pigs [29]. It was found that a significant amount (21%) of 
SC administered insulin was degraded at the injection site. 
Together, these results support the notion that therapeutic 
proteins may be subject to presystemic catabolism in the SC 
tissue and the lymph nodes after SC administration.

It is well known that FcRn plays an important role in 
 rescuing IgG molecules from intracellular lysosomal degra
dation resulting in the persistence of IgG in vivo [30]. IgG 
binds strongly to FcRn at acidic pH (<6.5) but not at neutral 
pH (7.0–7.5). Upon pinocytosis, IgG molecules enter acidic 
endosomes and bind to FcRn. A small fraction of IgG mole
cules that are not bound to FcRn within endosomes undergoes 
proteolytic degradation in lysosomes, while a majority of the 
FcRn–IgG complex recycles to the vascular endothelial cell 
surface, where the IgG molecules are released at the 
physiological pH in blood circulation. The protective mech
anism of FcRn results in the persistence of IgG in plasma 
leading to a long half‐life. The role of FcRn in the regulation 
of IgG half‐life has been unequivocally demonstrated in 
FcRn‐deficient mice. The plasma half‐life of IgG was about 
218 h in wild‐type mice, while 2.8 h in FcRn‐deficient mice 
[31]. In addition, FcRn has also been shown to mediate 
 transcytosis of IgG in in vitro systems [30]. Therefore, it is 
possible that FcRn can also mediate direct blood absorption 
of IgGs from the SC space via tissue‐to‐blood transcytosis.

FcRn has been shown to be highly expressed in the skin 
and muscle with lesser amount in liver and adipose tissue in 
mice [32]. Immunohistochemical analyses of muscle and 
liver with anti‐FcRn F(ab)

2
 indicated that FcRn is expressed 

in the endothelium of small arterioles and capillaries, but not 
in larger blood vessels. In addition to the capillary vascular 
endothelium of organs/tissues, it has been shown that FcRn 
is also highly expressed in bone‐marrow‐derived cells such 
as monocytes, macrophages, and dendritic cells in various 
tissues including lymph nodes and SC tissue [33]. Because 
of high expression levels of FcRn, the skin, muscle, and 
adipose tissues may play an important role in protecting the 
proteolytic degradation of IgG. Similarly, the bone‐marrow‐
derived cells in lymph nodes and SC tissue may also play a 
significant role in salvaging the IgG degradation.

The role of FcRn on the SC absorption of IgG mAbs is best 
exemplified by the SC bioavailability of 7E3, a model IgG 
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mAb, in wild‐type and FcRn‐deficient mice [3]. The SC bio
availability of 7E3 was reduced significantly from 82.5% in 
wild‐type mice to 28.3% in FcRn‐deficient mice. These results 
clearly show that FcRn can impact the SC absorption of 7E3 
in mice. The influence of FcRn on the SC absorption of IgG 
mAbs has also been demonstrated by using IgG Fc variants 
with different binding affinities to mouse FcRn [34]. IgG2a Fc 
variants I253A/H435A, which did not bind to mouse FcRn at 
either pH 6.0 or 7.4, had the lowest SC bioavailability (41.8%) 
in mice, whereas variant N434H, which had increased FcRn‐
binding affinity at pH6.0, but had no FcRn binding at pH 7.4, 
had the highest SC bioavailability (94.7%). In addition, the 
SC bioavailability of the wild‐type IgG2a in mice was 76.3%. 
The improved SC bioavailability could be due to the FcRn‐
mediated protection from presystemic catabolism or the 
FcRn‐mediated transcytosis directly into blood.

In summary, the catabolism of proteins in SC tissue and 
lymph node has been demonstrated in vitro using tissue 
homogenates and cell suspension prepared from lymph 
nodes. Therefore, the poor SC bioavailability of some 
therapeutic proteins may be, at least partly, due to the presys
temic catabolism in the SC tissue of injection site and within 
the lymphatics. For IgG mAbs, FcRn also plays an important 
role in SC absorption. However, the exact mechanism of 
how FcRn impacts SC absorption of mAbs remains unknown.

6.6 EFFECT OF INJECTION SITE ON SC 
ABSORPTION

It has been suggested that the site of SC injection may have 
a significant impact on the rate and extent of SC absorption 
of therapeutic proteins. In a clinical study, PK of hGH 
(22 kDa) was determined in healthy subjects on two separate 
occasions following SC injection at abdomen or thigh by 
Beshyah et al. [35]. The peak concentration (103 μU/mL) 
and area under the concentration–time curve (AUC) 
(528 μU·h/mL) of hGH after SC injection into the abdomen 
were significantly higher than those (41 μU/mL and 
239 μU·h/mL) after injection into the thigh. These results 
suggest that SC injected hGH is better absorbed from the 
abdominal site than from the thigh. Since hGH is a stress 
hormone that can raise the concentration of glucose and free 
fatty acids, it is unexpected that there is no significant 
difference in plasma glucose and free fatty acids between the 
two injection sites in this study. Therefore, it is evident that 
there is a discrepancy between the PK changes and pharma
codynamic responses in this study.

As opposed to Beshyah’s report, the SC absorption of 
rhEPO (30 kDa) from the thigh was better than that from the 
abdomen [36]. Both the C

max
 and AUC of rhEPO were signif

icantly higher after SC injection into the thigh than into the 
abdomen. Moreover, in another clinical study, there were no 
significant differences in the C

max
 and AUC of rhEPO between 

the abdomen and thigh injection sites (abdomen and thigh) 
[37]. Similarly, in a clinical study, no significant differences in 
the C

max
 and AUC of golimumab, an antitumor necrosis factor 

alpha human IgG1 mAb (150 kDa), was found after SC 
administration at three different sites (upper arm, abdomen, 
and thigh) [38]. Similar to humans, there was no significant 
difference in the bioavailability of darbepoetin alfa (DA; 
37 kDa) in sheep after SC administration at interdigital space, 
abdomen, or shoulder [39]. The bioavailability of DA was 
essentially complete for each of the three injection sites.

Although the cause for the conflicting reports is not 
entirely clear, it is possible that the discrepancy of the effect 
of injection site is due mainly to the interindividual vari
ability in the SC absorption. The SC absorption of therapeutic 
proteins is known to be quite variable between individual 
patients. For example, in a crossover clinical study, the PK 
of rhEPO (30 kDa) has been evaluated in healthy subjects 
after IV and SC administration [40]. The bioavailability of 
rhEPO ranged from 18% to 80% following SC administration. 
Taking the above data together, it is reasonable to conclude 
that the effect of injection site on the extent of SC absorption 
of therapeutic proteins may not be clinically significant.

In summary, although it has been suggested that the injec
tion site can affect the SC absorption of therapeutic proteins, 
there are conflicting reports with respect to the effect. The 
conflicting reports may be due mainly to the large interindi
vidual variability of the SC absorption. Taking the interindi
vidual variation, it is reasonable to conclude that the effect of 
injection site on the extent of SC absorption of therapeutic 
proteins may not be clinically significant.

6.7 CONCLUSIONS

After SC administration, proteins must transport from the 
injection site through interstitial space. Molecular size appears 
to be one of the important factors that govern the rate of SC 
absorption. Proteins with a smaller molecular weight move 
faster through the interstitial space than those with larger 
molecular weight. Based on the work conducted in sheep 
model, it is generally believed that therapeutic proteins with a 
molecular weight exceeding 20–30 kDa are predominantly 
taken up by lymphatic capillaries after SC administration. This 
general belief is consistent with the unique structure of lym
phatic capillaries. Recently, it has been suggested that FcRn 
plays an important role in improving SC absorption of IgG 
monoclonal antibodies. Although the role of FcRn in SC 
absorption of IgG mAbs has been demonstrated, it is not 
entirely clear whether the effect of FcRn on SC absorption is 
related to the FcRn‐mediated protection from proteolytic 
 degradation or related to the FcRn‐mediated transport from 
interstitial space into the blood circulation. Further studies are 
required to explore the underlying mechanism of FcRn‐ 
mediated effect on the SC absorption of IgG mAbs.
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It is well known that small molecule drugs are subject to 
first‐pass metabolism during oral absorption. Like small 
molecule drugs, protein drugs are also subject to presys
temic catabolism during SC absorption. Although the poten
tial of protein catabolism (proteolytic degradation) in SC 
tissue and lymph nodes has been demonstrated in vitro, the 
processes involved in the first‐pass catabolism remain 
unknown. It is highly desirable to identify the major enzymes 
that are involved in the protein catabolism and to establish an 
in vitro model that can be used to quantitatively predict the 
magnitude of presystemic catabolism and SC bioavailability 
of protein drugs.

In spite of considerable efforts, our understanding of the 
processes of protein absorption after SC administration is 
still highly limited. Among the available data regarding the 
SC absorption, many of them are obtained from animal 
species. Given the species differences in the physiology of 
hypodermis and lymphatic system as well as FcRn binding, 
there is still a large gap in our knowledge of how to extrapo
late the experimental data from animals to humans [41, 42]. 
Therefore, continuous efforts are needed to explore the 
underlying mechanisms of SC absorption of proteins (IgG 
mAbs and non‐IgG proteins). In addition, efforts should be 
made to understand the similarity and difference in the 
 protein absorption between animals and humans in order to 
make meaningful extrapolation.
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7.1 INTRODUCTION

Monoclonal antibodies have provided many new drug 
 candidates for various diseases encompassing several 
therapeutic indications including neurology, ophthalmology, 
immunology, and oncology. The mechanism of action for 
these biologic molecules typically involves binding a soluble 
ligand or cell‐surface protein in order to block or alter a 
molecular pathway, induce a desired cellular response, or 
deplete a target cell type. Many target antigens reside within 
the interstitium, the fluid‐filled compartment between the 
outer endothelial vessel wall and the plasma membranes of 
cells. Consequently, compartmental drug concentrations 
within the interstitial spaces (i.e., biophases) of tissues 
are often more relevant to predicting drug effect than whole‐
tissue concentrations.

The overall objective of this chapter is to provide an over
view of the biodistribution of antibodies including biological 
determinants and available technologies for measurement. 
Emphasis will be placed on how biodistribution data can be 
measured and interpreted in a manner that is relevant to 
translational pharmacology. To achieve this, we will discuss 
the following topics: (i) the molecular (e.g., antigen binding, 
Fc receptor binding, and physicochemical attributes) and 
physiological (e.g., tissue‐specific blood flow, vascular 
volume, and interstitial volume) properties that govern anti
body biodistribution; (ii) technical considerations for in vivo 

studies (e.g., labeling techniques, time point selection, organ 
harvest strategies, dosing, and euthanasia techniques) and 
tissue analysis (e.g., gamma counting, scintillation counting, 
and imaging techniques); and (iii) helpful tips for data 
 interpretation including calculations and units, blood 
correction, derivation of interstitial concentrations, confir
mation of receptor occupancy, explaining unexpectedly 
rapid clearance, and assisting in clinical dose selection.

7.2 DETERMINANTS OF ANTIBODY 
BIODISTRIBUTION

Antibody biodistribution is governed by various molecular and 
physiological factors, many of which also affect systemic phar
macokinetic (PK) exposure. In contrast to most small molecule 
drugs, antibodies typically exhibit very slow clearance, result
ing in half‐lives up to 2–3 weeks in human [1–3]. Nonlinear 
pharmacokinetics is common for monoclonal antibodies, with 
dependence on dose/concentration, antigen expression, and 
species cross‐reactivity. Unlike orally administered small mol
ecule drugs, antibodies are usually parenterally administered 
(i.e., intravenous or  subcutaneous) and generally exhibit high 
bioavailabilities. Antibody metabolism occurs by both specific 
(e.g., complementarity‐determining region (CDR)/receptor‐
mediated) and nonspecific (e.g., pinocytosis, catabolism by 
proteolytic enzymes) clearance mechanisms and does not 
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involve CYP450 or other metabolizing enzymes typical for 
small molecule metabolism. Intact antibodies are cleared pri
marily by the reticuloendothelial system (e.g., macrophages) 
as well as by endothelial cells. The rate of clearance can be 
affected by saturable target‐mediated disposition, Fc receptor 
 interactions, nonspecific physicochemical interactions, and 
immunogenicity (i.e., antitherapeutic antibody response). The 
volume of distribution for antibodies is generally much smaller 
than for small molecule drugs due to limited permeability and 
half‐life extension via Fc receptor‐mediated recycling. Overall, 
the factors affecting antibody biodistribution may be classified 
into (i) molecular and (ii) physiological properties (Fig. 7.1).

7.2.1 Molecular Properties

7.2.1.1 Fc Receptor Interactions: FcRn  The neonatal 
Fc receptor (FcRn) plays an important and  well‐known 
role in antibody recycling in endothelial and hematopoietic 
cells and thus influences the systemic pharmacokinetics 
(PK) of immunoglobulin G (IgG). The long circulation 
half‐life (relative to small molecules of antibodies) are 
largely governed by the pH‐dependent FcRn‐mediated 
protection from lysosomal degradation [4–9]. Specific 
amino acids within the antibody Fc region that are involved 
in the Fc–FcRn interaction have been identified [10]. In 

the absence of target‐mediated clearance or at high doses, 
most antibody clearance  typically occurs by nonantigen‐
mediated (often termed “nonspecific”) pathways gov
erned by the reticuloendothelial system [11]. Increasing 
the binding affinity to FcRn has allowed modest extension 
of antibody half‐life in preclinical studies [8, 12, 13]. 
Also known as the major histocompatibility complex class 
I‐related receptor, FcRn possesses additional roles for pro
tecting serum albumin from degradation [14] and, to an 
extent that varies by species, in the passive delivery of IgG 
from mother to young (i.e., IgG in milk absorbed through 
gut) [15]. Accordingly, FcRn is expressed widely in endo
thelial,  epithelial, and hematopoietic cells including 
organs such as skin, muscle, kidney, liver, and placenta 
[4, 16–18]. Preclinical evaluation of an IgG and its high 
affinity and low affinity FcRn‐binding variants demon
strated that the liver and spleen are the most concentrated 
sites of IgG catabolism in the absence of FcRn  protection, 
with additional important contributions from skin and 
gut [19].

Several studies have shown a correlation between the 
serum half‐life and binding affinity of IgGs for FcRn 
[8, 20–22]. However, this correlation is not always observed, 
as different human IgG subclasses exhibit different in vivo 
half‐lives but appear to bind human FcRn with K
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that are within the same order of magnitude [23, 24]. 
A  possible explanation of these discrepancies is that the ratio 
of IgG protected/destroyed depends not only on the affinity 
of FcRn but also on the competition between the binding of 
IgG to FcRn and its intracellular degradation before its 
 interaction with FcRn [5]. Several IgG Fc variants with 
stronger binding to FcRn at pH > 7 have shorter in vivo half‐
lives compared with the corresponding wild‐type (WT) 
IgG because they cannot dissociate from FcRn [25, 26]. An 
ideal IgG Fc variant should possess increased FcRn affinity 
at acidic pH compared with a WT antibody, thus retaining 
binding while in the endosome, and having weaker or 
equivalent affinity at pH > 7 to facilitate release back into 
systemic circulation [8, 25, 26].

7.2.1.2 Fc Receptor Interactions: FcγR In IgG, the Fc 
domain regulates antibody‐based therapy by binding to Fc 
gamma receptors (FcγRs) and eliciting immune effector 
functions [1]. Structurally determined differences in FcγR‐
binding affinity among IgG subclasses result in variations 
in antibody‐dependent cell‐mediated cytotoxicity (ADCC) 
and complement‐dependent cytotoxicity [27]. Although these 
variations in secondary immune function may provide 
additional pharmacological benefit to antibodies, increasing 
FcγR interactions could lead to off‐target immune‐mediated 
 toxicity in some cases. Interaction with FcγR, particularly 
within liver,  represents a major mode of elimination of 
immune complexes. The importance of Fc effector function 
on antibody disposition was demonstrated by mutation of a 
single amino acid critical for FcγR that resulted in a greatly 
reduced liver uptake of immune complexes [28].

7.2.1.3 Antigen Interactions Target‐mediated disposi
tion of antibodies can be greatly affected by the amount of 
antigen expression in vivo. Some antibodies have faster 
clearance due to target‐mediated disposition caused by shed 
antigen or expression in nontarget tissues. Binding of an 
antibody to its antigen may prompt internalization (via 
receptor‐mediated endocytosis) and down‐modulation. 
Some antibodies need only bind to a noninternalizing  
cell‐surface receptor and evoke cell death by signaling 
mechanisms. The tissue distribution profiles of some anti
bodies are influenced by antigen shedding (i.e., soluble 
antigen). In general, antibodies having higher affinities for 
their targets exhibit lower systemic exposure and higher 
uptake in target‐expressing tissues at nontarget‐saturating 
concentrations. Overall, both the systemic and tissue expo
sures to antibodies may be affected by target‐binding affinity, 
receptor expression, turnover rate, and dose.

7.2.1.4 Physicochemical Interactions Other antibody 
characteristics that may influence the disposition of anti
bodies include electrostatic properties and hydrophobicity 
[29]. Both the overall isoelectric point of an antibody and 

local charge patches have been associated with clearance 
and overall antibody disposition [30]. In general, increases 
in  positive charge of antibodies are believed to increase 
clearance and tissue distribution due to electrostatic attraction 
to glycosaminoglycans and other negatively charged compo
nents of the extracellular matrices (ECMs) within tissues 
[31]. In the case of antibody–drug conjugates (ADCs), as 
most small molecule cytotoxins are relatively hydrophobic, 
it is important to control drug load so that the overall hydro
phobicity of the ADC will not lead to shifts in disposition, 
particularly to the liver [32].

7.2.2 Physiological (Tissue) Properties

The absence of many physiological processes in vitro and 
interspecies differences in vivo can confound direct compari
sons of in vitro, preclinical, and clinical data [31, 33]. A vast 
array of physiological data for humans and laboratory species 
is available in the literature [34–37]; however, it should be 
utilized with an understanding of its limitations. Measurement 
techniques vary widely, and the use of assumed nominal 
values is common [31]. Furthermore, the physiologies of 
disease tissues such as xenograft models are highly variable 
and largely unknown. Significant physiological  variability 
across species, age, breed, disease status, drug treatment, and 
time of day [38] motivates direct measurement of relevant 
physiological properties or processes whenever possible [39]. 
In terms of antibody distribution within tissues, some of the 
most influential parameters are blood flow, vascular volume, 
and interstitial volume (Fig. 7.2) [40].

7.2.2.1 Blood Flow Tissues that are well perfused tend 
to exhibit higher amounts of antibody distribution. The 
regional blood flow rates (Q) in various organs and tissues may 
be measured by sacrificing mice exactly 90 seconds following 
intravenous bolus injection of 86RbCl [38, 41–44] (Fig. 7.2). 
Blood flow (Q) may be calculated as follows [38, 39]:
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where total cardiac output (CO
total

) = 8 and 74 mL/min for 
mice and rats, respectively [37].

7.2.2.2 Vascular Volume Tissues that are rich in vascula
ture and blood content (e.g., liver, spleen, and kidneys) tend 
to have higher uptake of antibodies than blood‐poor tissues 
(e.g., muscle, fat, and intestines). The intravascular spaces of 
rodent tissues may be measured using a previously reported 
indirect red blood cell (RBC) labeling method [31]. This 
measurement is based on a clinically utilized blood pool 
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nuclear‐imaging protocol and relies on radiolabeling of 
RBCs with 99mTc (Fig.  7.2) and measuring the amount of 
radioactivity in tissues and blood using a gamma counter, 
yielding vascular volume (V

v
) in units of microliters per 

gram of tissue [38, 39]:
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The indirect method involved transfusion of radiolabeled 
blood from donor rodents into study (i.e., recipient) rodents, 
where donor rodents had been subjected to 99mTc labeling of 
RBCs in vivo following the administration of stannous (Sn2+) 
pyrophosphate [38, 45]. Use of the clinical Technescan™ 
PYP™ kit is conceptually based on the original method of 
Sands et al. for in situ (i.e., in vivo) RBC labeling with 99mTc 
[46, 47]. The previous administration of stannous pyrophos
phate, a component of the reconstituted Technescan kit, 
reduces 99mTc‐pertechnetate intracellularly so that it may 
bind to the beta chain of hemoglobin [48].
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FIGURE 7.2 Conceptual illustration of techniques used to measure physiological parameters relevant to drug uptake in tissues. The tissue 
is divided into intravascular, interstitial, and intracellular compartments (depicted in left, center, and right, respectively). Vascular volume (V

v
) 

is measured using 99mTc‐labeled red blood cells (RBCs), while the extracellular (i.e., V
v
 + interstitial (V

i
)) space is measured by steady‐state 

infusion of 111In‐DTPA. Water molecules freely diffuse between all three compartments. The rate of blood flow (Q) to the tissue is measured 
as the proportion of a bolus dose of 86Rb+ entering the tissue (possibly entering cells via Na+/K+ ion channels) in a brief time interval. (Adapted 
from Boswell et al. [40].)
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7.2.2.3 Interstitial Volume Numerous drugs are targeted 
toward receptors that reside within the interstitial space [49]. 
The interstitium is also referred to as the biophase due to its 
central role in the biological mechanism of action for many 
drugs including a number of cancer therapeutic agents [50]. 
Because most drug targets are located in the interstitial 
space, interstitial concentrations are often more predictive of 
drug effect than total tissue concentrations.

Both body fluid balance and maintenance of interstitial 
hydration are regulated by the distribution volume of 
 macromolecules (e.g., albumin and IgG) [51]. In turn, the 
distribution volumes of macromolecules are influenced by 
anionic glycosaminoglycans in the ECM [52]. Following 
extravasation, antibodies experience various electrostatic 
forces within the interstitial fluid space due to the presence 
of negatively charged heparin sulfate and other anionic pro
teoglycans on the surface of cells within the interstitium 
[53–55]. Proteoglycans are produced by most mammalian 
cells as components of the ECM. Diversity in the number of 
chains, chain lengths, and sulfation patterns allows these 
macromolecules to make significant contributions to ECM 
structure and function [54, 55].

The extracellular spaces of rodent tissues may be 
 measured by continuous infusion of the extracellular 
marker 111In‐DTPA (diethylenetriamine pentaacetic acid 
(DTPA)) [56, 57] (Fig. 7.2). Subtracting the vascular volume 
(derived from 99mTc) from the extracellular volume (111In) 
allows derivation of the pharmacologically relevant quantity, 
the interstitial volume (V

i
) in units of microliters per gram of 

tissue [39, 56].
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A similar radiometal–polyaminopolycarboxylate  complex, 
chromium‐51‐ethylenediaminetetraacetic acid (51Cr‐EDTA), 
has been previously used by others in a similar context [49]. 
As V

i
 is calculated from both 99mTc‐ and 111In‐derived data, 

the percentages of injected doses (%ID) of 111In‐DTPA 
may also be calculated. Furthermore, because V

v
 values are 

generally smaller compared with V
i
, the subtractive (blood 

correction) term in Equation 7.3 often does not drastically 
affect the calculation. In physiological terms, this suggests 
that the extracellular volumes (V

e
) are approximately equal 

to interstitial volumes in tissues having lower blood content.
Extracellular volume may be calculated from V

v
 and V

i
 

if the volume fraction of RBCs (e.g., hematocrit, f) is 
known:

 V V f Ve v i1  (7.4)

Alternatively, V
e
 may be calculated by simply omitting 

the subtractive term in Equation 7.3:
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7.2.2.4 Other Physiological Parameters In addition to 
blood flow, interstitial volume, and vascular volume, there 
are many other important physiological parameters that 
affect antibody uptake within tissues. Vascular permeability 
is an extremely important parameter, such that physiologi
cally based pharmacokinetic models account for the larger 
pore sizes in the leakier vasculature of the liver, spleen, and 
most tumors. Lymphatic flow rate is technically quite chal
lenging to measure due to the limited number of imaging 
techniques that possess the resolution and depth of detection 
to quantify this process by which extravasated antibodies are 
returned to systemic circulation. Interstitial pressure is 
another important parameter, especially in the context of 
tumors where it is believed to limit the diffusion of mole
cules throughout the interstitial space.

7.3 METHODS OF MEASURING ANTIBODY 
BIODISTRIBUTION

7.3.1 In Vivo Study Design Considerations

Both the characteristics of the test molecule and the 
desired study outcomes must be considered in designing an 
 antibody biodistribution study. Among these considerations 
are  selecting appropriate labeling technique, time points, 
tissue collection strategy, as well as dosing and euthanasia 
 techniques (Fig. 7.3).

7.3.1.1 Labeling Technique The most obvious 
 consid eration in selecting an appropriate radiolabeling 
method is the physical decay half‐life of the radionuclide 
[58]. For  instance, the half‐life of iodine‐125 is roughly 
2 months, while that of indium‐111 is less than 3 days. 
Longer lived metallic radionuclides of interest include gado
linium‐153 and lutetium‐177 and are governed by similar 
complexation chemistry as radioindium.

In addition to half‐life, the distinction between 
 residualizing (metallic) and nonresidualizing (halogen) 
radionuclides must be considered. Radiocatabolites of 
 antibodies labeled with radioiodine are rapidly effluxed from 
cells following receptor‐mediated endocytosis and  proteolytic 
catabolism (Fig.  7.4); this is often followed by reentry to 
systemic circulation, rapid renal filtration, and urinary 
 excretion. In contrast, radiocatabolites of antibodies labeled 
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with metal radionuclides via 1,4,7,10‐tetraazacyclododec
ane‐1,4,7,10‐tetraacetic acid (DOTA) or other polyamino
polycarboxylate chelators tend to become trapped inside cells 
and accumulate in antigen‐expressing tissues following 
receptor‐mediated endocytosis [59] due to the residualizing 
properties of these charged, highly polar probes (Fig. 7.5) [32, 
60]. Importantly, while similar pharmacokinetic data in blood 
and antigen‐negative tissues are typically obtained using either 
radioiodine or radiometal probes, a much different scenario 
exists in tissues that overexpress the antigen, especially if 
internalization occurs [61]. Specifically, the true amount of 
antibody present in tissues that express internalizing antigen is 
often overestimated due to residualization or trapping of radio
catabolites derived from the cellular metabolism of antibodies 
labeled with radiometal–chelate complexes. As such, for inter
nalizing antigens, radiometal probes give cumulative uptake in 
target tissues, whereas radiohalogen probes more closely 
approximate the “real‐time” concentration of antibodies within 
tissues (i.e., kinetics in the tissue). Given the known normal 
metabolism of immunoglobulins into their constituent amino 
acids [62, 63], the primary radiolabeled catabolite of indium‐
DOTA‐labeled antibodies following lysosomal proteolytic 
degradation is indium‐111‐DOTA‐lysine [64]. See Chapter 19 
for a more in‐depth discussion of labeling techniques.

7.3.1.2 Time Point Selection One of the most fundamental 
considerations for preclinical biodistribution studies is time 
point selection. For noninvasive imaging studies, tissue 

 concentrations may be measured at several different time 
points, but invasive “cut‐and‐count” biodistribution studies 
require animal killing and tissue harvest. Studies often 
include both early (e.g., 4–8 h postinjection) and late (e.g., 
1–3 days postinjection) time points in order to capture tissue 
levels during both the distribution and elimination phases. 
As the elimination half‐lives of antibodies are often on the 
order of weeks, having even later time points would be use
ful; however, technical limitations such as radioactive decay 
half‐life and chemical stability of the label must also be 
considered.

7.3.1.3 Tissue/Organ Selection Tissue collection strat
egies for biodistribution studies can vary widely depending 
on the questions being addressed. If the focus is on a particular 
disease model such as a tumor xenograft, then collecting only 
that tissue (along with blood or plasma for exposure) is one 
possible option. However, collecting additional tissues can 
provide additional information such as unexpected target 
expression in healthy tissues, antigen shedding, molecular 
stability, and clearance mechanisms. In addition to blood and 
tumor, collecting a short list of tissues including liver, spleen, 
kidneys, lung, small intestine, and muscle provides insight 
into how the molecule is distributed into a variety of tissues. 
Including tissues that are blood‐rich (e.g., liver, spleen, 
 kidneys, and lung) as well as blood‐poor (e.g., tumor, adipose, 
and muscle) provides a better opportunity to distinguish 
 between blood pool and true tissue disposition.
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FIGURE 7.3 Diagram of study design considerations for biodistribution studies of antibodies.
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For smaller organs, collecting whole tissues in rodents is 
feasible. Whole murine livers can easily fit inside test tubes 
that fit in most gamma counter racks, while rat tissues are 
usually better accommodated by scintillation vials. However, 
it is not convenient to collect larger tissues such as muscle 
and intestine in their entirety, so taking a representative 
sample is usually the best approach. To maintain consistency, 

specific regions such as the gastrocnemius (calf) muscle or a 
specific region of the intestines (e.g., ileum) may be col
lected. In certain situations, a mass balance is desired, so the 
remaining “carcass” is included in the analysis as well as 
excreta (urine and feces) collected using metabolic cages.

Most protocols include excision of tissues with a prompt 
saline rinse and tissue blot to remove external (but not 
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FIGURE  7.4 Cellular metabolism of 125I‐labeled (nonresidualizing) antibodies. Processes include receptor‐mediated endocytosis (a), 
 lysosomal degradation (b), and efflux of radioiodine (or associated catabolites) from the cell (c, d).
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internal) blood. While saline perfusion of tissues to remove 
internal blood is possible, this technique can lead to more 
variability and experimental error due to inconsistency in 
perfusion efficiency. Furthermore, it is relatively easy to 
mathematically correct for the blood contents of tissues (see 
Section 7.4). Special treatment of certain tissues should also 

be specified in tissue collection protocols. For instance, it is 
common to specify removal of food contents from stomach 
and intestines before analysis.

7.3.1.4 Dosing Techniques The most common route of 
administration for biodistribution of antibodies in mice is 
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intravenous (tail vein) bolus injection. The situation is 
 similar for rats, but dosing via cannula is also common due 
to readily available precannulated animals. However, other 
routes (e.g., subcutaneous and intraperitoneal) and methods 
(e.g., continuous infusion and repeated administration) are 
certainly feasible and probably understudied. In rodents, the 
typically high bioavailability of most antibodies would likely 
lead to similar biodistribution profiles at later time points 
regardless of administration technique. Tail vein  dosing in 
rodents requires nonsedated animals, and is more difficult in 
mice with pigmentation or in certain transgenic models (e.g., 
many neurodegenerative models present with tremors and 
poorly structured veins).

7.3.1.5 Euthanasia Techniques The choice of eutha
nasia technique is often dictated by local or institutional 
animal welfare regulations. Killing the animal while under 
 anesthesia is strongly preferred, if not required. Either 
 laparotomy (with incision of the diaphragm) or thoracotomy 
may be performed to gain access to internal organs. A sample 
of blood at the time of killing is often desired; this may be 
collected by cardiac puncture, but care should be taken not 
to remove blood in excess or with too much suction force 
in order to avoid partial exsanguination of tissues and/or 
hemorrhaging or pooling of blood within the lungs. Samples 
of blood at earlier time points before killing may be col
lected via retroorbital bleed or, if present, via cannula.

7.3.2 Tissue Analysis

The method of quantitative analysis of antibody uptake in 
tissues depends largely on the method that was utilized for 
radiolabeling the molecule (see Chapter 19 for a more in‐
depth discussion of labeling techniques). Most questions can 
be answered by labeling with gamma‐emitting radionuclides 
(e.g., 125I, 131I, and 111In) and subsequent analysis in an 
automatic gamma counter. However, for specialized applica
tions, it may be desirable to use a beta‐emitting radionuclide 
(e.g., 3H and 14C). For instance, if the intent is to follow the 
metabolic fate of a cytotoxic small molecule drug conjugated 
to an antibody (i.e., ADC), then beta‐emitting radionuclides 
are necessary to maintain the exact chemical structure of the 
drug. Moreover, a variety of radionuclides are compatible 
with various imaging modalities, including beta and gamma 
emitters for autoradiography, gamma emitters for  single‐
photon emission computed tomography (SPECT) and posi
tron emitters for positron emission tomography (PET). 
Advantages and disadvantages of each of these techniques 
are summarized below.

7.3.2.1 Gamma Counting Advantages of radiometric 
tissue analysis by gamma counting include speed, simplicity, 
and the ability to provide robust and highly quantitative data. 
One of the best aspects is that there are virtually no sample 

processing requirements; whole tissues may be simply 
inserted whole into test tubes or scintillation vials and 
counted for radioactivity with no homogenization necessary. 
The simple nature of this process has coined the term “cut 
and count.” This is due in large part to the higher emission 
energy of γ photons, relative to β particles, making detection 
from whole tissues feasible. Raw data are obtained in counts 
per minute (CPM) and/or disintegrations per minute (DPM).

7.3.2.2 Scintillation Counting Many of the same princi
ples of gamma counting are also applicable to liquid 
scintillation counting. However, because of the very low 
energy of β particles, it is necessary to homogenize tissues in 
a liquid scintillation cocktail. Instead of measuring radioac
tivity directly, scintillation counters measure the light that is 
produced when β particles interact with molecules in the 
cocktail fluid. However, the pigments and debris in 
 homogenized tissues can interfere with this light reaching 
the detectors, thus it is often necessary to oxidize or bleach 
the tissue homogenates. It is also common practice to imple
ment quench correction into the data analysis to account for 
potential underestimation of the amount of radioactivity 
actually present within pigmented samples.

7.3.2.3 Imaging In addition to the radioanalytical 
methods above, antibody biodistribution may also be deter
mined by molecular imaging. Whole‐body autoradiographic 
imaging relies on freezing, whole‐body sectioning (via a 
cryotome), and exposure to film to yield two‐dimensional 
high resolution maps of radioactivity within tissue sections 
(i.e., autoradiographs). These can be coregistered with 
 traditional photographs of the cryosectioned animal in order 
to assign levels of radioactivity to a particular tissue. The 
resolution of autoradiography can be far superior to that of 
noninvasive imaging modalities, but with the disadvantage 
that an animal must be killed to provide data at a particular 
time point. The method is also quite labor intensive  compared 
to other biodistribution techniques.

Noninvasive imaging modalities such as SPECT and PET 
are also available and can be combined with anatomical 
imaging (e.g., X‐ray CT or magnetic resonance imaging) to 
provide three‐dimensional maps of radioactivity throughout 
a living organism. These techniques offer the ability to 
 perform longitudinal studies (i.e., multiple images over time 
in a single animal). For more in‐depth coverage of molecular 
imaging, see Chapter 19.

7.4 INTERPRETATION OF BIODISTRIBUTION 
DATA

Several key concepts should be recognized to aid in inter
preting biodistribution data. One critical consideration is the 
concept of receptor occupancy, which dictates that at higher 
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doses of nonradiolabeled drug there will be competitive 
inhibition of uptake in receptor‐positive tissues. As such, 
performing biodistribution studies across multiple doses 
spanning several orders of magnitude can be quite helpful in 
assessing the levels of target expression in tissues [65–68].

Another consideration is the blood content of tissues. In 
blood‐rich tissues such as liver and kidney, the concentration–
time profiles of radiolabeled antibodies often resemble that 
of blood or plasma (i.e., biphasic clearance) with the 
 maximal concentration occurring immediately at the time of 
dosing. In contrast, tissues having less blood content (e.g., 
muscle and fat) often exhibit concentration–time profiles in 
which the drug concentration does not reach its maximum 
value until 1–2 days, followed by a slow, gradual clearance.

7.4.1 Calculations and Units

Gamma or scintillation counting yields raw data in CPM 
and/or DPM, with these two quantities related as follows:

 
Efficiency

CPM

DPM
 (7.6)

However, it is imperative to remember that ε is gamma 
 counterdependent and can vary from one instrument to 
another. It is often desirable to derive traditional units 
of  radioactivity from instrument‐derived CPM values. The 
 following is always true:

 1 2 22 6Ci DPM. e  (7.7)

The following is true for 125I on a particular gamma counter 
only, but can be derived for other radionuclides using the 
definition of detection efficiency (ε) in Equation 7.6:

 1 1 8 6Ci CPM. e  (7.8)

Combining the knowledge in Equations 7.7 and 7.8, one can 
deduce that the ε for 125I on this particular gamma counter is 
equal to 1.8 divided by 2.22 or approximately 80%, meaning 
that 8 out of 10 gamma photons emitted from 125I‐labeled 
molecules within a tissue are actually detected.

Combining raw counts with measured weights of 
 harvested tissues, it is possible to derive dose‐normalized 
concentrations of radiolabeled drug in tissues. This calcula
tion requires radiometric analysis of a small aliquot of dos
ing solution alongside the tissues of interest, often referred 
to as a dosing standard. Dose‐normalized concentrations 
may then be calculated as follows:
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For purposes of mass balance, it may also be desirable to express 
tissue uptake without accounting for the mass of tissues:
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Tissue concentrations in %ID/g may easily be converted into 
more pharmacologically relevant drug concentrations using 
the following relationship:
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In this case, mass
ID

 is the mass of drug in the injected dose, 
which may be determined via knowledge of the specific 
activity of the radiotracer. One convenient method for radio
labeled antibodies is to measure the protein concentrations 
spectrophotometrically before formulating dosing solutions. 
The resulting drug concentrations are often reported in units 
of equivalent mass (e.g., microgram‐equivalents per milli
liter) as the calculation assumes that the radiolabel is still 
associated with the antibody.

7.4.2 Compartmental Tissue Concentrations

Tissues may be considered to be comprised of three separate 
physiological compartments: the intravascular, interstitial, 
and intracellular spaces (Fig. 7.2). If drug concentrations are 
measured in terms of total, whole‐tissue uptake, then a phys
iologically based correction is necessary to derive individual 
compartmental concentrations. Such corrections require 
knowledge of the relative tissue spaces that are occupied by 
blood and interstitial fluid. The vascular and interstitial vol
umes may be utilized to calculate the amounts of antibody in 
the appropriate compartments.

7.4.3 Blood Correction

Saline perfusion of tissues is often undesirable due to the 
extra effort and lack of inter‐animal consistency. Tissue 
 perfusion not only increases the experimental error in 
 biodistribution studies, but it can also potentially remove 
“real uptake” in tissues having low affinity interactions and/
or leaky vessels (e.g., highly permeable tumors or leaky 
cerebral capillaries in neurodegenerative models). As such, 
preclinical methods for measurement of vascular volume 
(V

v
) have been developed to allow mathematical correction 

for the amount of drug within the blood of tissues [31]. The 
amount of antibody within the blood of tissues is subtracted 
from the total tissue uptake:

  % / , % / % /ID g blood corrected ID g ID mL vV  (7.12)
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In this case, %ID/mL is the dose‐normalized concentration 
of drug in whole blood that was determined using the same 
procedure as for %ID/g values for tissues. This correction is 
more important at early time points (when blood concentra
tions are higher) and in blood‐rich tissues having higher V

v
 

values.

7.4.4 Derivation of Interstitial Concentrations

Methods have been established for the measurement of 
extracellular volume (V

e
) following intravenous infusion of 

an extracellular marker [33]. Subtracting the vascular 
volume from the extracellular volume allows derivation of 
the pharmacologically relevant quantity, the interstitial 
volume (V

i
), which is required for calculation of drug con

centrations within the interstitial space. The interstitial 
concentration is calculated using the fractional interstitial 
volume (Φ):

 
C

C
i

tissue, blood corrected  (7.13)

The fractional interstitial volume (Φ) may be easily derived 
from interstitial volume (V

i
) data in traditional units of 

volume per gram of tissue. For example, a tissue comprised 
of 100 μL of interstitial fluid per gram of tissue has a 
fractional interstitial volume of 0.100 since each gram of 
tissue occupies 1000 μL of space (assuming a tissue density 
of 1 g/mL). The same relationship exists between the 
fractional vascular volume (γ) and vascular volume (V

v
). 

Once the interstitial concentration of antibody is calculated, 
its units may be converted from milligrams per milliliter to 
nanomolar using the molecular weight of approximately 
150,000 g/mol for most antibodies.

7.4.5 Confirmation of Receptor Occupancy

Biodistribution studies of antibodies and other target‐specific 
molecules are powerful tools for studying receptor interac
tions in tissues. One approach is to compare the radioactive 
uptake of a target‐specific antibody to that of a nonbinding, 
isotype control antibody [69]. Another approach is to use an 
excess of the nonradiolabeled antibody as a blocking 
agent [66]. Both radiolabeled and nonradiolabeled antibody 
 molecules can bind antigen, so varying the ratio of these two 
components will change the amount of bound radioactivity 
due to competitive inhibition [39]. At high antibody doses 
when the number of nonradiolabeled antibody molecules 
is  in vast excess of radiolabeled molecules, the amount of 
bound radioactive antibody within a receptor‐expressing 
tissue will be minimal. It is possible to perform dose 
 escalation studies in which a fixed amount of radiolabeled 
antibody is coadministered with various levels of nonradiola
beled antibody [65, 68]. Importantly, the dose at which the 

bound radioactive antibody concentration reaches a minimum 
corresponds to the lowest dose at which maximal receptor 
occupancy is achieved.

7.4.6 Explaining Unexpectedly Rapid Clearance

When antibodies exhibit atypical pharmacokinetics, biodis
tribution studies are useful in determining the factor(s) that 
drive fast clearance. For molecules with suspected target‐
mediated clearance, biodistribution studies can identify the 
tissue(s) to which the radioactive antibody is distributing 
[65, 67]. This information can inform toxicological concerns 
and/or confirm clearance mechanisms. If rapid clearance 
is not mitigated even at saturating doses, then nonspecific, 
off‐target clearance mechanisms (e.g., hydrophobicity 
and  charge) may be influencing pharmacokinetics [70]. 
In such  cases, biodistribution studies may be less informa
tive,  particularly if the distribution is occurring broadly 
across multiple tissues. However, biodistribution studies are 
capable of identifying nonspecific uptake to a particular 
organ, such as elevated liver uptake of an ADC relative to its 
parent unconjugated antibody [32].

7.4.7 Assisting in Clinical Dose Selection

Preclinical biodistribution data in appropriate disease models 
can guide clinical development by assisting in dose selec
tion. For instance, biodistribution data of an antibody in 
xenograft‐bearing mice was translated into a clinically 
 relevant dose by comparing trough plasma concentrations to 
phase I clinical data [65, 71].

If the affinity of an antibody is known, then the tumor 
interstitial concentration necessary for 95% receptor satura
tion may be calculated by simply multiplying the K

d
 by 19 

(because 0.95 = 19/20) based on the following mathematical 
relationship:

 
%Receptor occupancy i

d i

C

K C
100 (7.14)

Tumor interstitial concentrations from biodistribution 
studies at various doses may be directly compared to these 
values to determine the optimal dose, which may be subse
quently allometrically scaled to humans. Alternatively, the 
tumor‐to‐plasma ratios may be used to identify the dose that 
produces the minimum trough concentration to maintain 
sufficient target saturation.

7.5 CONCLUDING REMARKS

A thorough understanding of the pharmacokinetics and bio
distribution of antibody therapeutics can inform their clinical 
development. Fast clearance or nonlinear plasma kinetic 
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profiles of antibody therapeutics can often be attributed to 
target‐mediated clearance [72] and, in many cases, biodistri
bution data can identify the tissue in which the target is 
located [1, 34]. Tissue distribution studies can also reveal 
nonantigen‐dependent, off‐target binding, which may also 
influence plasma clearance [65, 73]. Targets having wide
spread tissue expression may affect target uptake of a target 
therapeutic and vice versa. In addition, attributes of the 
 antibody such as size, molecular weight, and target affinity 
[74, 75], as well as tissue physiology, including the degree of 
 vascularity, antigen density, and necrosis [73, 75–77], can 
influence antibody distribution to and within target tissues, 
so it is understandable that some target antigens may be inac
cessible to the antibody. The implications of these  limitations 
on therapeutic efficacy warrant a detailed understanding of 
the relationship between antibody pharmacokinetics, biodis
tribution, and tissue uptake.
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8.1 INTRODUCTION

Biologic therapeutics, or biologics, encompass a wide range 
of products such as vaccines, stem cells, recombinant RNA, 
proteins, and monoclonal antibodies (mAbs). When the 
pharmacologic mechanism of a therapeutic, including a bio-
logic, suggests a potential concentration–response relation-
ship, the pharmacokinetics (PK) of the therapeutic agent 
becomes key in clinical development. Accurate prediction of 
the PK for a new molecular entity (NME) in humans based 
on data from in vitro and in vivo preclinical experiments and 
preexisting knowledge is critical for a successful first‐in‐
human (FIH) trial and early clinical development [1]. The 
accuracy of prediction of human PK is directly pertinent to 
the safety of the FIH trial. A safety margin is often assessed 
based on the drug exposure in preclinical safety assessment 
studies and predicted human PK at proposed dose levels 
before the FIH trial. Accurately predicted human PK is 
essential for clinical investigators to anticipate pharmaco-
logical response for an NME in proof of concept and dose‐
ranging clinical trials, which play a vital role in late‐phase 
clinical development and registration trials. The projection 
of the dose level and PK in early clinical development 
heavily relies on the PK and pharmacokinetic/pharmacody-
namic (PK/PD) relationship developed in preclinical studies. 
Theoretical considerations and common approaches for the 
practice of human PK prediction for protein‐based biologic 
therapeutics will be discussed in this chapter.

Scientists and researchers have put forth great effort over 
many decades into understanding the determinants of PK 

and trying to define a relationship between preclinical 
species and humans in order to perform reasonably accurate 
predictions. It has been a major challenge to actually reach 
this goal. In the 1980s, Prentis et al reviewed the performance 
of drug development by seven UK‐owned pharmaceutical 
companies [2]. One of the major causes of attrition in clinical 
development was inappropriate PK in human, accounting for 
39.4% of failures; in comparison, lack of clinical efficacy 
accounted for 29.3% of failures. In other words, if the pre-
diction of human PK was improved in early clinical 
development, a large percentage of the attrition could be 
avoided. Continuous efforts have been made since the Prentis 
review to understand the mechanisms of drug absorption, 
distribution, metabolism, and elimination (ADME) including 
the improvement of in vitro preclinical models, in vivo 
animal models, and predictive mathematical modeling tech-
niques. In 2004, a similar investigation showed that the por-
tion of attrition during clinical development attributed to PK 
was down to approximately 10% due to successful efforts in 
elucidating and applying ADME principles; in comparison, 
the portion attributed to issues with efficacy had only slightly 
decreased to 26% [3]. These investigations were primarily 
conducted for small molecule therapeutics; a similar anal-
ysis has not been conducted solely for protein‐based thera-
peutics, which may differ in major causes of attrition. A 2010 
study of drug development attrition showed that approxi-
mately 10% of developed small molecule drugs make it to 
market, while biologic therapeutics (primarily mAbs with 
soluble targets) have more than twice this success rate [4]. 
The relatively high success rates for biologics could be due 
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to generally high target specificity and more favorable and 
predictable PK of mAbs.

The similarities in drug ADME across mammalian 
species have been evaluated by numerous studies. Some 
fundamental approaches for prediction of human PK, namely 
interspecies scaling and physiologically based PK (PBPK) 
modeling, have been proposed [5]. Conventional interspe-
cies allometric scaling is a classic, relatively simple 
mathematical approach that requires attaining relevant data 
from multiple animal species; selection of relevant preclin-
ical species is critical. PBPK modeling fully incorporates 
anatomical, physiological, and biological factors relevant to 
ADME. PBPK models involve high computational com-
plexity and require an extensive amount of high quality 
experimental data [6]. These two commonly used approaches 
for prediction of human PK will be discussed in this chapter 
along with the accompanying concepts and rationale.

8.2 GENERAL ALLOMETRIC SCALING AND 
INTERSPECIES SCALING METHODS

Allometry, a concept that has existed for almost a century, is 
the study of the relationship between a living organism’s 
body size to its shape, anatomy, physiology, behavior, and 
other biological functions [7, 8]. An intriguing allometric 
relationship between some physiological functions and body 
weight was first observed by Adolph in 1949 [9]. According 
to Adolph, the relationship of a measured physiological 
function and body weight usually follows a power law,

 Function measurement Body weight
Exponent

,  

where the exponent can be determined by a series of obser-
vations or experiments in subjects with different body 
weights. Once this relationship is defined, the function 
measurement in a subject of different body weight could be 
scaled or predicted.

This allometric relationship is also applicable across dif-
ferent species of land mammals with different body sizes 
due to their similarities in anatomy, biology, and physiology. 
Application of the power law to different mammalian species 
created the foundation of interspecies scaling in pharmaco-
logical research.

Dedrick adapted the concept of “scale‐up” from chemical 
engineering to model the disposition of drugs in mammals 
with different body sizes [10]. In this work, a number of 
drugs were categorized into metabolized and nonmetabo-
lized, and their PK was studied in different mammalian 
species. It became apparent that although the physiological 
processes across selected species are straightforward and 
predictable, the biochemical processes (e.g., drug metabo-
lism) vary greatly and unpredictably across different species. 
Nonetheless, the totality of physiological and biochemical 

processes, such as the blood flow carrying the substrate to a 
metabolizing organ or the composition and contribution of 
different drug‐metabolizing enzymes, was surprisingly sim-
ilar. The law of allometric scaling applies only on the basis 
of the accumulation of observations and knowledge of 
biology and physiology across mammalian species of differ-
ent body sizes. Currently, these concepts and theories are 
heavily utilized when predicting human PK or drug metabo-
lism from experimental data obtained in related animal 
species.

Interspecies scaling is most commonly used for the pre-
diction of human PK in drug discovery and development for 
small molecule drugs. An example is dabrafenib, a small 
molecule BRAF inhibitor used for the treatment of mela-
noma, for which interspecies scaling was used in early 
development. The PK of dabrafenib was studied in four pre-
clinical species: mouse, rat, monkey, and dog [11]. The total 
body clearance of dabrafenib was experimentally determined 
in each species following a single intravenous (IV) injection 
of dabrafenib at a clinically relevant dose. A linear relation-
ship was observed between log‐transformed clearances and 
log‐transformed body weights and was used to describe the 
interspecies relationship across selected species (Fig.  8.1). 
Using the exponent and intercept from the linear regression 
describing the experimentally determined allometric rela-
tionship, clearance in humans was predicted to be 14.8 L/h. 
This prediction was very close to the observed 12.0 L/h 
clearance in healthy human subjects in the FIH study [11].

Interspecies allometry is often accurate given similar 
metabolism and disposition mechanisms across species; 
however, inconsequential interspecies differences may still 
exist. For example, the drug‐metabolizing enzymes involved 
in metabolic elimination of dabrafenib differ slightly across 
the selected preclinical animal species and humans. In 
humans, dabrafenib is primarily metabolized by CYP2C8 
(56%) and CYP3A4 (23%), with minor contribution from 
CYP2C9 (10%) [12]. The animal species utilized do not 
share the exact same isozymes and substrate profiles. 
Nonetheless, the interspecies scaling provided reasonable 
data for human prediction. Thus, it must follow that the total 
contribution to metabolic elimination of dabrafenib in the 
animal species tested is very similar to that in humans, even 
though the contribution of each isoform of drug metabo-
lizing enzyme may greatly vary. Another example is that the 
clearance rate of dabrafenib in each individual species devi-
ates from the ideal linear allometric relationship to some 
extent. This deviation could be due to experimental vari-
ability or true species differences. Each animal species may 
have some uniqueness in ADME mechanisms that is demon-
strated during experimental evaluation, resulting in a true 
shift from the interspecies allometry line. However, when 
regression is performed using several relevant species, the 
totality of ADME principles is accounted for and results in 
relatively accurate prediction of human PK.
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Interspecies allometry assumes biological, physiological, 
and anatomical similarities underlying similarities in drug 
metabolism and disposition between animal species and 
human, rather than differences [5, 10]. Decades of scientific 
research on physiology and biology of various species has 
generated a strong understanding of the relationship  between 
biological processes such as drug elimination and body 
weight. This relationship has proven to be readily applicable 
to the fate of xenobiotics that are generally thought to be 
eliminated primarily via the kidneys and liver. However, 
substantial interspecies differences may violate underlying 
assumptions for successful allometric predictions, and con-
ventional allometric scaling must be used with caution in 
these cases.

The above example also demonstrates that the number of 
species selected for interspecies scaling is important, as it 
may reveal true differences across species and counteract 
experimental error. Using multiple species has been encour-
aged for the prediction of human PK for small molecule 
therapeutics [13], but it has also been debated whether using 
multiple species will actually increase the accuracy of 
 predictions [14].

8.3 CONSIDERATIONS FOR INTERSPECIES 
SCALING OF PROTEIN‐BASED BIOLOGIC 
THERAPEUTICS

Drugs can be classified by molecular size as either small 
molecule or large molecule drugs; small molecule drugs 
have a molecular weight less than 1 kDa. Therapeutic drugs 
can also be subclassified as biologics, indicating production 
from living organisms or their derivatives; biologics can be 
 composed of carbohydrates, proteins, nucleic acids, cells, 
or tissue. Examples of therapeutic biologics include vac-
cines, blood and blood components, somatic cells, gene 
therapy, recombinant proteins, mAbs, antibody fragments, 

peptides, fusion proteins, and oligonucleotides [15]. 
Protein‐based biologics can also be categorized by their 
size and type. For the purpose of the following discussion, 
small and large proteins are characterized by molecular 
weights less than or greater than 40 kDa, respectively, and 
large proteins include both mAbs and non-antibody proteins. 
Some small protein constructs may be linked and engineered 
for multiple specificities or half‐life extension, resulting in 
a final molecular size falling into the large protein category. 
An example would be peginterferon alfa‐2a, a pegylated 
interferon at a total molecular weight of 40 kDa [16]. 
Another example is the designed ankyrin repeat protein 
(DARPin) therapeutic platform. Each DARPin unit has a 
molecular weight of approximately 14–21 kDa, and two or 
more units may be linked for multiple specificity [17].

While the basic PK concepts dictating small molecule 
behavior still apply, the factors driving the ADME of  protein‐
based therapeutics are very different [18]. Biodistribution of 
protein‐based biologics is usually limited by polarity, charge, 
and molecular size. For many mAbs, the distribution volume 
derived from noncompartmental or compartmental PK mod-
eling methods is close to circulating plasma volume [19]. 
However, a small apparent volume of distribution does not 
necessarily reflect true limited tissue distribution. The calcu-
lated volume of distribution using a PK model is only a 
mathematical representation of the molecule’s rate of 
convection to interstitial space versus the rate of lymphatic 
drainage [20]. Protein‐based therapeutics, unlike small mol-
ecules, are not typically subject to conventional phase I or II 
metabolism by metabolizing enzymes to a meaningful extent 
and are not usually substrates of the typical small molecule 
drug transporters. Rather, renal excretion and protein catab-
olism are the major contributors to the elimination of  protein‐
based therapeutics, and both processes are very well 
conserved across mammalian species.

Renal excretion of proteins occurs through glomerular 
filtration, tubular proteolytic digestion and reabsorption of 
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the broken down products, and elimination of unabsorbed 
molecules or fragments in the urine. The efficiency of glo-
merular filtration for large molecules is directly related to 
the size and shape of the molecule [21]. Figure 8.2 shows 
that the glomerular sieving coefficient for a protein 
decreases with increasing molecular weight [22]. When a 
protein’s molecular weight is greater than 40 kDa, filtration 
efficiency becomes poor and therefore glomerular filtration 
may not contribute significantly to elimination. Proteins fil-
tered through the glomeruli are likely subsequently digested 
in the proximal tubules into small peptides and/or amino 
acids and reabsorbed back into the circulation by renal 
uptake transporters. Proteins/peptides that are not suscep-
tible to renal proteases as well as residual proteins will be 
excreted in the urine.

Protein catabolism through endocytosis is another major 
pathway for disposition of circulating protein‐based thera-
peutics, particularly for proteins with molecular weight 
greater than 40 kDa. Endocytosis is an energy dependent 
process by which larger molecules, such as proteins, are 
engulfed by cells [23]. The process is utilized in almost all 
cell types in the body for the convection of large polar mol-
ecules that cannot directly cross the lipid bilayer cell mem-
brane by diffusion. Several types of endocytosis processes 
are common in mammalian cells—pinocytosis, phagocy-
tosis, clathrin‐mediated endocytosis, and caveolae [24].

Protein molecules engulfed into the cytosolic space 
 during endocytotic processes are encapsulated by distinct 
membrane compartments and form vesicles called endo-
somes, which either internalize large polar molecules at the 

plasma membrane and recycle them back to the surface 
(early endosomes) or sort them for degradation (late endo-
somes and lysosomes). Early endosomes have a tubulove-
sicular structure and a weakly acidic pH of approximately 
6.0–6.5, at which many ligands can dissociate from their 
receptors, most of the proteins remain stable, and some 
 proteins such as receptors recycle back to the cell surface 
[25]. Early endosomes also function in transcytotic traffick-
ing of some proteins [26]. Late endosomes, or multivesicular 
bodies, which exhibit some characteristics of lysosomes, 
contain many membrane vesicles or membrane lamellae and 
have a more acidic pH of approximately 5.5. Late endo-
somes are thought to be the location of final sorting events 
before lysosomal degradation. Lysosomes have an even 
lower pH of approximately 5.0 and contain activated prote-
ases that hydrolytically break down proteins into amino 
acids [27, 28].

Since renal elimination and endocytotic protein catabolism 
are the primary mechanisms of disposition and elimination for 
protein‐based therapeutics and both functions are highly con-
served across mammalian species, the concept of interspecies 
scaling can be applied. Mordenti and colleagues examined the 
clearance and volume of distribution of five human therapeutic 
proteins—recombinant CD4, CD4 immunoglobulin G (IgG), 
growth hormone, tissue‐plasminogen activator, and relaxin—
in humans and laboratory animals (mouse, rat, hamster, rabbit, 
monkey, and dog) [29]. The molecular weights of these pro-
tein‐based therapeutics range from 6 to 98 kDa. The clearance 
and volume of distribution data were analyzed as a function of 
body weight. The analysis revealed that the clearance and 

Insulin (6)

Lysozyme (14)
Myoglobin (16.9)

Growth hormone (20)

Superoxide dismutase (32)

Bence Jones protein (44)

Albumin (69) IgG (160)

Molecular weight (kDa)

G
lo

m
er

ul
ar

 s
ie

vi
ng

 c
oe

ff
ic

ie
nt

0

1

0.8

0.6

0.4

0.2

0
50 100 150 200

FIGURE 8.2 Molecular size and glomerular filtration for protein therapeutics. Dotted line represents the regression between molecular 
weight in kilodaltons and glomerular sieving coefficient. Glomerular filtration is most efficient for proteins smaller than 40 kDa; for molecular 
weights exceeding 40 kDa, the filtration rate falls off sharply. The molecular weight of each test substance is indicated in parentheses. IgG, 
immunoglobulin G (Data from Braekman [22].)



CONSIDERATIONS FOR INTERSPECIES SCALING OF PROTEIN‐BASED BIOLOGIC THERAPEUTICS 95

volume of distribution for each protein were satisfactorily 
described by the allometric equation [Y = a × Wb], where Y is 
the PK parameter, W is body weight, and a and b are the allo-
metric scaling factors. A range of values for the allometric 
exponent b was derived from the analysis: 0.65–0.84 for 
clearance (mL/min) and 0.83–1.05 for initial volume of distri-
bution (mL). These values are similar to frequently cited 
exponent values for small molecules and are as expected 
based on empirical interspecies relationships. The fact that the 
PK parameters for selected large molecules followed  well‐
defined, size‐related physiological relationships further justi-
fied rational utilization of allometric scaling methods in early 
clinical development of protein therapeutics.

Utilization of interspecies scaling based on preclinical 
data from multiple species for the prediction of human PK 
was further investigated by Mahmood [30]. In this study, 
15  molecules including recombinant human interleukin 
2 (rhIL2), factor VIII, digoxin‐Fab, PEG interleukin 2 (PEG 
IL2), erythropoietin‐b (EPO‐b), factor IX, recombinant 
erythropoietin (rEPO), vascular endothelial growth factor 
(VEGF), alteplase, recombinant relexin (rRelexin), BM 
06.022 (a nonglycosylated mutant of human tissue‐type 
plasminogen activator), hirudin, atrial natriuretic factor 
(ANF), lenercept, and saruplase were used for scaling and 
compared for prediction accuracy. The molecular weight of 
the molecules ranged from 5 to 7 kDa (rRelexin and Hirudin) 
to approximately 280 kDa (factor VIII) [31]. Human 
clearance could be predicted within a onefold difference for 
most of the molecules, with the exceptions of hirudin, ANF, 
lenercept, and saruplase.

Relative contribution of renal elimination and protein 
catabolism (which are well conserved across mammalian 
species) depends on the properties of the molecule, such as 
molecular weight. Other factors such as binding to the target 
or immunogenicity (e.g., lenercept [32]) may also have an 
impact on the PK and, therefore, on the accuracy of interspe-
cies predictions. Generally, interspecies scaling for predic-
tion of human PK can be applied to protein therapeutics, and 
previous studies have demonstrated reasonably accurate 
 predictions. Similar to small molecules, the classic multispe-
cies approach is favored for protein therapeutic allometric 
scaling, as it has demonstrated favorable results [30], but 
there is also some evidence that single‐species scaling from 
monkeys above saturating concentrations may also be rea-
sonably predictive in some cases and this will be discussed 
with more mechanistic details in the following sections [33].

8.3.1 Considerations for Interspecies Scaling of mAbs

IgG‐based mAbs represent the most successful class of pro-
tein‐based therapeutics developed thus far. Over 650 bio-
logic therapeutics are in development (excluding vaccines), 
and more than 50% are mAbs according to the PhRMA 
report [34]. About 70% of therapeutic mAbs approved or 

under review in the European Union and United States are of 
the IgG1 isotype [35]. IgG‐based mAbs usually have a 
molecular weight of approximately 150 kDa. The PK of this 
class of protein therapeutics exhibits many interesting and 
unique properties.

Interspecies scaling was used for the prediction of human 
PK from preclinical data for a small number of mAbs, 
including ABX‐IL‐8 [36], bevacizumab [37], and pertu-
zumab [38], with varied results. When allometric scaling 
was further examined for a collection of 14 mAbs by Ling et 
al., the results indicated intriguingly and clearly that using 
more than one species would not necessarily generate the 
best prediction [33]. The authors suggested that using 
 cynomolgus monkey in a single‐species approach with a 
fixed exponent would result in the best prediction. Another 
investigation of simple allometric scaling was conducted by 
Wang and Prueksaritanont for protein‐based therapeutics 
with an expanded database of 34 therapeutic proteins 
including 12 mAbs [39]. These findings were in agreement 
with Ling et al. in concluding that a fixed‐exponent approach 
using data from a single species alone could provide very 
reasonable predictions of human PK. The general impres-
sion from these two studies, then, was that utilizing more 
than one species, especially small species (e.g., rodents), 
would not improve predictability. This conclusion, however, 
seems contrary to prior evidence discussed previously by 
Mahmood [30]. What, then, makes mAbs different from 
other protein‐based therapeutics? A deeper understanding of 
mAb elimination could provide the answer.

8.3.1.1 Factors That Affect the Elimination of mAbs The 
mechanisms for elimination and disposition of therapeutic 
mAbs have been reviewed [36], and the differences between 
protein drugs and small molecule drugs were previously 
mentioned. Phase I and phase II drug‐metabolizing pathways 
catalyzed by cytochrome P450s, other oxidative enzymes, 
and/or transferases are not meaningful clearance mechanisms 
for mAbs. In addition, renal elimination contributes very lit-
tle to the elimination of antibodies due to their large molec-
ular weight (~150 kDa). The primary clearance mechanism 
for mAbs is via proteolytic catabolism following fluid‐phase 
or receptor‐mediated endocytosis [19, 40, 41].

IgG molecules have a roughly Y‐shaped construction 
containing two heavy chains and two light chains as shown 
in Figure 8.3 [42]. The two arms of the “Y,” the Fab frag-
ments (fragment, antigen‐binding), contain sites that can 
bind to specific antigens, and the binding of each arm is 
typically identical. The Fab region is composed of one 
constant and one variable domain from each heavy and 
light chain of the antibody. The base of the “Y,” the Fc 
fragment (fragment, crystallizable), plays several impor-
tant roles in modulating immune cell activity and maintain-
ing the homeostasis of circulating antibody concentrations. 
The Fc region is composed of two heavy chains. It is well 
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known that the Fc region binds to neonatal Fc receptor 
(FcRn) expressed on the cell membrane [43].

FcRn, also known as the Brambell receptor, is expressed 
primarily on the endothelial cells, but also on many other 
cell types, including monocytes, macrophages, and den-
dritic cells [44, 45]. FcRn was originally believed to function 
in the transmission of immunoglobulin from mother to new-
borns, and investigation of this role led to the discovery that 
FcRn also effectively protects native IgGs from protein 
catabolism [46, 47]. In these studies, the administered Fc 
region of a G globulin had greater than 10 days circulating 
half‐life while the corresponding Fab fragments only had a 
half‐life of approximately 0.2 days. Thus, it was discovered 
that the Fc region of IgG binds to FcRn during endocytosis. 
The binding affinity is pH dependent [48], increasing 
 dramatically at lower pH such that the binding complex pro-
tects the antibody from proteolytic lysosomal degradation 
following the endocytotic processes. “Rescued” antibody 

molecules can then be recycled back to the cell membrane. 
The Fc–FcRn‐binding affinity decreases significantly at 
physiologic pH of approximately 7.4 at the cell surface, 
allowing the molecules to be released back into the 
circulation or into interstitial spaces. These processes are 
conceptually illustrated in Figure  8.4. This mechanism 
largely explains the long half‐life of IgGs and many IgG‐
based therapeutic mAbs [54].

Results from many studies support the critical role of 
FcRn in the disposition of mAbs. The relationship between 
in vitro FcRn‐binding affinity at pH approximately 6.0 and 
the corresponding in vivo elimination half‐life was investi-
gated for several IgG1‐based Fc constructs in cynomolgus 
monkeys [48]. However, a direct relationship between 
increased binding affinity to the receptor at this pH and 
improved PK properties was not observed in this early study. 
More data from other studies indicate that reengineering of 
the Fc region for altered FcRn‐binding affinity can alter the 
PK properties of a molecule [55–57]. Another study demon-
strated that modification of a few amino acid residues in the 
Fc‐variant region significantly increased the in vivo half‐life 
of several mAbs, including bevacizumab, in hFcRn trans-
genic mice and cynomolgus monkeys [58]. With a greater 
understanding of the FcRn–IgG interaction in the endocy-
totic process in the past few years, it is now understood that 
characterizing FcRn–IgG‐binding assays must focus on 
strict pH‐dependent nature of the interaction at both acidic 
(pH 5–6) and neutral pH (pH 7.4) [59].

Other Fc‐related functions may also play a role in the 
 disposition of therapeutic mAbs. Fcγ receptors (FcγRs) are 
among the most important superfamilies of Fc receptors and 
are responsible for internalization of antibody–antigen com-
plex, for example, during phagocytosis of opsonized 
microbes [60]. Four classes of FcγRs, FcγR I through FcγR 
IV, have been reported thus far, each with different binding 
affinities to different immunoglobulins [61]. In addition to 
the activation of innate effector pathways and stimulation of 
antibody‐dependent cellular cytotoxicity, FcγRs also play a 
key role in the regulation of the immune response [62]. The 
involvement of FcγR in the elimination of antibodies follow-
ing the interaction with its target was suggested by Reddy in 
2000 [63]. Later studies demonstrated that FcγR I‐ and FcγR 
III‐dependent pathways are responsible for the depletion of 
anti‐CD20 antibody after binding to the target [64].

8.3.1.2 Interspecies Scaling Considerations for mAbs  
Interspecies scaling recognizes trends in biological functions 
across animal species with distinct body sizes and utilizes 
these trends for predictions. Extra caution must be taken 
when factors that affect disposition and elimination, and 
therefore PK, do not obey the laws of allometry. The Fc–
FcRn‐binding affinities across different species have a very 
unique pattern [65]. For instance, human IgG binds to mouse 
FcRn stronger than it binds to human FcRn, while mouse 
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FIGURE 8.3 IgG structure and elements contributing to elimina-
tion of monoclonal antibodies. IgG molecules have a Y‐shaped 
construction and contain two heavy chains and two light chains 
joined by disulfide bonds (solid heavy line). Each chain contains a 
constant and variable domain (separated by a line). Each arm of the 
Y is a Fab fragment and is composed of one constant and one vari-
able domain from each heavy and light chain. The two Fab frag-
ments contain antigen‐binding sites in the variable domains that are 
typically identical; binding of these sites to target may result in 
increased clearance through internalization of the drug–target com-
plex. The base of the Y is the Fc fragment. Binding of the Fc 
fragment to FcRn results in reduced clearance through antibody 
recycling; binding to FcγR may result in increased clearance 
through FcγR‐dependent reactions. ADA can form against any part 
of the molecule and could result in increased clearance. IgG, immu-
noglobulin G; Fab, antigen‐binding fragment; Fc, crystallizable 
fragment; FcRn, neonatal Fc receptor; FcγR, Fcγ receptor; and 
ADA, antidrug antibody.
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IgG1 does not bind human FcRn with significant affinity 
in vitro [66]. These species differences do not comply with 
the concept of allometry and explain why a multispecies 
approach (or use of the wrong species in this case) may 
result in inaccurate prediction of human PK. FcγR idiosyn-
cracies in different species are also important. Even though 
FcγRs are expressed in all studied mammalian species and 
their ontogeny is similar, differences in the intracellular 
domain and cellular expression patterns have been observed 
[62]. Furthermore, human FcγR III binds IgG1 and IgG3, 
whereas nonhuman primate FcγR III tends to bind human 
IgG1 and IgG2 [67]. These differences should be fully con-
sidered when selecting a species for PK evaluation and inter-
species scaling of therapeutic mAbs.

The biggest advantage of therapeutic mAbs is high 
 biologic specificity and slow clearance. Many of the 
therapeutic mAbs are engineered specifically to bind human 
target and may not be cross‐reactive with animal species. 
These favored properties paradoxically limit the available 
preclinical species for interspecies scaling. More published 
data support single‐species allometric scaling using cyno-
molgus monkeys, since the FcRn affinity is often similar to 
human and the IgGs exhibit similar target binding. Oitate 
et  al. studied the PK data of 24 mAbs in monkeys and 
humans [68]. The estimated allometric exponents for soluble 
and membrane‐bound targets were consistent with previ-
ously published ranges [33, 39]. In another recent study, 13 
therapeutic mAbs exhibiting linear PK in the studied dose 
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range were investigated [69]. With this more comprehensive 
dataset, the authors suggested that using cynomolgus 
monkey as a single species with a fixed exponent of 0.85 
clearly demonstrated reliable prediction [33, 69]. What we 
learned in these studies was that projection of human 
clearance using multiple animal species may not be the 
optimal approach for mAbs because the binding affinity of 
human IgG1 for murine FcRn is approximately 2.5‐fold 
higher than that for human FcRn.

As a result of the known FcRn‐binding properties in wild‐
type mice, human FcRn‐transgenic mice were generated and 
utilized in PK and PD studies for human antihuman HER2 
antibodies [70]. The results demonstrated that the FcRn‐
humanized mouse is a promising animal model for research 
and development of human IgG‐based therapeutics. Now, a 
series of humanized transgenic mouse models have been 
developed: Tg276 and Tg32 homo‐ and hemi‐zygous trans-
genics. These humanized mouse lines are transgenic for the 
human gene encoding IgG receptor FcRn large subunit p51 
(FCGRT) and are engineered to have a deletion in mouse 
Fcgrt. They do not express mouse FcRn but do express 
human FcRn protein [71]. The human FcRn‐transgenic 
mouse has become a valuable tool for assessing the in vivo 
PK of human mAb‐based therapeutics, especially when 
investigating Fc‐engineered proteins [72]. The PK of a small 
number of therapeutic mAbs was investigated in Tg32‐ and 
Tg276‐transgenic mice, and the results were compared with 
cynomolgus monkey data and human data from clinical 
studies [73]. Strong correlations in elimination half‐life and 
clearance were observed between the transgenic mice and 
monkeys or humans, suggesting great potential for the trans-
genic mouse model to be used in interspecies scaling. This 
notion will be further strengthened by accumulation of more 
preclinical and clinical data.

Interspecies scaling for the prediction of mAbs in humans 
from data obtained in animal species is practical and appli-
cable. The predictions have been reliable based on limited 
datasets (compared to small molecule drugs). However, 
species‐specific mechanisms in the disposition of mAb mol-
ecules should be fully recognized when applying interspecies 
allometry [74]. Using wild‐type mice in allometric scaling is 
likely to result in overestimation of the elimination half‐life 
or underestimation of clearance for therapeutic mAbs. 
Research to date suggests that using cynomolgus monkey as 
a single species with a fixed exponent will  generate the most 
reliable human predictions for mAbs.

8.3.2 Other Factors that may Affect PK Interspecies 
Scaling for Protein‐Based Therapeutics

Other scientific phenomena may be important to consider as 
they could affect animal PK in preclinical studies, although 
their effects may not be translatable or scalable through 
interspecies scaling.

8.3.2.1 Impact of Antidrug Antibodies on PK Xenogeneic 
proteins administered to humans and animals are likely to be 
immunogenic. Antidrug antibodies (ADAs) could develop 
and lead to an alteration in the clearance of protein‐based 
therapeutics. The immunogenicity potential of therapeutic 
proteins varies among different species and molecules. The 
potential for immunogenicity in humans decreases as the 
nonhuman fraction of the protein is reduced [40]. The poten-
tial for immunogenicity of a therapeutic protein in animal 
species, however, is still difficult to predict. A human protein 
such as a mAb is xenogeneic when administered to monkeys 
and likely to be immunogenic. This biologics‐specific issue 
adds another dimension of complexity to species consider-
ations for mAb disposition, although it is generally believed 
that the occurrence of ADA in animal species does not trans-
late to the occurrence of ADA in humans.

Administered therapeutic mAbs may be recognized by 
the immune system as foreign and trigger the development 
of ADA against the therapeutic molecule. The development 
of ADA can affect PK, PD, and safety profiles [75]. The 
immunogenicity of mAbs in humans has been studied exten-
sively and monitored closely for effects on efficacy and 
safety [76, 77]. The development of ADA inevitably impacts 
the quality of preclinical data for interspecies scaling. For 
example, the inaccurate prediction of lenercept PK in the 
Mahmood study may have resulted from its immunogenicity 
[30, 32]. Nonetheless, few preclinical studies on this topic 
have been published.

Development of ADA in animals used for preclinical PK 
studies could cause an apparent increase, decrease, or no 
change in the clearance of the therapeutic protein (this obser-
vation also depends on the nature of the bioassay, i.e., free 
drug concentration vs total concentration). Rojas and col-
leagues found that ADA–infliximab complex exhibited 
much faster clearance than infliximab [78]. The accelerated 
clearance could be due to more efficient phagocytosis for the 
complex of larger molecular size. It is also quite reasonable 
to speculate the involvement of FcγR‐mediated processes in 
the clearance of the complex [63, 64].

When ADA develops in animals following adminis-
tration of a therapeutic mAb, the titer to the mAb may be 
detected in serum samples. However, a conclusive result 
would depend on many factors and is often confounded by 
residual drug concentration [79]. An aberrant change in the 
drug concentration–time profile that is variable among 
individual animals is usually informative of the development 
of ADA, in our experience. The changes usually occur 
 several days following administration, and the response can 
be very species dependent and variable among individual 
animals.

A quantitative relationship between ADA or ADA titers 
and the extent of its impact on drug concentrations has not 
been successfully established. Some options may be chosen 
to deal with situations of positive ADA [74]. One option is to 
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omit the entire profile of the individual animal(s) that tests 
positive for ADA or demonstrates a distinct pattern of altered 
elimination. Another option, used when the majority of 
 animals are affected, is to only utilize data up to the time 
point before ADA development for the calculation of PK 
parameters. The corresponding approaches are illustrated in 
Figure 8.5 with simulated data.

8.3.2.2 Target‐Mediated Disposition Target‐mediated drug 
disposition (TMDD) may result in nonlinear PK and often 
occurs for protein‐based therapeutics that bind to cell mem-
brane‐bound targets. The drug–target complex may appear 
to be cleared from the circulation in a rapid but saturable 
manner. The clearance cascade involves the formation of 
drug–target complex that is likely internalized and rapidly 
eliminated through proteolytic processes [80]. The rate of 
elimination of therapeutic protein by target‐mediated path-
ways is not linear and becomes a function of the drug 
concentration, target expression density, and turnover rate of 
the target. Saturation of the process is normally observed at 
higher doses of the therapeutic protein or following repeated 
dosing [81].

In general, cross‐species activity for therapeutic mAbs is 
limited to one or a few animal species, and in many cases 
only monkeys. Even in a cross‐reactive species, quantitative 
measures, such as IC

50
 or binding affinity (K

D
), can be quite 

different from those in humans. In addition, regulation of 
the target and its expression pattern and intensity in vivo are 
likely different between animal species and humans. 
Corresponding information in human and animal species is 
usually unavailable for a quantitative comparison or interspe-
cies scaling, especially for many first‐in‐class therapeutics in 

early development. These variables become a hurdle for 
building the scaling relationship when target‐mediated non-
linear PK exists. Mathematical models using a classic linear 
compartmental model in parallel with a nonlinear clearance 
process may help attain a better understanding of the 
clearance processes in clinical settings [82]. Retrospective 
analysis of clinical and preclinical data for a number of 
therapeutic mAbs demonstrated great potential for use of the 
parallel clearance model for the prediction of human PK 
from preclinical data [83].

Nonlinear PK is not usually apparent for therapeutic pro-
teins binding to soluble ligands. One plausible explanation 
might be that most soluble targets studied so far have 
relatively low circulating concentrations, reflecting a low 
production rate. Thus, their impact on the PK of the 
therapeutic protein could be negligible at clinically relevant 
doses. In this context, an assay specific for free drug 
concentration should be used in PK studies.

Mathematical models describing TMDD have been thor-
oughly studied and applied to clinical and preclinical PK 
studies [84, 85]. These models can be used for allometric 
scaling of the PK for therapeutic proteins that exhibit 
TMDD. The PK in animal species should be studied across 
two to three different dose levels to cover a large enough 
concentration range to decipher nonlinear PK properties. 
A  TMDD model requires more information, such as the 
measurement of free and/or total target concentrations in 
addition to drug concentration, which may not be readily 
available in some cases. Relevant preclinical human data 
must be available for interspecies scaling. Dong and col-
leagues utilized a two‐compartment model with parallel 
Michaelis–Menten nonlinear elimination for this purpose [83]. 
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The model parameters obtained from cynomolgus monkeys 
were used for interspecies scaling. The results from this retro-
spective analysis demonstrated that parallel Michaelis–
Menten nonlinear elimination model can be used and 
produces reasonable predictions. Using a Michaelis–Menten 
nonlinear elimination model to describe the nonlinear PK of 
TMDD has been theoretically analyzed and proven to be 
applicable [86]. This model can perform equally or even 
better than the TMDD model at relatively higher drug con-
centrations and when rapid dissociation rate constant (k

d
) for 

the drug–target complex disassociation is present. Using 
these models for the prediction of human PK from data 
obtained in relevant preclinical species opens another door 
for allometric scaling. Although only based on a handful of 
examples for protein‐based therapeutics, the modeling 
approach for allometric scaling of TMDD‐related nonlinear 
PK is schemed for future reference in Figure 8.6.

8.4 PHYSIOLOGICALLY BASED PK MODELING

Mordenti examined the physiologic similarities between 
mammals and proposed two fundamental approaches for 
interspecies scaling: PBPK modeling and simple allometric 
scaling [5]. The PBPK model fully incorporates similar ana-
tomical, physiological, and biochemical details between 
animal species and humans. Theoretically, PBPK modeling 
is superior to other types of models in addressing interspe-
cies differences. Such a thorough and complex model, how-
ever, requires a large amount of information, and its 
practicality in the prediction of human PK has been dis-
cussed [6]. After decades of accumulation of in vitro and 

in vivo human data, the capabilities of PBPK modeling are 
now extensive and have played a very important role in drug 
development and regulation. PBPK modeling has been used 
in predicting the processes of drug clearance, distribution, 
and absorption; in quantitative prediction of PK‐based drug–
drug interactions; and in investigating the impact of age, 
genetics, disease, and formulation for small molecule drugs 
[87]. Researchers have explored using full PBPK models to 
predict circulating and tissue concentrations for therapeutic 
mAbs. Most parameter estimations for mAbs thus far are 
derived from animal models and validated retrospectively 
using human data.

As discussed earlier, protein catabolism is a primary 
mechanism for the elimination of large protein‐based thera-
peutics. This clearance pathway, in general, exists in all tis-
sues. Furthermore, large protein molecules that distribute in 
tissues and are spared from catabolic clearance and/or target 
binding will drain back into the systemic circulation through 
lymphatic circulation. Mammillary models used in conven-
tional PK, by definition, assume that all clearances occur 
from the central compartment; however, peripheral clearance 
is known to be significant for large protein molecules such as 
mAbs [88]. Convection is the predominant mechanism for 
extravascular distribution of large protein molecules. Baxter 
et al. used PBPK modeling to reflect the difference in 
convection coefficients on vascular and lymphatic sides that 
yield lower concentrations of mAb in the interstitial fluids 
[89]. Incorporating lymphatic circulation for the drainage of 
mAb that distributed into tissue space and intratissue FcRn‐
binding dynamics, Garg and Balthasar utilized a PBPK 
model to predict IgG tissue concentrations [90]. The con-
cept  was validated in wild‐type and FcRn‐knockout mice. 
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The model that incorporated the influence of FcRn on IgG 
disposition provided more accurate predictions of IgG 
tissue kinetics in control and FcRn‐knockout mice. In 
Section 8.3.1.2, we discussed that engineering Fc sequences 
to alter Fc–FcRn binding affinity can affect the rate of 
clearance of mAbs. Incorporating FcRn‐binding affinity 
data obtained in vitro, Chen and Balthasar used a catenary 
PBPK model to predict extended half‐life for a mAb 
 constructed with higher FcRn‐binding affinity [91]. The 
results matched published experimental data very well.

A full PBPK model for mAbs utilizes mass balance to 
include almost all tissues. The structure of a full PBPK 
model is usually oriented by relative importance of the 
tissue/organ in drug metabolism and elimination. For 
example, the liver and kidneys are always distinctly consid-
ered from other tissue/organs for small molecules. However, 
this structure may not be suitable for all protein‐based thera-
peutics. Building such a model requires the measurements of 
drug concentrations in numerous organs and tissues. When 
only serum or plasma concentration data are available, full 
PBPK models with a diverse array of parameters often 
require assigning or fixing some of the parameters for accu-
rate fitting or prediction of plasma and tissue concentration–
time data, or in some cases, with no fitted parameters [92, 
93]. “Lumping” has been a commonly employed approach 
to reduce the complexity of full PBPK models by grouping 
tissues that show similar drug‐disposition properties together 
to form fewer compartments [94, 95]. Minimal physiologi-
cally based PK (mPBPK) models consider organs and tis-
sues according to the kinetic nature of large protein molecules 
and lump them into fewer compartments. This approach 
 provides a mathematically and computationally simpler 
alternative, allowing fitting of only plasma data to generate 
physiologically relevant parameters while evaluating 
peripheral clearance [96]. Bringing the value of mPBPK 
further, Cao et al. established a “second‐generation” mPBPK 
model that incorporates several essential determinants of 
mAb PK for system‐average evaluations of mAb disposition 
[97]. For more details, please refer to the dedicated chapter 
on PBPK by Cao and Jusko (Chapter 12).

Utilization of PBPK modeling to provide valuable pre-
dictions for drug development and regulation of protein‐
based large molecule therapeutics is still at its exploratory 
stage. This modeling approach has already demonstrated its 
advantage theoretically and practically for some protein‐
based therapeutics. However, it is unclear whether utiliza-
tion of PBPK increases the accuracy and precision of PK 
predictions for mAbs over conventional allometric scaling 
methods. Studies have demonstrated very reasonable predic-
tions (within twofold of clinical observations) for mAbs 
using single‐species allometric scaling [33, 39, 69]. PBPK 
modeling may provide additional utility for exploring the 
ADME properties of protein therapeutics or nontraditional 
platforms in addition to characterization and prediction of 

PK/PD relationships. Further accumulation of data, a better 
understanding of the ADME of large molecules, and 
development of in vitro and preclinical assays to generate 
relevant data to feed the modeling efforts will greatly 
advance the quality and predictability of PBPK models.

8.5 PERSPECTIVES BEYOND THE PREDICTION

8.5.1 Prediction of Human PK Serves Different 
Purposes at Different Stages of Drug Development

The prediction of human PK for protein‐based biologic ther-
apeutics serves several purposes during candidate selection 
and early development. Predicted PK in humans will directly 
influence the strategy in clinical development, including the 
selection of dose and therapeutic regimen. In balance with 
other developability criteria, a molecule with a favorable PK 
profile (predicted from animal data) will be selected for pre-
clinical and early clinical development [98]. It is essential to 
understand related therapeutic area landscapes, possible 
influence of disease status on PK, and desired PK/PD rela-
tionship by which a PK profile will be translated into clinical 
outcomes. Therefore, the application and evaluation of the 
prediction for candidate selection should always be in 
conjunction with other developability perspectives—for in-
stance, mechanism of action, target‐binding affinity, and 
tissue distribution, as opposed to only focusing on the  half‐
life and clearance.

Successful preclinical biology research leads to the 
 discovery of potential target‐specific protein therapeutics. 
For biologic therapeutics, off‐target adverse effects are 
 usually less problematic or more predictable than for small 
molecule therapeutics. On the other hand, the favorable 
target specificity of protein‐based therapeutics could have 
significant impact on the PK as discussed in Section 8.3.2.2. 
PK must be viewed in conjunction with the production rate 
of the target and accumulation of drug–target complex 
concentration in the circulation [99]. Depending on the 
nature of the target and quality of the therapeutic molecule, 
predictable PK may not translate into the desired therapeutic 
outcome [100]. The horizon of preclinical PK studies for 
protein‐based therapeutics in animal species may ultimately 
be expanded to address many of these therapeutic questions 
in addition to PK.

With the development of protein‐based therapeutics, some 
new mechanisms of action may require a different view of 
PK. For example, blinatumomab is a T‐cell redirecting 
oncology therapy that is composed of two different units, one 
that binds to CD19 on cancer cells while the other binds to 
CD3 on T‐cells to initiate cancer cell killing by the T‐cell 
[101]. According to the mechanism, only a very small ratio of 
receptor occupancy is required to initiate/activate T‐cell‐
mediated activity. Therefore, clinically efficacious drug 
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concentrations in the circulation are much lower than would 
be conventionally anticipated [102]. A full understanding of 
receptor occupancy becomes much more important for such 
mechanisms. More sophisticated modeling incorporating 
binding affinities for each target along with PK may be 
necessary. The conventional approaches for PK prediction 
may not be able to add much value in these cases. In addition, 
preclinical PK and safety data must be evaluated for target 
cross‐reactivity and relative binding affinity across selected 
preclinical species and human cells before the results can be 
carefully interpreted, to avoid recurrence of the TeGenero1 
case [103].

A reliable or accurate prediction of human PK is always 
desired. Generally, a predicted value within twofold of the 
observed value is considered acceptable. By this standard, 
single‐species scaling for mAbs has demonstrated accept-
able predictive capabilities. However, as models are built on 
existing knowledge and preclinical information, there are 
still unknowns and even unknown unknowns. In most cases, 
an evaluation of the starting dose and safety margin before 
the FIH clinical trial is based on predicted PK. The safety 
consideration is always the first priority in understanding the 
potential bias in prediction. The importance of human PK 
prediction from nonclinical data decreases as more relevant 
clinical PK information becomes available from the FIH 
study. Extrapolation of PK from healthy subjects to patients 
or between different populations presents another unique 
challenge and will not be discussed in this chapter.

8.5.2 Safety Considerations When Predicting Human 
PK for Protein‐Based Therapeutics

It is vital to understand the mechanism of action and poten-
tial species differences as already discussed in the previous 
sections. When information gaps exist between preclinical 
animal species and human, risk management strategies 
should be developed. For example, in the case of TMDD, 
when the relative density of receptor expression is unknown, 
one should consider using the PK information at saturating 
dose(s) in preclinical species for the prediction. An overesti-
mation of the exposure in humans is given with such an 
approach, but it provides the maximal safety measurement 
of the starting dose for FIH.

The distribution of large protein molecules is usually 
restricted to the circulation-that is, they distribute into the 
plasma or serum volume. It has been noted in several publica-
tions that the exponent for interspecies scaling of volume of 
distribution is very close to 1 for protein‐based therapeutics 

and mAbs [19, 33, 69]. This is also consistent with the FDA 
guidance on recommending the maximum recommended 
starting dose [104]. The maximum concentration following 
IV adminis tration of large proteins can be roughly estimated 
using a very simple formula—dose divided by the circulating 
serum volume. The result provides a prediction for the highest 
 possible concentration for comparison with the toxicokinetic 
results and other available safety information to evaluate the 
safety margin. This result could also serve as an upper limit 
when assessing modeling and simulation results.

8.6 CONCLUSIONS

Accurate prediction of human PK plays a critical role in 
early drug development. Tools such as interspecies scaling 
and/or PBPK modeling have been developed for this purpose. 
Although work lies ahead in generating more data and 
improving the accuracy of predictions for protein‐based 
therapeutics, a thorough understanding of relevant mecha-
nisms and excellent predictive tools already exists. It is 
essential for us to fully understand the concepts and theories 
of human PK prediction before employing the available 
tools. As an example, using cynomolgus monkey as a single 
species in interspecies scaling counterintuitively provided 
better predictions of human PK for mAbs. An integrated 
view of diverse perspectives and considerations when devel-
oping a strategy for human PK prediction is always prudent. 
Thus, it is judicious to consider safety factors, the mecha-
nism of action for the molecule, the clinical development 
strategy for the disease, and the available interspecies scal-
ing tools when performing prediction of human PK.
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9.1 INTRODUCTION

Over the course of the last two decades, therapeutic  biologics, 
including therapeutic peptides, proteins, and monoclonal 
antibodies (mAbs), have come to make up a substantial 
 portion of the clinical therapeutic agents within drug 
development pipelines. Currently, there are more than 100 
therapeutic biologics that have been approved for human use 
in the United States or the European Union, and many more 
are under development [1].

Compared to conventional small molecule drugs, which 
are most commonly dosed with fixed doses, therapeutic 
 biologics are often administered based on a metric of the 
patients’ body size, such as body weight (BW) and body 
 surface area (BSA), although this trend appears to be without 
a clear scientific rationale. Recent reviews of mAbs, 
therapeutic peptides, and proteins approved for use by the 
Food and Drug Administration (FDA) found that the majority 
of these agents are administered in adult patients based on a 
body‐size‐dependent dosing approach [2–4]. These observa
tions have been considered artifacts of the extrapolation 
methods used in choosing the starting doses in first‐in‐
human (FIH) trials based on doses used in preclinical 
 experiments in animals, which generally involves the 
 interspecies allometric scaling of the no observed adverse 
effect level (NOAEL) or the minimum anticipated biological 
effect level (MABEL) on a mg/kg basis [2, 4]. Based on the 
assumption that increased body size would lead to an 

increase in a patient’s drug elimination capacity (clearance) 
and a therapeutic agent’s volume of distribution, it has also 
been perceived that individualizing dose based on a patient’s 
body size should minimize the interpatient variability in 
drug exposures, thereby optimizing clinical outcomes [5, 6]. 
This perception has been furthered by the assumption that 
since the potential sources of pharmacokinetic (PK) vari
ability in agents such as mAbs are thought to be more limited 
than that of small molecules (where factors other than body 
size, such as genetic polymorphisms in metabolic enzymes 
and transporters, smoking status, concomitant medications, 
and food habits, can account for significant PK variability) 
due to the differences in distribution and elimination mecha
nisms of these drug classes, the relative contribution of body 
size to the overall population variability would be larger and 
using a dosing approach that controls for body size would 
have a more significant clinical impact. The validity of these 
perceptions and assumptions has been challenged by recent 
simulation studies investigating the performance of fixed 
and body‐size‐based dosing approaches in reducing the 
intersubject variability in PK and pharmacodynamics (PD) 
of therapeutic biologics with published population PK and/
or population PK/PD models in adult populations in the 
 literature [2–4], and for therapeutic biologics still in the 
development pipeline [4].

Most therapeutic biologics are target specific with a 
relatively large therapeutic window and a generally small 
contribution of body size to PK variability [2, 3], thus the 
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rationale selection of a dosing approach should be made in 
the context of these unique characteristics. While strong and 
sometimes proportional relationships between body size and 
a therapeutic agent’s volume of distribution and clearance 
have been demonstrated across species, that is, from mice or 
rats to humans, where the body‐size range is large, the 
 relationship often seems to lose its clinical significance 
when  the body‐size range is restricted to a typical target 
patient population in adult humans of only two‐ to threefold 
[4, 7]. For instance, a recent review of the population PK of 
mAbs in adult patients has found that the power law 
 exponents fitted to describe the effect of body‐size metrics 
on clearance and volume PK parameters for mAbs are 
 typically in the range of 0.3–0.7, which is smaller than the 
typical BW exponents used for interspecies allometric scal
ing (i.e., 0.85 for clearance and 1 for volume of distribution) 
[4, 8]. In addition, while a statistically significant body‐size 
effect on PK parameters in a population PK analysis may 
provide supportive evidence for body‐size‐based dosing, as 
will be discussed in this chapter, statistical significance 
alone should not be the basis for selection.

This chapter focuses on the dosing strategies for 
therapeutic biologics in human adult populations, and it is 
acknowledged that the strategies for the dosing of pediatric 
populations may be different. For instance, the relative range 
of body size in a pediatric population can be considerably 
wider, depending on the age range, than that in typical adult 
populations, and body‐size‐based dosing approaches are 
generally recommended in these pediatric populations in 
keeping with available regulatory guidance [4, 9, 10].

9.1.1 Considerations for the Selection of a Dosing 
Approach

9.1.1.1 Goals of Dosing Approach Selection In general, 
the aim of any dosing strategy for a therapeutic agent is to 
optimize the overall clinical performance within an intended 
indication by maximizing the efficacious effect while 
 minimizing the adverse events within the target patient 
population. One consideration to the dosing strategy is 
whether dosing should be based on the patient’s body size, 
or whether the dosing should occur independent of a patient’s 
demographics (fixed dosing). The selection of a dosing 
approach and regimen is influenced by a multitude of factors 
including the therapeutic agents’ PK and PD properties, its 
exposure–response relationship for efficacy and safety 
(including the therapeutic window), the target population 
demographics, the route of administration, ease of dosing 
compliance, and pharmacoeconomic considerations.

A fixed‐dosing regimen provides the administration of 
the same amount of a therapeutic agent regardless of a 
patient’s demographics, thus this dosing approach offers 
advantages in convenience, cost‐effectiveness, and compli
ance. It is more convenient for pharmacists or nurses to 

 prepare and administer a unit dose to patients, rather than 
individualizing each administration based on body size. This 
could have potentially important safety implications, as it 
could avoid or reduce errors in calculating and preparing an 
individualized dose for each patient. By administering a unit 
dose, it could also prevent or minimize the wasting of “left
overs” during preparation in contrast to individualized dos
ing based on body size. This is especially important for 
therapeutic biologics since their manufacturing is often 
expensive and time‐consuming. Therefore, when there is no 
significant advantage of one dosing approach over another 
from a PK and PD perspective, fixed dosing is the approach 
of choice due to its operational and economic advantages.

A clear scientific rationale for whether a drug should be 
administered based on a strategy that is independent of patient 
demographics (fixed dosing) or based on a patient’s body size, 
such as BW and BSA, will mainly depend on the effect of 
body size on the PK and PD of the therapeutic agent, as well 
as its therapeutic window. A good dosing strategy should pro
vide reduced interpatient variability in PK and/or PD, and ulti
mately optimize therapeutic  outcomes. For drugs with a wide 
therapeutic window, the fixed‐dosing approach is generally 
chosen for adult patients, regardless of the influence of body 
size on PK and PD properties due to its convenience, better 
compliance, less risk for medical errors, and cost‐ effectiveness. 
On the other hand, for drugs with a narrow therapeutic 
window, the effect of body size, as well as other influential 
factors, on PK and PD should be  carefully evaluated in order 
to select a dosing strategy that minimizes the variability in 
drug exposures across the target population and optimizes the 
risk/benefit ratio of the agent in the target population.

9.1.1.2 Key Parameter in Determining the Magnitude 
of a Body‐Size Effect The determination that a body‐size 
metric, that is, BW or BSA, is a statistically significant 
covariate on a therapeutic agent’s PK parameter(s) does not 
necessarily justify body‐size‐based dosing as a better 
approach than fixed dosing, even purely based on PK and/or 
PD variability, since simple body‐size correction as mg/kg 
or mg/m2 could overcorrect the effect of body size on 
exposure as the relationship is rarely proportional. When the 
effect of body size on a PK parameter is modeled as a power 
function, the determinant factor in evaluating the magnitude 
of a body‐size effect on a PK parameter is the value of the 
exponent (α) on the normalized covariate. For example, the 
effect of body size on clearance (CL) can be described by a 
normalized power function as follows:

 
CL CLtypical

typical

bodysize

bodysize
 (9.1)

Intersubject variability in the area under the concentration–
time curve (AUC) is related to the α value, as illustrated in 
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Figure 9.1. The percent difference in AUC between typical 
and extreme BWs has been simulated for low extreme and 
high extreme BW values across a range of α values for 
both dosing approaches (BW‐based dosing vs a fixed dose 
set to the typical population BW). The low extreme, typ
ical, and high extreme BW values used in this simulation 
were set to 40, 75, and 140 kg, respectively, based on 
simulated patient population as described in Wang et al. 
[2]. It can be seen that in terms of reducing the intersubject 
variability, fixed‐dosing works the best when CL is not 
affected by BW (α = 0), BW‐based dosing works the best 
when α is equal to 1, and the two dosing approaches per
form the same when α is equal to 0.5. It is also apparent 
that fixed dosing provides less variability in exposure when 
α < 0.5, while this is true for BW‐based dosing when 
α > 0.5. Depending on the α value, one dosing approach 
could have an advantage over the other. However, more 
often than not, the two dosing approaches lead to similar 
variability in drug exposure across patient population, 
although they tend to overdose or underdose different 
body‐size patient groups. In general, fixed dosing could 
lead to overexposure of drug in subjects with lower BW 
and underexposure of drug in subjects with higher BW 
relative to typical BW subjects, whereas body‐size‐based 
dosing generally does the opposite.

For the purpose of illustrating how this methodology can 
be used to rationally choose the most appropriate dosing 
approach in the context of clinical drug development, we 
will discuss the case of a fictional therapeutic biologic 
with  a well‐defined therapeutic window and an avail
able population PK model. The shaded area in Figure 9.1 

 represents the allowable population variability in drug 
exposure (AUC) for the fictional biologic that will ensure 
adequate confidence that it will hit its therapeutic window 
throughout its target patient population. For this case, the 
upper and lower bounds of the shaded area cover the ±20% 
AUC difference between patients with extreme BW and 
those with typical BW, which is identified as the maximum 
allowable variability in exposure for this agent. In this con
text, if the therapeutic agent had a population PK model that 
used a power model function to evaluate a body‐size metric 
on clearance and reported an α value less than 0.32, then a 
fixed‐dosing approach will keep the patients in the target 
population with extreme BW within the allowable vari
ability boundary if all other covariates are kept the same. 
On the other hand, BW‐based dosing will provide the same 
benefit if the agent had a reported α value greater than 0.68. 
If the α value of the agent fell between 0.32 and 0.68, nei
ther approach can keep the drug exposure (AUC) difference 
between typical BW and extreme BW patients less than 
20%, and consistently hitting the therapeutic window could 
not be guaranteed.

9.1.1.3 Therapeutic Index Whether a dosing approach is 
acceptable also depends on the width of the targeted range of 
exposure as illustrated in Figure 9.1. When a drug has a wide 
therapeutic window, a drug exposure (AUC) difference of 
more than ±20% used in our fictional example may still be 
tolerated without additional safety issues. For example, if a 
100% AUC difference is acceptable in terms of efficacy and 
safety, both dosing approaches should work well for 
therapeutic biologics with the α range of 0–1.0. Thus, for 
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Wang et al. [2]. Reproduced with permission of J Clin Pharmacol. (See insert for color representation of this figure.)
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drugs with a wide therapeutic window, where a larger degree 
of variability in drug exposure across the target population 
would be considered acceptable in terms of efficacy and 
safety, a body‐size‐based dosing approach would have to 
outperform the fixed‐dosing regimen to an unrealistic margin 
before its scientific merit could overcome the practical and 
economic advantages of fixed dosing. On the other hand, for 
drugs with a narrow therapeutic window, the effect of body 
size, as well as other influential factors, on PK and PD 
should be carefully evaluated in order to select a dosing 
strategy that optimizes the risk/benefit ratio.

9.1.1.4 Contribution of Body Size to Overall PK and/or 
PD Intersubject Variability Many factors, in addition to 
body size, may also cause differences in drug exposure 
among patients. These factors can include intrinsic factors 
(e.g., age, sex, disease states, organ functions, serum protein 
level, target antigen expression level, and genetic poly
morphisms in targets) as well as environmental factors 
(e.g., concomitant medications, smoking, and dietary habit). 
Thus, the relative contribution of body size to the overall 
intersubject variability in PK parameters (such as CL, V

max
, 

Q, V
1
, or V

2
) also plays a role in rationally determining 

whether the dose needs to be adjusted based on body‐size 
metrics. When overall intersubject variability is low and 
unlikely to be clinically relevant or when body size only 
explains a very small percentage of the overall intersubject 
variability, then adjusting the dose based on body size would 
lead to minimal reduction in exposure variability. On the 
other hand, if body size is a major source for intersubject 
variability that is clinically relevant, body‐size‐based dosing 
may provide significant benefit when supported by other 
factors, such as a narrow therapeutic window. Depending on 
the clinical relevance of intersubject variability and the con
tribution of body‐size effects to the overall intersubject vari
ability, body‐size‐based dosing may or may not be necessary 
even when it significantly reduces intersubject variability in 
exposure.

As the ultimate goal of a clinical study is to achieve its 
efficacy and safety endpoints, efficacy data, safety data, and 
surrogate PD markers, when available, will supersede PK 
data when using reductions in population variability to 
support a selected dosing approach. It is well known that 
intersubject variability in drug response is generally greater 
than that in drug exposure measures because of differences 
in disease state and genetic variations in drug targets [11–
13]. Therefore, the clinical benefit, if any, of body‐size‐based 
dosing with regard to the reduction of variability in drug 
exposure measurements could be “diluted” for downstream 
endpoints of clinical response or PD measurements, due to 
the additional sources of population variability in drug 
response. The effect of body size on PD endpoint should be 
evaluated for each individual therapeutic biologic under 
development when data are available.

9.1.2 Evaluations of Fixed Dosing versus Body‐Size‐
Based Dosing

To illustrate the methodologies that can be used in investi
gations to support the rational selection of an appropriate 
dosing approach, we will review recently published simula
tion studies that evaluated the performance of fixed dosing 
versus body‐size‐based dosing in adult patients receiving 
mAbs [2, 4] and therapeutic peptides/proteins [3]. Data 
used in these simulation studies were collected from the 
population PK/PD studies of therapeutic peptides and pro
teins published in peer‐reviewed journals [2–4] or available 
to the authors via internal data [4]. The common selection 
criteria for inclusion of a therapeutic biologic in these sim
ulation studies included the availability of population PK 
and/or PD models for adult patients or healthy subjects and 
adequate assessment of the effect of body size on the PK 
(and/or PD) parameters. As two of the three simulation 
studies utilized identical methodologies to investigate dos
ing approach performance in mAbs [2] and therapeutic pep
tides [3], these two simulation studies will be emphasized 
here. The third study, by Bai et al. [4], investigating the dos
ing approach performance in mAbs was essentially a con
firmatory analysis of the previous study using a similar 
methodology and nonpublic proprietary population PK data 
involving mAbs still in clinical development. Thus, the sim
ulation study by Bai et al. will be referenced when appro
priate, but not emphasized.

9.1.2.1 General Methodology For each of the simula
tion studies, mixed‐effect models were used to describe the 
PK and/or PD of all the selected mAbs, therapeutic 
 peptides, and proteins including the effect of body size on 
PK and/or PD parameters. Simulation analyses were con
ducted using NONMEM (version VI, GloboMax, Hanover, 
Maryland). AUC calculation for each simulated subject 
was calculated as dose/CL for agents exhibiting linear PK. 
For agents exhibiting nonlinear PK, the AUC was calcu
lated by integration of the concentration–time curves by 
trapezoidal method using S‐PLUS [3] or by integration of 
the individual concentration–time profiles using NONMEM 
[2]. The maximum concentration (C

max
) for each subject 

was determined as the maximal concentration from the 
simulated concentration–time profile of the subject. For 
PD measurements, C

max
 or the minimum concentration 

(C
min

) of the PD marker, whichever reflects the maximal 
drug effect, was determined from the PD marker‐time pro
file of the subject.

9.1.2.2 Methods of Dosing Approach Performance 
Evaluation The performance of the two dosing approaches 
was evaluated by their population performance and 
individual performance [2–4]. In addition, α value serves as 
a determinant for dosing approach selection.
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9.1.2.2.1 Population Performance Evaluation The popula
tion performance of a dosing approach provides an overall 
picture of PK and/or PD variability across the whole patient 
population. In other words, how well does a dosing approach 
accommodate the entire patient population?

Population performance was assessed by comparing the 
intersubject variability (expressed as CV% (coefficient of 
variation)) in the exposure (AUC and C

max
) of 1000 subjects 

simulated following the two dosing approaches. The dosing 
approach that produced less intersubject variability provides 
a better population performance.

Briefly, Monte Carlo simulations were conducted using 
the final PK and/or PD model reported for each mAb, pep
tide, or protein to obtain the concentration–time profiles fol
lowing both fixed‐dosing and body‐size‐based dosing 
approaches. The dose used for simulation was the dose rec
ommended in the labeling for marketed products or the dose 
used in the reported clinical trials for biologics still under 
development. The median value of body size (BW or BSA) 
was used as the conversion factor for dose determination so 
that the dose used in fixed‐dosing approach is the same as 
the dose for the subjects with median body size in body‐size‐
based dosing approach. For all simulation studies, 1000 sub
jects were simulated per dosing approach. The sampling 
points were chosen based on the PK or PD properties of 
therapeutic biologics, and the same sampling schedule was 
used for both dosing approaches.

For each simulation study, with the exception of BW, 
values of influential covariates were randomly generated 
using S‐PLUS 7.0 (TIBCO, Palo Alto, California) assuming 
normal or log‐normal distribution. The values of parameters 
used for generating these covariates were selected by trial 
and error with a goal of reproducing the patient population 
by matching the median, standard deviation, or the range of 
covariates to those reported in the corresponding population 
PK/PD study. BSA was generated assuming normal distribu
tion with a median of 1.82 m2 and a range of 1.2–2.4 m2. BW 
values were generated assuming that transformation of BW 
by a power function (Z = BW−0.5) would follow a normal dis
tribution [2, 14]. The dataset of randomly generated BW 
(1000 subjects) had a median of 75.7 kg and a range of 38.8–
187.2 kg, which covers the range of those reported for the 
selected mAbs, peptides, and proteins [2, 3].

9.1.2.2.2 Individual Performance Evaluation  The individual 
performance evaluates the effect of body size on exposure 
measures under extreme conditions. The amount of overdose 
and underdose to patients with extreme body size is of 
particular concern both in drug development and for 
regulatory approval as it may have significant efficacy and 
safety implications.

Individual performance was evaluated by comparing the 
percentage difference in the exposure between subjects with 
extreme body size and typical body size following the two 

dosing approaches. The dosing approach that resulted in a 
smaller difference in PK or PD exposure between subjects 
with extreme body‐size subjects and typical body size has 
better individual performance.

Briefly, to evaluate the individual performance, the PK 
profiles for the subjects with typical, low extreme, and high 
extreme body size were simulated. The typical, low 
extreme, and high extreme BW/BSA used were 
75.7 kg/1.8 m2, 40 kg/1.3 m2, and 140 kg/2.3 m2, respec
tively. For covariates other than BW/BSA, typical values 
were used. The intersubject variability and residual errors 
were all set to zero for the simulations conducted for both 
dosing approaches.

9.1.2.2.3 α Value The simplest way to assess whether 
fixed dosing or body‐size‐based dosing may be better in 
reducing intersubject  variability in drug exposure (AUC) is 
to look at the α value of the body‐size effect on CL as defined 
in Equation 9.1 obtained from covariate analysis. However, 
the covariate models used to characterize the effect of body 
size on CL for the selected molecules are not always modeled 
in the form of Equation 9.1. Therefore, an effort was made to 
obtain the α values for all biologics evaluated. For agents 
where body‐size metrics were not found to be a statistically 
significant covariate on CL, a zero value was assigned to α. 
For those agents whose α values were not reported in the 
literature, the following steps were used to obtain the α value 
for each agent: (i) generate a series of CL values over the 
range of body size reported based on the reported original 
covariate model and (ii) fit the generated CL versus body‐
size data using Equation 9.1 to obtain the α value using 
WinNonlin 5.2 (Pharsight, Mountain View, California). 
After obtaining α values for all included therapeutic 
biologics, the performance of the two dosing approaches in 
terms of reducing intersubject variability in AUC of each 
therapeutic biologic is assessed by evaluating the α value 
based on the following criteria:

α < 0.5—fixed dose performs better

α = 0.5—fixed and body‐size‐based dosing have similar 
performance

α > 0.5—body‐size‐based dosing performs better.

These criteria apply to both population and individual 
performances.

9.1.2.2.4 Contribution of Body Size to Overall Intersubject 
Variability  Depending on the contribution of the effect of 
body size to the overall intersubject variability, body‐size‐
based dosing may or may not be necessary even when it 
significantly reduces intersubject variability in exposure. The 
α values for the body‐size effect on relevant PK parameters 
often appear to correlate with the relative contribution of 
body size to the overall variability, although the rank orders 
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of the two are not exactly the same across all tested therapeutic 
agents [3]. This discrepancy is likely due to the difference in 
the extent of the contribution of other identified and 
unidentified factors, such as demographic characteristics and 
disease conditions, which can differentiate dosing approach 
selection conclusions based on α values alone.

The contribution of the effect of body size to the overall 
intersubject variability was assessed by the following 
 simulation approach. Briefly, simulated PK datasets of 100 
subjects were generated using the published “final” PK 
models for the selected therapeutic biologics including all 
influential covariates following a fixed dose. The relevant 
covariate values were randomly generated as described 
above. This simulated dataset was then fitted using both the 
“final” model and a “reduced” model, which excluded body 
size as covariate(s) for any PK parameter(s). The percentage 
change in the intersubject variability of the relevant PK 
parameters by the “final” model in comparison to the 
“reduced” model was calculated to determine the  contribution 
of body‐size effect to the overall intersubject variability of 
the relevant PK parameters.

9.1.2.3 Dosing Approach Performance of Monoclonal 
Antibodies As mentioned previously, the primary scientific 
rationale for the selection of a dosing approach should be the 
minimization of population variability in drug exposure 
(PK) and drug response (PD). The sources for the variability 
in exposure are likely to be different between mAbs and con
ventional small molecules due to their different distribution 
and elimination mechanisms [15]. Unlike small molecules, 
which are generally distributed into tissues via diffusion and 
eliminated through metabolism and/or renal excretion, 
mAbs extravasate mainly by convection and are eliminated 
by catabolism and/or target‐mediated clearance. The FcRn 
receptor plays an important role in protecting IgG molecules 
from catabolism [15]. For mAbs undergoing target‐mediated 
clearance, the binding affinity of the mAb to the target and 
the extent of the target expression could be important deter
minants of mAb clearance.

Wang et al. [2] investigated the performance of body‐
size‐based and fixed dosing in reducing PK and/or PD 
 variability in adults for 12 mAbs with published population 
PK and/or PD models (Table 9.1). At the population level, 
95th percentile intervals of concentration–time profiles, dis
tribution, and variability of exposure for 1000 simulated 
subjects after both dosing approaches were examined. As 
expected, the median concentration–time profiles were 
superimposed on each other for all the mAbs studied, as the 
median dose for the two dosing approaches is the same. The 
focus of this comparison was therefore the 95th percentile 
intervals of the concentration–time profiles. Overall, the 
95th percentile intervals did not differ remarkably between 
the fixed and BW/BSA‐based dosing approaches across all 
the 12 mAbs studied, although body‐size‐based dosing 

resulted in somewhat narrower 95th percentile intervals for 
some mAbs, such as sibrotuzumab and omalizumab, while 
fixed‐dosing approach did a better job for others such as 
bevacizumab, golimumab, and alemtuzumab. Analysis of 
the distribution curves of AUC and C

max
 following simula

tions of the two dosing approaches showed that the two dos
ing approaches resulted in different distribution curves of 
AUC and C

max
 for some mAbs, but these differences were 

generally small, and neither of the dosing approaches shows 
a clear advantage in terms of reducing AUC or C

max
 vari

ability. The intersubject variability of exposure following the 
two dosing approaches is presented in (Fig. 9.2). Body‐size‐
based dosing resulted in less intersubject variability in AUC 
for 5 mAbs, while the fixed‐dosing approach produced less 
variability for the other 7 mAbs. The average variability in 
AUC of all the 12 mAbs studied was similar following the 
two dosing approaches (42.4% by fixed dosing vs 44.2% by 
BW/BSA‐based dosing). Similar results were also obtained 
for C

max
 (30.1% by fixed dosing and 30.3% by BW/BSA‐

based dosing).
At the individual level, the difference between the 

exposure of patients with extreme body sizes from the typ
ical exposure following both approaches was compared 
(Fig. 9.3). The fixed‐dosing approach performed better than 
the body‐size‐based dosing with a smaller percent difference 
in drug exposure (AUC) between subjects with extreme 
body sizes and typical body size for 7 of 12 mAbs and in C

max
 

for 5 of 12 mAbs. In general, the body‐size‐based dosing 
tended to overexpose patients with a larger body size, while 
underexpose patients with a smaller body size. The opposite 
was true for the fixed‐dosing approach, where patients with 
small body size tended to be overexposed, while patients 
with larger body sizes were underexposed.

The percent contribution of body‐size metrics to the 
overall intersubject variability in PK parameters was deter
mined for 7 of the mAbs (Table  9.2). As discussed previ
ously, body‐size‐based dosing resulted in less variability in 
AUC for 5 of the 12 investigated mAbs, and 3 of those 5 
(pertuzumab, efalizumab, and rituximab) are included in 
Table 9.2. Based on the minimal contribution of body size to 
the overall intersubject variability in clearance for these 
agents, the reduction in intersubject variability for these 
three drugs is limited as reflected by the comparable 
population performance of the two dosing approaches 
(Fig.  9.2), and one could argue that the likely benefit of 
reduced variability in dosing these agents in an individual
ized manner on a body‐size‐based approach would be insuf
ficient to overcome the added operational and economic 
costs associated with this approach unless it was required by 
a narrow therapeutic window.

For the one mAb for which both population PK and PD 
models were available in the literature, omalizumab, the 
performance of each dosing approach was evaluated for a 
PD endpoint (free IgE levels) as shown in Figure  9.4. 
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Comparing the performance of the dosing approaches on 
omalizumab PK (Figs. 9.2 and 9.3) and PD (Fig. 9.4), it is 
clear that the body‐size‐based dosing regimen performs 
better for both endpoints; however, the differences in 
performance between the two dosing approaches are smaller 
for all evaluated measures when modeling to the PD end
point relative to the PK endpoints. This is consistent with the 
observation that the increase in sources of variability in PD 
endpoints relative to PK endpoints often leads to a “dilution” 
of signal or benefit previously observed for PK endpoints.

The overall results of the simulation study show that the 
two dosing approaches perform similarly across the mAbs 
investigated with fixed dosing being better for some mAbs 
and body‐size‐based dosing being better for the others. The 
performance of the dosing approach at the population level 
and the individual level, and the contribution of body size to 
the overall intersubject variability were closely associated 
with the α value on the normalized body‐size covariate on 
clearance of the respective agents, identifying this parameter 
as a simple early predictor of overall dosing approach 
performance. At the individual level, the body‐size‐based 
dosing approach tended to overexpose patients with a larger 

body size, while underexposing patients with a smaller body 
size, while the opposite was true for the fixed‐dosing 
approach. However, the PK variability introduced by either 
dosing method might be subordinate relative to the vari
ability seen in PD endpoints for safety or efficacy. The sim
ulation study conducted by Bai et al. [4] had similar 
observations and drew the same conclusions from their 
unique database of mAbs still in clinical development. Thus, 
in contrast to the conventional assumptions that seem to be 
driving dosing approach selections in mAb development, 
body‐size‐based dosing strategies did not consistently out
perform fixed dosing in reducing intersubject variability in 
PK and PD endpoints.

9.1.2.4 Dosing Approach Performance of Therapeutic 
Proteins/Peptides The clinical benefit of body‐size‐based 
dosing for other therapeutic biologics, namely therapeutic 
peptides and proteins, has been investigated separately 
from mAbs. These biologics were examined separately due 
to considerations of the different sources of the variability in 
exposure between mAbs and therapeutic peptides and pro
teins since they do not necessarily share the same distribution 
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FIGURE 9.2 Comparison of the variability of simulated AUC (a) and C
max

 (b) of 1000 subjects after receiving a single fixed (solid bar) and 
body weight/body surface area (BW/BSA)‐based dose (open bar). (Wang et al. [2]. Reproduced with permission of J Clin Pharmacol.)
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and elimination mechanisms. In contrast to mAbs, which 
usually share the same IgG structure with a molecular 
weight of approximately 150 kDa, therapeutic peptides 
and  proteins comprise a much more diverse group of 
molecules.

Large therapeutic proteins may share similar distribu
tion and elimination mechanisms to mAbs. They are gener
ally distributed via convection and eliminated via 
intracellular catabolism following fluid‐phase or receptor‐
mediated endocytosis. However, mAbs differ from most of 
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FIGURE 9.3 Comparison of the deviation of AUC (a) and C
max

 (b) for subjects with low (open bar) and high (solid bar) extreme body 
weight/body surface area (BW/BSA) values from the typical exposure after fixed (red) and BW/BSA‐based (black) dosing. (Wang et al. [2]. 
Reproduced with permission of J Clin Pharmacol.) (See insert for color representation of this figure.)

TABLE 9.2 Percentage Contribution of Body‐Size Measurements to the Overall Intersubject Variability 
of Pharmacokinetics (PK) Parameters—Monoclonal Antibodies

Monoclonal Antibodies

% Contribution of Body‐
Size Metrica to the 

Intersubject Variability α Value

CL V
1

CL V
1

Bevacizumab 2.74 11.1 0.368 0.411
Trastuzumab NA 4.6 0 0.556
Pertuzumab 11.9 28.3 0.587 1.16
Infliximab NA 15.1 0 0.744
Golimumab NA 13.6 0 0.86
Efalizumab 2.9 NA 0.754 0
Rituximab 4.81 22.6 1.02 0.73

Wang et al. [2]. Reproduced with permission of J Clin Pharmacol.
aRefer to Table 9.1 for specific body‐size metric used for each PK parameter.
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therapeutic proteins in that a significant fraction of mAbs 
is protected from protein catabolism by FcRn‐mediated 
recycling, while most of the therapeutic peptides and 
 proteins do not have such protective mechanisms, with the 
exception of fusion proteins containing the Fc region of 
IgGs [16, 17].

For smaller therapeutic peptides and proteins, depending 
on the molecular size and physiochemical properties (e.g., 
charge and lipophilicity), renal excretion and diffusion into 
tissues may play an important role in their overall elimina
tion and distribution mechanisms in addition to catabolism 
and convection [16].

Zhang et al. [3] compared the performance of body‐size‐
based and fixed dosing in reducing PK and/or PD variability 
in adults for 18 therapeutic biologics, including 11 therapeutic 
proteins and 7 peptides, with published population PK and/
or PD models (Table 9.3). Among the 18 selected biologics, 
12 are administered based on their body size in adult patients. 

Interestingly, for some products that are administered using 
body‐size‐based dosing, such as hematide and onercept, 
body‐size measure had been shown not to be a covariate of 
any PK parameter (Table 9.3).

As discussed for the work with mAbs by Wang et al. [2], 
the comparative performance of the two dosing approaches 
based on AUC can be simply assessed by the α values (the 
exponent of the power function as defined in Eq. 9.1) 
reported from the published population PK/PD models, with 
an α value of 0.5 as the inflection point determining the 
better performing model. As shown in Table 9.3, 12 of 18 
biologics had reported α values less than 0.5, 1 biologic had 
a reported α value equal to 0.5, and 5 biologics had reported 
α values greater than 0.5. These observations suggested that 
fixed dosing would perform better for 12 molecules (α < 0.5), 
body‐size‐based dosing would perform better for 5 mole
cules (α > 0.5), and the two dosing approaches would  perform 
similarly for 1 molecule (α = 0.5).
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The results of the simulation studies for comparing the 
performance of these two dosing approaches at the population 
level are presented in Figure 9.5. Consistent with the predic
tion based on the α values, five therapeutic biologics with 
α > 0.5 exhibited less intersubject variability in AUC when 
body‐size‐based dosing was adopted, while the other 12 bio
logics with α < 0.5 exhibited less variability in AUC when 
fixed dosing was used. For the molecule with α = 0.5, enfu
virtide, the variability was similar for the two dosing 
approaches. Similar results were also obtained for individual 
performance (Fig. 9.6).

The consistent conclusions obtained from the α values 
and from the simulation studies further reconciled the rec
ommendation of using the α value on clearance to select the 
optimal dosing approach if AUC is the exposure parameter 
of the main concern, but what if the PK parameter most 

closely associated with the determinant safety or efficacy 
endpoints is C

max
 and not AUC? This approach can also be 

used for comparative performance evaluation based on C
max

 
if body size is only a covariate for the central volume of dis
tribution (V

1
) but not for any other parameters, as was the 

case for emfilermin and octreotide (Table 9.3). However, if a 
body‐size metric is a covariate on more than one PK param
eter that could affect C

max
, simulation needs to be conducted 

to evaluate the performance of the two dosing approaches in 
terms of reducing C

max
 variability.

The population and individual performances of the two 
dosing approaches based on C

max
 were evaluated by simula

tion studies and shown in Figures 9.5 and 9.6, respectively. 
At the population level, body‐size‐based dosing resulted in 
less intersubject variability in C

max
 for 7 of the 18 selected 

biologics, while fixed dosing produced less variability in 

90
(a)

(b)

C
V

%

α < 0.5, N = 12 α > 0.5, N = 5

α=
0.

5,
 N

=
1

80
70
60
50
40
30
20
10

0

C
V

%

70
60
50
40
30
20
10

0

Emfil
erm

in

Hem
ati

de
+

Lan
reo

tid
e a

uto
ge

l

One
rce

pt

Fac
tor

 V
IIa

+

Deg
are

lix
+

rh
GH

+

Dap
tom

yc
in

Octr
eo

tid
e a

ce
tat

e

Plit
ide

ps
in

Aba
tac

ep
t

PEG-in
ter

fer
on

 al
ph

a

Enf
uv

irt
ide

Darb
ep

oe
tin

 al
fa

Etan
erc

ep
t

Ery
thr

op
oie

tin
 al

fa

Ery
thr

op
oie

tin
 be

ta

u-
hF

SH

*

* *

*

*

* *

*

*

* *
*

*

*

Emfil
erm

in

Hem
ati

de
+

Lan
reo

tid
e a

uto
ge

l

One
rce

pt

Fac
tor

 V
IIa

+

Deg
are

lix
+

rh
GH

+

Dap
tom

yc
in

Octr
eo

tid
e a

ce
tat

e

Plit
ide

ps
in

Aba
tac

ep
t

PEG-in
ter

fer
on

 al
ph

a

Enf
uv

irt
ide

Darb
ep

oe
tin

 al
fa

Etan
erc

ep
t

Ery
thr

op
oie

tin
 al

fa

Ery
thr

op
oie

tin
 be

ta

u-
hF

SH

+: Biologics whose population PK models were developed based on data from less than 30 patients 
*: Therapeutic peptides

FIGURE 9.5 Comparison of the intersubject variability of simulated (a) AUC and (b) C
max

 of 1000 subjects after receiving a single fixed 
(solid bar) dose or a body‐size (BW/BSA)‐based dose (open bar). rhGH, recombinant human growth hormone; u‐hFSH, urinary human 
follicle‐stimulating hormone. (Zhang et al. [3]. Reproduced with permission of J Clin Pharmacol.)
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C
max

 for the other 11 biologics (Fig. 9.5). At individual level, 
body‐size‐based dosing produced a smaller percentage 
difference in C

max
 between subjects with extreme and typical 

body sizes for 6 of 18 biologics, while fixed dosing produced 
smaller percentage difference for the other 12 biologics 
(Fig. 9.6). The results from both population‐ and individual‐
level evaluations are again very consistent with the only 
exception of enfuvirtide, whose reported population PK 
model has no body‐size metric captured on the volume of 
distribution and the reported α value on clearance sits on the 
discriminating inflection point of 0.5 for dosing approach 
performance, and the body‐size‐based dosing was shown to 
have slightly better individual performance but slightly 

worse population performance. This discrepancy is likely 
due to the varying relative contribution of the BW‐
independent component of the CL function (“CL

0
”) to the 

overall enfuvirtide CL across the BW range (Table 9.3). As 
was noted by Wang et al. [2] in their work with mAbs, this 
simulation study with therapeutic peptides and proteins 
found that, in general, body‐size‐based dosing tends to over
expose patients with larger body sizes and underexpose 
patients with smaller body size, while the opposite held true 
for the fixed‐dosing approach.

The percent contribution of body‐size metrics to the 
overall intersubject variability in PK parameters and their 
corresponding α values are compared for eight of the 
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FIGURE 9.6 Comparison of the deviation (% difference) of (a) AUC and (b) C
max

 for subjects with low (open bar) and high (solid bar) 
extreme body‐size (BW/BSA) measurements from the typical values (AUC and C

max
 for subjects with median body‐size measurements) after 

a fixed dose (red) or a body‐size (BW/BSA)‐based dose (black). BSA, body surface area; BW, body weight; rhGH, recombinant human 
growth hormone; u‐hFSH, urinary human follicle‐stimulating hormone. (Zhang et al. [3]. Reproduced with permission of J Clin Pharmacol.) 
(See insert for color representation of this figure.)
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therapeutic proteins/peptides in Table 9.4. It was observed 
that the effect of body size had a small, in some cases 
moderate, contribution to the overall intersubject variability 
of major PK parameters, ranging from 1.8% to 18.4% for CL 
and from 0.42% to 26.9% for V

1
 (Table 9.4). Interestingly, 

the α values for the body‐size effect on relevant PK parame
ters appear to correlate with the relative contribution of body 
size to the overall variability, although the rank orders of the 
two are not exactly the same. As noted previously, this dis
crepancy is attributed to the difference in the extent of the 
contribution of other identified and unidentified factors, 
such as demographic characteristics and disease conditions, 
among these biologics.

For the 3 biologics out of the 18 selected for which both 
population PK and PD models were available in the litera
ture, abatacept, darbepoetin alfa, and etanercept, the 
performance of each dosing approach was evaluated for a 
PD endpoint as shown in Figure  9.7. The PD response of 
abatacept on IL‐6 levels was described by an indirect 
response model, in which the IL‐6 degradation rate was 
stimulated by abatacept according to an E

max
 model [18]. The 

PD response of darbepoetin on hemoglobin levels was 
described by a modified indirect response model, where 
serum darbepoetin levels following weekly administration 
stimulated the production of hemoglobin through an E

max
 

model [19]. A logistic regression model was adopted to 
describe the exposure–response relationship for etanercept 
[20]. The cumulative AUC of etanercept was used as the 
exposure variable, and the American College of 
Rheumatology response criterion of 20% improvement 
(ACR20) was used as the binominal clinical outcome. Body‐
size metrics were not identified as covariates for any PD 
parameters in any of these three population PD models. As 
shown in Figures 9.5–9.7, the difference between the perfor
mances of the two dosing approaches based on PD is smaller 
than that based on PK for all these three therapeutic agents. 

For example, the intersubject variability in drug exposure of 
etanercept following the two dosing approaches was shown 
to be 47.5% (fixed dosing) versus 45.7% (body‐sized‐based 
dosing) for AUC and 37.4% (fixed dosing) versus 31.4% 
(body‐size‐based dosing) for C

max
 at the population level. 

However, the intersubject variability in its PD measures 
(ACR20) was 82.2% (fixed dosing) versus 81.9% (body‐
size‐based dosing) for AUC and 70.8% (fixed dosing) versus 
70.3% (body‐size‐based dosing) for C

max
 of the PD effect.

As the ultimate goal of a clinical trial is to achieve its effi
cacy and safety endpoints, efficacy data, safety data, and 
data of surrogate PD markers, when available, are more 
important than PK data alone. The smaller difference in 
intersubject PD variability between the two dosing 
approaches suggested that the clinical benefit, if any, of 
body‐size‐based dosing could be further “diluted” in terms 
of drug response or PD measurements as shown in this study 
for abatacept, darbepoetin alfa, and etanercept.

The overall results of the simulation study were consistent 
with the prior simulation study by Wang et al. [2] and demon
strated that the two dosing approaches perform similarly 
across the therapeutic proteins investigated with fixed dosing 
being better for some and body‐size‐based dosing being better 
for the others. However, there was a trend noted among the 
selected therapeutic peptides, where the fixed‐dosing approach 
performed better for 6 of the 7 included peptides.

9.1.2.5 Relationship between the Type of Biologics and 
Body‐Size Effect on PK Parameters The mAbs 
 investigated by Wang et al. included 3 chimeric, 8 human
ized, and 1 fully human mAbs [2]. Seven of the mAbs were 
known to exhibit linear PK while nonlinear clearance is 
involved for five of them (Table  9.1). The results of this 
 simulation study demonstrate that there is no intrinsic corre
lation between the type of mAb and effect of body size on 
mAb disposition. Therefore, it has been concluded that 

TABLE 9.4 Percentage Contribution of Body‐Size Measurements to the Overall Intersubject 
Variability of Pharmacokinetics (PK) Parameters—Therapeutic Proteins and Peptides

Biologics

% Contribution of BW 
to the Intersubject 

Variability α Value

CL V
1

CL V
1

u‐hFSH 13.6 NA 0.99 0
Etanercept 18.4 26.9 0.75 1
Erythropoietin alfa 8.48 11 0.75 1.37
Darbepoetin alfa 1.80 0.42 0.623 0.639
Enfuvirtide 3.17 NA 0.5 0
PEG‐interferon alfa‐2b 2.12 NA 0.455 0
Abatacept 3.46 NA 0.4 0
Emfilermin NA 4.16 0 1.66

Zhang et al. [3]. Reproduced with permission of J Clin Pharmacol.
BW, body weight and u‐hFSH, urinary human follicle‐stimulating hormone.
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whether a mAb should be dosed based on body size or with 
a fixed dose cannot be determined by their type and elimina
tion pathways.

The therapeutic biologics investigated by Zhang et al. 
included 7 therapeutic peptides and 11 therapeutic proteins 
[3]. Among the 11 therapeutic proteins, including 3 fusion 
proteins and 1 pegylated protein, no apparent correlation 
between either the type or the size of therapeutic proteins 
and the body‐size effect on their PK was observed. However, 
it was noted that the α values of body‐size effect on CL 
for  the 7 peptides were all less than 0.5 with six having α 
values equal to 0. As a result, a fixed‐dosing approach would 

 perform better for all the peptides evaluated in the simula
tion study than a body‐size‐based dosing approach. Whether 
this can be generalized to other peptides remains a topic for 
further investigation when population PK data on more 
therapeutic peptides become available.

9.1.3 Rationale Dosing Approach Selection Strategies 
Based on Stage of Clinical Development

9.1.3.1 Dosing Approach in Early‐Phase Drug 
Development  When a therapeutic protein or mAb is first 
tested in humans, the effect of body size on PK and/or PD 
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FIGURE 9.7 (a) The intersubject variability of AUC and C
max

 (or C
min

) of the PD markers for abatacept, darbepoetin alfa, and etanercept across 
1000 subjects after fixed (solid bar) and body‐size‐based (open bar) dosing. (b) Deviation of AUC and C

max
 (or C

min
) of the PD markers for 

 subjects with low (open bar) and high (solid bar) extreme BW from the typical value after a fixed (grey) and body‐size‐based (black) dose of 
abatacept, darbepoetin alfa, and etanercept. The AUC and C

max
 (or C

min
) of the PD markers are defined as follows: for abatacept, AUC represents 

the area between the IL‐6 baseline and serum IL‐6 concentration–time curve and C
min

 represents the minimal concentration of serum IL‐6; for 
darbepoetin, AUC represents the area between the hemoglobin concentration–time curve and hemoglobin baseline, and C

max
 represents the max

imal concentration of hemoglobin; for etanercept, AUC represents the area under the probability of achieving American College of Rheumatology 
response criterion of 20% improvement (ACR20) response–time curve, and C

max
 represents the maximal probability of achieving ACR20 

response. (Zhang et al. [3]. Reproduced with permission of J Clin Pharmacol.) (See insert for color  representation of this figure.)



122 FIXED DOSING VERSUS BODY‐SIZE‐BASED DOSING FOR THERAPEUTIC BIOLOGICS

parameters of the agent in humans is unknown. Since no 
obvious advantage has been identified for one approach over 
the other in terms of reducing variability in PK/PD measure
ments at this stage, either dosing approach may be used in 
FIH and other early‐stage trials before the effect of body size 
on the PK and PD of the agent in adult humans can be eval
uated. However, the fixed‐dosing approach would be 
preferred since it offers advantages in ease of preparation, 
reduced cost, and reduced chance of dosing errors.

9.1.3.2 Dosing Approach in Late‐Phase Drug 
Development The intended dosing approach for the to‐be‐
marketed product is preferably selected before the start of the 
Phase 3 studies so that the efficacy and safety of the dosing 
approach can be evaluated in the Phase 3 program to support 
regulatory approval. Unlike the situation for FIH studies, by 
the time Phase 1 and/or Phase 2 studies have been completed, 
data become available to allow for the evaluation of the effect 
of body size on PK and PD. There is also the potential for 
data to become available to establish exposure–response 
relationships for efficacy and safety (including the establish
ment of a therapeutic window), allowing for the evaluation of 
dosing approach selection on clinical outcomes.

A full population PK and PD analysis should be con
ducted including covariate evaluation. If body size is identi
fied as a covariate of PK or PD parameters, population and 
individual performances of both dosing approaches should 
be evaluated. If fixed dosing is better or if the two dosing 
approaches are similar, a fixed‐dosing strategy should be 
used in Phase 3 studies. If body‐size‐based dosing provides 
significantly less variability in PK and PD, further evalua
tion should be conducted using available safety and efficacy 
data. The selection of the dosing approach in late‐phase drug 
development should largely be driven by the therapeutic 
window of the agent. The dosing approach that is expected 
to produce an acceptable safety and efficacy profile may be 
chosen for the Phase 3 studies.

9.2 CONCLUSIONS

Despite the lack of a clear scientific rationale, the majority 
of marketed therapeutic biologics are dosed using body‐
size‐based dosing approaches. This chapter has highlighted 
the methodology that should be used in the rational selec
tion of a dosing approach to therapeutic biologics. The 
performance of body‐size‐based dosing and fixed‐dosing 
approaches have been evaluated for mAbs [2, 4] and 
therapeutic peptides/proteins [3], in terms of their population 
and individual performances in reducing intersubject PK 
and/or PD variability in adult patients. The results of these 
simulation studies have demonstrated that in contrast to 
conventional assumption, body‐size‐based dosing did not 
always result in less intersubject variability in drug exposure 

and PD measurements when compared to fixed‐dosing 
approaches. Recommendations for the rational selection 
of dosing approaches for therapeutic biologics in an adult 
population have been presented based on these results. For 
adult FIH studies, the fixed‐dosing approach is preferred 
since this approach offers advantages in ease of dosing 
preparation, reduced cost, and reduced chance of dosing 
errors. When sufficient data become available, a full 
assessment of body‐size effect in PK and/or PD should be 
conducted. The final dosing approach for Phase 3 trials in 
adults should be selected based on the established body‐size 
effect on the PK and PD, the therapeutic window of the 
therapeutic products, and other factors that may impact the 
outcome of the study.
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10.1 INTRODUCTION

Therapeutic biologics, primarily represented by monoclonal 
antibodies (mAbs), have fundamentally changed the pharmaco
therapy paradigm in several areas, such as immune‐mediated 
inflammatory diseases and oncology. A mechanistic under
standing of the absorption, distribution, metabolism, and 
excretion (ADME) of a biologic in relevant animal disease 
models and patients would greatly facilitate moving a can
didate biotherapeutic from discovery through preclinical 
and clinical development. Conceptually, any disease or 
comorbidity that can regulate or impact the ADME and sub
sequently the pharmacokinetics/pharmacodynamics (PK/PD) 
of a biologic would have an impact on the treatment response 
that may sometimes necessitate a dose alteration in different 
patient populations, different disease states, patients with 
varying disease burdens, or in patients with different comor
bidities. In particular, target properties (e.g., baseline concen
trations, turnover rates, distribution, and fate following drug 
binding) are important determinants of the treatment response 
of a therapeutic biologic. The PD of a biologic is not the only 
aspect driven by target engagement, the PK is also often 
impacted via target‐mediated drug disposition (TMDD) inter
actions. Other factors, such as immunogenicity, demographics, 
and concurrent medications, may also alter the ADME, PK, 
and PK/PD of biologics.

This chapter provides an overview of our current 
knowledge on how diseases, comorbidity, target physiology, 
and other treatment interventions (e.g., surgery) impact the 

ADME, PK, and PK/PD of therapeutic biologics. A diagram 
of the interplay between these elements is shown in 
Figure  10.1. The underlying mechanisms associated with 
these processes will also be discussed.

10.1.1 ADME of Biologics

Like conventional small molecule drugs, the PK of biologics 
is a collective depiction of ADME processes. Most biologics 
can only be administered by parenteral routes, that is, intra
venous (IV), subcutaneous (SC), or intramuscular (IM). 
Following SC or IM administration, biologics are absorbed 
either directly via blood capillaries or indirectly via lym
phatic capillaries, depending on size and molecular weight 
(MW) [1]. Our knowledge on the factors that govern the 
absorption process of biologics is still limited and requires 
further scientific efforts to explore even the fundamentals of 
this important ADME process [2].

Biologics are primarily distributed in the plasma compart
ment (systemic circulation) and extracellular fluids through
out the body. Given the size and hydrophilicity of biologic 
molecules, distribution from the systemic circulation to tis
sues occurs mostly via convective transport through pores on 
blood capillary walls [3, 4]. The extent to which a biologic 
distributes to a tissue site largely depends on the size of the 
molecule, blood/lymph flow, and blood capillary perme
ability [5]. Importantly, the interaction between a biologic 
and the attendant target, especially if the target has high 
abundance or rapid turnover, can significantly change the 
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distribution of the therapeutic to the tissue site expressing 
the target [6]. Except for perhaps some very small peptides, 
for example, cyclosporine A [7], biologics are not subject to 
cytochrome P450‐mediated metabolism and are also not 
 substrates for small molecule drug transporters. Biologics are 
generally believed to be catabolized into small peptides and 
eventually amino acids via proteolysis throughout the body. 
Renal filtration, however, can be a major elimination mecha
nism for smaller size biologics [8], but the role of renal 
clearance for biologics with MW greater than 69 kDa is 
minimal in healthy subjects [9].

The elimination rates of biologics can vary dramatically 
for different types of molecules. When compared to other 
therapeutic proteins, IgG‐based drugs (mAbs and Fc‐fusion 
proteins) exhibit sustained persistence in the systemic 
circulation via a unique “salvage” mechanism involving the 
neonatal Fc receptor (FcRn or “Brambell receptor”) [10]. 
Theoretically, if the binding of FcRn and mAb is altered, or 
FcRn expression is affected by some disease state, the dispo
sition of the mAb may be impacted accordingly.

A unique feature of biologics is that they have the potential 
to be immunogenic. When a nonendogenous biologic drug is 
injected into an animal or human, an immune response can 
cause the development of antidrug antibodies (ADAs) [11]. 
Consequently, the formation of ADA may be associated with 
an altered drug clearance, reduced clinical efficacy, or an 
increased risk for adverse events.

10.1.2 Roles of TMDD for Biologics

Another unique PK characteristic of biologics is the process 
of TMDD [12–14]. The PK of a conventional small mole
cule drug is usually independent of the therapeutic target 
because the fraction of drug bound to the target is usually 

negligible and TMDD is not a significant clearance mecha
nism for small molecule drugs, except for a few noted cases 
such as warfarin [12]. In contrast, TMDD is common for 
biologics, especially mAbs, due to relatively low nonspe
cific systemic clearance and high target‐binding affinity. 
Following binding of a therapeutic biologic to a cell‐surface 
receptor, the drug–target complex is usually internalized and 
subsequently degraded in the lysosomes of the target cells 
[15]. This target‐mediated clearance can be much faster than 
other nonspecific clearance pathways, especially for mAbs; 
however, in contrast to other clearance mechanisms, target‐
mediated clearance has limited capacity. Therefore, the 
hallmark of TMDD is the observation of nonlinear PK, that 
is, higher clearance and a larger volume of distribution at 
lower doses. TMDD is most apparent for mAbs targeting 
membrane‐bound receptors with high abundance or rapid 
turnover, for example, epidermal growth factor receptor 
(EGFR), cluster of differentiation 3 (CD3), and cluster of 
differentiation 20 (CD20) [16]. It is common to see therapeutic 
target physiology change as a result of disease burden. In such 
cases, any disease progression or treatment/intervention that 
affects target status may alter the PK characteristics of drugs 
subject to TMDD and subsequently impact the PK/PD and 
treatment response of such drugs.

10.2 IMPACT OF DISEASES AND COMORBIDITY 
ON ADME AND PK OF THERAPEUTIC BIOLOGICS

10.2.1 Disease and Comorbidity on the Subcutaneous 
Absorption of Biologics

As discussed earlier, our knowledge of the factors that 
govern the absorption processes of biologics remains limited. 
The bioavailability of most macromolecules administered 

Patient characteristics
(disease, comorbidity, target

physiology, and others)

Pharmacokinetics
(ADME) of

therapeutic biologics

Treatment
response

Other treatment/
intervention

(e.g., surgery)

FIGURE 10.1 Interplay of disease, comorbidity, target physiology, and other interventions on the ADME, PK, and PK/PD of therapeutic 
biologics.
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SC was between 30% and 100% [2], and it is common to see 
large intersubject variability for SC absorption. Theoretically, 
the bioavailability of a biologic drug is governed by the time it 
takes to reach the systemic circulation, and by how susceptible 
the molecule is to presystemic catabolism. Many diseases and 
comorbidities are known to produce physiologic changes, such 
as to blood/lymph flow rates, vascular permeability, and 
protease activity, but the extent to which these changes impact 
SC absorption remains poorly understood. Reports on how 
diseases and comorbidities impact the SC absorption of bio
logics are sparse, and are primarily based on population PK 
and covariate analyses.

The most prominent example of such impact is with 
obesity. Since obesity has been associated with decreased 
tissue perfusion due to endothelial dysfunction or a decrease 
in blood capillary density in skeletal muscle [17], it provides 
a significant example of the impact disease and comorbidity 
on the SC absorption of a biologic agent. The blood flow and 
capillary density in adipose tissue at the site of SC 
administration were shown to be negatively correlated with 
body mass index (BMI) in two clinical studies [18, 19]. In 
men administered soluble insulin SC, increasing adiposity 
prolongs the duration of the early absorption lag phase and 
reduces the rate of insulin absorption [20]. In addition, body 
weight was found to be a negative covariate for bioavail
ability following SC administration of recombinant human 
erythropoietin (rHuEPO) and polyethylene glycol (PEG)‐
conjugated interferon alpha (IFNα) in humans [21–23]. In an 
animal model, obesity in mice produced impaired lymphatic 
transport [24]. A significant negative correlation between 
collecting lymphatic vessel function and body weight was 
reported in mice fed chronically with a high fat diet [25]. 
It  has also been demonstrated in Sprague–Dawley rats 
administered a PEG‐conjugated erythropoietin (EPO) that 
the “fat” rats, fed with a high fat diet and weighing about 
twice that of the control animals, had about a fourfold lower 
bioavailability than that in the control animals [26].

Age is another prominent covariate identified for having 
an impact on the SC absorption of biologics. In a population 
PK meta‐analysis using data from 16 studies and 427 healthy 
subjects who received SC doses of rHuEPO, increasing age 
was associated with a decrease in the first‐order absorption 
rate constant in addition to the decrease in bioavailability 
accompanying increasing body weight [23]. Another publica
tion also reported an approximate 20–30% reduction in the 
absorption rate of darbepoetin alfa per decade of age [27]. 
Age‐related reductions in physical activity and lymphatic 
flow rates may provide a plausible physiological rationale for 
this relationship. A recent physiologically based SC absorption 
model also suggested that a change in lymphatic flow rate can 
significantly impact the SC absorption of mAbs [28].

Besides the physicochemical properties of therapeutic 
biologics, the extent to which they are susceptible to presys
temic catabolism depends on the protease activity at both the 

SC injection site and during lymphatic transport. The common 
proteases and peptidases in the SC tissue have been reviewed 
previously [29]. Under normal conditions, protease activities 
are not high in the SC space; however, since varying degrees 
of tissue damage, for example, blood vessel breakage, disor
ganization of cellular and acellular structures of the SC 
space, and inflammation, are anticipated following SC drug 
administration, any resulting damage could potentially change 
the activity of matrix metalloproteinases (MMPs), clotting 
cascade proteases (e.g., thrombin), fibrinolytic enzymes (e.g., 
plasminogen), and collagenases [29, 30]. Disruption of blood 
vessels could also lead to clot formation, which might entrap 
and/or destroy the drug administered [31]. Moreover, prote
ases can be affected by certain disease states and are reported 
to be upregulated with disease progression [32]. Inflammatory 
signals are also known to increase local vascular permeability 
and protease activity. The clinical implications of these 
structural and physiologic changes on the SC absorption of 
biologics remain to be explored.

10.2.2 Disease and Comorbidity on the Distribution 
of Biologics

Following SC administration, the distribution of a biologic 
drug to tissue sites depends predominantly on blood/lymph 
flow, blood capillary permeability, and target binding. As 
in the case of drug absorption, many diseases and comor
bidities are known to affect the processes associated with 
drug distribution. For example, it is well known that inflam
mation leads to an increase in blood capillary permeability 
[33], and would be expected to have a broad impact on the 
distribution of therapeutic biologics distribution, although 
the magnitude and clinical implications of this impact need 
further exploration.

The distribution of biologics into solid tumors is of special 
interest. The development of biologic therapies for cancer is 
increasing rapidly, primarily due to its high affinity binding to 
tumor‐specific targets. These tumor‐specific targets are often 
associated with relatively high expression levels that can 
have a profound impact on the distribution of biologics. For 
example, 111In‐labeled daclizumab that targets CD25 was 
administered to CD25‐expressing leukemia patients who 
subsequently underwent whole‐body imaging. In a patient 
with low tumor burden, daclizumab remained largely in the 
vascular space, whereas, in a patient with high tumor burden, 
the antibody was cleared rapidly from the blood compartment 
and was primarily localized to tumors in the bone marrow 
and spleen [34]. A similar study showed that 131I‐labeled 
mAb G250 localized specifically to human renal cell carci
noma expressing the cell‐surface antigen G250 that is not 
detected in normal kidney [35]. Similarly, selective localiza
tion to tumor tissue was demonstrated in 19 of 20 colorectal 
carcinoma patients with hepatic metastases who were admin
istered 131I‐labeled mAb A33 that binds to the antigen A33 



128 IMPACT OF DISEASES, COMORBIDITY, AND TARGET PHYSIOLOGY ON ADME, PK, AND PK/PD OF THERAPEUTIC BIOLOGICS

homogeneously expressed by virtually all colon cancers and 
in the colon mucosa, but not in other epithelial tissues [36].

The unique anatomical and physiological properties of 
solid tumors, for example, leaky tumor vasculature, lack of 
lymphatic drainage and elevated interstitial fluid pressure, 
and tumor heterogeneity, are also key determinants of the dis
tribution of biologics. These factors and their clinical impact 
have been extensively reviewed in Chapter  16 by Greg 
Thurber and elsewhere [37], and will not be discussed here.

Another special topic is the distribution of biologics across 
the blood–brain barrier (BBB), typically characterized by the 
extremely tight junctions around the brain capillaries. Under 
normal conditions, the BBB impedes the influx of almost all 
biologics from blood to brain tissue [38]; however, disruption 
of the BBB can occur as a result of many brain disorders 
including tumors and inflammation, [39, 40]. Bevacizumab, 
a 150‐kDa mAb against vascular‐endothelial growth factor 
(VEGF), has demonstrated efficacy in the treatment of 
patients with recurrent glioblastoma in combination with stan
dard chemotherapy [41]. The efficacy of bevacizumab has 
been suggested to be related to the compromised integrity of 
the BBB in glioblastoma patients, thus increasing distribution 
of bevacizumab to the site of action, despite the hypothesis 
that the reduction of edema by normalizing and reducing the 
permeability of the vasculature are the main reasons for the 
beneficial effects of bevacizumab in glioblastoma patients 
[42, 43]. Unfortunately, by normalizing the tumor vasculature 
in glioblastoma patients, bevacizumab may ultimately pre
vent further access of large molecules such as mAbs to the 
tumor site. In a preclinical model, preadministration of 
bevacizumab was shown to decrease tumor uptake of 
trastuzumab, and this phenomenon was mechanistically 
attributed to reduced vascular permeability, vascular 
density, and blood perfusion [44, 45].

10.2.3 Hepatic Impairment

Although the liver has been suggested as a major organ for 
elimination of many higher MW biologics including mAbs, 
more typical elimination pathways are usually receptor‐ or 
endocytosis‐mediated, in contrast to the conventional 
elimination of small molecule drugs that are metabolizing 
enzyme‐ and transporter‐mediated [3, 15]. Yang et al. 
recently performed a systemic analysis to examine whether 
studies assessing hepatic impairment, routinely conducted for 
small molecule drugs, are necessary for therapeutic biologics 
[46]. Among the 91 therapeutic biologics approved by the 
U.S. FDA (excluding antibody–drug conjugates (ADCs), see 
below), no dedicated PK trials were conducted in patients 
with hepatic impairment, and a subgroup (n = 2) or population 
PK (n = 5) analysis was only performed for 7 of them [46]. 
Based on the outcomes of the subgroup or population PK 
analyses, hepatic dysfunction showed no major impact on the 
PK of the therapeutic proteins, and no dose modification was 

recommended. As a result, dedicated PK trials in patients 
with hepatic impairment was not considered necessary for 
therapeutic biologics; however, continued use of subgroup 
or population PK analyses to further evaluate the potential 
effect of hepatic impairment is still viewed as important 
[46]. A similar recommendation was also made by Zhao et 
al. based on the limited impact of hepatic impairment on the 
exposure of therapeutic biologics [47].

This rule, however, may not apply to a special class of 
biologics, that is, ADCs, which contain a highly toxic small 
molecule drug component that can act as a substrate for 
metabolizing enzymes and transporters in the liver [47, 48]. 
For gemtuzumab ozogamicin (GO) (Mylotarg), the first 
approved ADC product, a total of 11 metabolites were 
found when it was incubated with human liver microsomes, 
human liver cytosol, and human leukemia cells [47]. As a 
result, the product label states that “extra caution should be 
exercised when administering Mylotarg in patients with 
hepatic impairment” [49]. The small molecule drug compo
nents, monomethyl auristatin E (MMAE) and mertansine 
(DM1), of two other more recently approved ADCs, bren
tuximab vedotin and ado‐trastuzumab emtansine (T‐DM1), 
respectively, have both been identified as substrates of 
cytochrome P450 enzymes, and the fecal/biliary route has 
been shown to be the major elimination pathway for 
MMAE‐ and DM1‐containing catabolites [48]. For bren
tuximab vedotin, MMAE exposure has been further shown 
to increase in patients with hepatic impairment [48]. 
Dedicated hepatic impairment studies for both brentuximab 
vedotin and T‐DM1 are ongoing, that the data are not yet 
available [48].

10.2.4 Renal Impairment

The impact of renal impairment on biologics has been effec
tively reviewed recently [9]. The effect of renal impairment 
on the PK of biologics is dependent on the ability of the 
compound to undergo glomerular filtration, which is largely 
driven by MW. Consequently, the clearance of lower MW 
biologics would be expected to be impacted more by renal 
impairment [9]. For example, the PK of anakinra (17.3 kDa) 
[50], interleukin‐10 (IL) (18 kDa) [51], and human growth 
hormone (22 kDa) [52] showed a high dependency on renal 
function. But, for the higher MW rHuEPO (34 kDa), renal 
clearance only accounts for less than 3% of total body 
clearance, and renal impairment or end‐stage renal disease 
did not affect the PK of this compound [53]. Similarly, 
 pegfilgrastim (39 kDa), a 19‐kDa protein with a 20‐kDa 
PEG molecule attached to the N‐terminus, does not undergo 
glomerular filtration, and no discernable correlation was 
observed between the PK and renal function [54]. These find
ings are not entirely unexpected. In addition to molecular 
size, other factors, such as molecular shape, charge, and other 
biophysical properties, should also be considered.
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Renal clearance usually plays a minimal role in the 
elimination of biologics with MW greater than 69 kDa, for 
example, antibody‐based therapeutics. Indeed, for bevaci
zumab [55], cetuximab [56], rituximab [57], trastuzumab 
[58], and ustekinumab [59], renal impairment has been 
shown to have no clear impact on the PK characteristics of 
these mAbs [9]; however, there is increasing evidence that 
some forms of renal disease, such as diabetic nephropathy, 
may lead to an increase in the renal elimination of IgG [60]. 
In a recent preclinical study using a streptozotocin (STZ)‐
induced diabetic nephropathy mouse model, a murine mAb 
8C2 exhibited more than a twofold increase in clearance in 
STZ‐treated mice and the 8C2 clearance was highly corre
lated with the urinary albumin excretion (UAE) rate [61]. 
These results suggest that severe renal impairment, and 
especially end‐stage renal disease, may still have an impact 
on the disposition of higher MW biologics, including IgG‐
based therapeutics.

In humans, proteinuria due to kidney damage is commonly 
observed in patients with systemic lupus erythematous (SLE) 
[62]. Indeed, an association between increasing baseline pro
teinuria and increasing clearance was observed in the 
population PK analysis of belimumab, a human mAb against 
soluble B‐lymphocyte stimulator (BLyS) for SLE [63]. Since 
only patients with proteinuria less than 6 g/day at screening 
were included in the belimumab trials, the estimated effect of 
proteinuria was relatively small in this report [63]. The effect, 
however, may become clinically significant in nephropathies 
such as membranous glomerulonephritis, where patient urine 
protein levels ≥12 g/day are not uncommon.

10.2.5 Immune‐Mediated Inflammatory Diseases

Inflammation can have a significant impact on the elimination 
of biologics. Proteolytic catabolism within the cells of the 
reticuloendothelial system (RES) is an important route of 
elimination for mAbs and disease severity may influence the 
elimination of mAbs through these RES‐mediated mecha
nisms [64, 65]. It was found that patients with elevated 
C‐reactive protein, a systemic inflammatory biomarker, have 
accelerated mAb clearance, suggesting that the presence of 
systemic inflammation may increase the catabolism of mAbs 
in the RES [66, 67].

Infliximab, a mAb against tumor necrosis factor alpha 
(TNFα), has been approved to treat a number of inflammatory 
diseases such as rheumatoid arthritis (RA), inflammatory 
bowel diseases (IBDs), and ankylosing spondylitis. The 
elimination half‐life of infliximab in RA patients is inversely 
correlated with the magnitude of the inflammatory burden as 
measured by the disease activity score, DAS‐28 [68]. The 
clearance of infliximab in IBD patients (in particular, 
ulcerative colitis patients) was about 50% higher than in RA 
patients [64]. Since infliximab exhibited linear PK at doses 
above 1 mg/kg [69], the observed clearance increase is likely 

not related to TMDD, but instead may be caused by other 
nonspecific clearance pathways. In severe IBD, the bowel 
mucosa is diffusely denuded and ulcerated, leading to a massive 
loss of proteins. This phenomenon is known as “protein‐losing 
enteropathy” (PLE). It was found that the clearance of proteins 
(including large proteins such as IgG) correlated with the extent, 
length, and severity of the intestinal lesion in patients with 
IBD [70, 71]. PLE is a plausible mechanism that contributed 
to the increased clearance of infliximab in patients with IBD. 
Accordingly, infliximab was detected in the feces of patients 
with severe IBD, and the highest concentrations were measured 
during the first days after the initiation of therapy, that is, the 
most acute phase of the disease [72].

Similar findings were made for other anti‐TNFα therapies 
as well. For example, Louis and Panes suggested that in cases 
of a more severe inflammation, there may be more rapid con
sumption of the therapeutic antibody leading to an insufficient 
SC bioavailability of adalimumab, another anti‐TNFα mAb 
[73]. Systemic inflammation and/or PLE have also been 
 suggested as possible causes for observed trastuzumab PK 
exposure differences between metastatic gastric cancer 
(mGC) and metastatic breast cancer patients [74].

10.2.6 Diabetes

The potential impact of diabetes on mAb PK was reported for 
ustekinumab [59]. Ustekinumab, an anti‐IL‐12/IL‐23 mAb, 
has been approved for the treatment of plaque psoriasis and 
psoriatic arthritis. In both pivotal Phase III studies 
(PHOENIX 1 and PHOENIX 2) for ustekinumab, 10.6% of 
the psoriatic patients had diabetic comorbidity. In those 
patients with diabetic comorbidity, 28.7% had higher 
apparent clearance of ustekinumab than in patients without 
diabetic comorbidity [59].

The underlying mechanism for the enhanced clearance in 
patients with diabetes has not yet been elucidated, although 
several alternative mechanisms, such as altered renal 
clearance, decreased glycation of ustekinumab, or altered 
FcRn binding affinity, have been postulated to explain the 
enhanced clearance of ustekinumab in diabetics. Altered 
renal clearance can be largely excluded since the estimated 
creatinine clearance was not significantly different between 
patients with and without diabetes [59], although UAE rate 
was not measured in these studies [61]. Interestingly, serum 
IgG can be nonenzymatically glycosylated in diabetic 
patients [75], and this modification may contribute to 
increased clearance by significantly lowering the antigen 
affinity of the antibody and increasing the rate of dissocia
tion of the antigen–antibody complex [76]. Although it 
remains a possible cause of enhanced clearance, to date there 
is no direct evidence that FcRn binding is altered by glycated 
IgG. Further investigation will be needed to understand the 
potential mechanisms of increased ustekinumab clearance in 
psoriatic patients with diabetic comorbidity.
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10.2.7 Immunogenicity

The development of an immune response can have a sub
stantial impact on the safety, efficacy, and PK of therapeutic 
biologics [3, 11]. Lenercept, a TNF receptor fusion protein, 
elicits the development of ADA 6–10 days after administration 
to laboratory animals, and the increase in ADA coincided 
with the accelerated clearance of lenercept [77]. In the 
clinical setting, development of ADAs were reported to 
occur in 19–26% of RA and spondyloarthritis patients 
treated with infliximab, in 28% of RA patients treated with 
adalimumab, and in 5% of psoriatic patients treated with 
ustekinumab [78, 79]. For newer biological drugs in the 
development for psoriasis, the formation of ADAs occurs 
in 18–25% of patients treated with certolizumab‐pegol, 
5.0–9.8% of patients treated with brodalumab, and 5.4% of 
patients treated with golimumab [79]. Immunogenicity was 
often associated with lower drug concentrations and 
lower efficacy. A meta‐analysis showed that IBD patients 
with ADAs to infliximab had a threefold higher risk of loss 
of clinical response when compared to ADA‐negative 
patients [80].

The immunological impacts of a disease, together with the 
associated systemic burden, may affect the level of activation 
or suppression of the host immune system, and thus influence 
the potential development ADAs [81]. As an example, the 
presence of inflammatory signals from sites of inflammation 
can lead to a more potent B‐cell production of IgGs against 
biologic‐derived antigens [82]. Patients with systemic malig
nancy have been shown to have a lower prevalence of ADAs 
against therapeutic IFNα‐2a when compared to patients 
suffering from viral infections [83].

Administration of concomitant immunomodulators, such as 
thiopurines or methotrexate (MTX), has also been associated 
with lower rates of ADAs in a number of studies [84]. Maini et 
al. observed that the coadministration of low dose (7.5 mg/
week) MTX could significantly elevate the systemic levels of 
infliximab [85]. Concurrently, the incidence of immunoge
nicity in those patients was also greatly decreased. Similar 
observations have also occurred with other anti‐TNFα bio
logics, such as adalimumab, golimumab, and certolizumab 
[81]. It has been hypothesized that the decrease in clearance of 
anti‐TNFα biologics coadministered with MTX might be cor
related to a decrease in the incidence of immunogenicity from 
the immunosuppressive effect of MTX.

Prolonged treatment with biologics can sometimes also 
induce immune tolerance, that is, diminish the formation of 
ADAs. For example, regular administration of infliximab 
appears to promote immune tolerance to this mAb and 
reduces the development of ADAs in IBD. When compared 
to an ADA incidence of up to 61% in patients treated with 
infliximab after five infusions, a lower prevalence (5–10%) 
of ADAs has been reported following continuous mainte
nance therapy with infliximab [81]. Prolonged courses of 

high dose recombinant factor VIII have also been used suc
cessfully to induce immune tolerance in patients with hemo
philia [86].

10.3 IMPACT OF DISEASE AND TARGET 
PHYSIOLOGY ON PK AND PK/PD OF 
THERAPEUTIC BIOLOGICS

Biologics are typically targeted therapies, that is, they 
modulate a specific target (or targets) to achieve PD effects. 
The physiology of the target is commonly tempered by the 
disease burden and treatment/intervention, which in turn 
could impact the PK and PK/PD of therapeutic biologics. A 
summary of the therapeutic proteins that fall into this category 
is presented in Table 10.1. The impact of disease and target 
physiology on the PK and PK/PD of therapeutic biologics will 
be discussed in this section.

10.3.1 Biologics against Membrane‐Bound Targets

Generally, TMDD is most commonly observed and more 
conspicuous for biologics against membrane‐bound targets. 
A number of anticancer biologics targeting cell‐surface 
tumor antigens, for example, CD11, CD20, CD22, CD52, 
HER2, and EGFR, exhibited nonlinear PK. For these mAbs, 
patients with higher tumor loads tended to show much more 
rapid and extensive drug distribution and elimination than 
what was observed in healthy individuals or in patients with 
lower tumor volume [112].

Target levels are often downregulated following treatment 
via (i) decreasing synthesis, (ii) increasing the endocytosis 
rate constant of the drug–target complex compared to that of 
the target alone, and (iii) decreasing the recycling to degrada
tion ratio, or by a combination of these factors [113]. For 
example, binding of cetuximab to EGFR has been shown to 
produce internalization of the antibody–receptor complex, 
which leads to an overall downregulation of EGFR expression 
[114]. An interesting recent report showed that treatment with 
combinations of noncompetitive anti‐EGFR mAbs can induce 
receptor clustering, leading to more effective synergistic 
receptor downregulation of EGFR when compared to mono
therapies [113]. For IgG1 mAbs targeting receptors on the 
cell membrane, treatment can lead to significant decreases in 
the target cells via antibody‐dependent cellular cytotoxicity 
(ADCC) or other Fc‐mediated effector functions. Rituximab, 
an anti‐CD20 mAb, is one example for this effect. The 
CD20 antigen is found on the surface of normal and malig
nant B‐lymphocytes. Binding of rituximab produced rapid 
and sustained depletion of circulating and tissue B‐cells, and 
hence reduction in the CD20 targets on B‐cells [115].

Target levels can also be upregulated with treatment. For 
example, filgrastim is a recombinant human granulocyte 
colony‐stimulating factor (G‐CSF) that promotes the 
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TABLE 10.1 Examples of Therapeutic Biologics That Showed Target‐Dependent and/or Treatment‐Dependent PK

Target Drug Name Indicationa Reported Clinical PK References

α4 integrin Natalizumab Relapsing multiple 
sclerosis

Nonlinear PK over a dose range of 0.03–3 mg/kg, with 
clearance decreasing from 86.9 to 0.3 mL/h/kg

[87]

CS1 Elotuzumab Multiple myeloma Nonlinear PK over the dose range of 0.5–20 mg/kg, with 
clearance decreasing from 71.4 to 15.7 mL/h

[88]

CD4 Clenoliximab Rheumatoid 
arthritis

Nonlinear PK over the dose range of 0.05–15.0 mg/kg; 
treatment caused an 80% reduction in CD4 density for up to 
3 weeks, without depleting T‐cells

[89]

CD11a Efalizumab Chronic plaque 
psoriasis

Nonlinear PK over the dose range of 0.1–10 mg/kg, with 
clearance decreasing from 322 to 6.6 mL/day/kg; treatment 
caused a rapid reduction in the level of CD11a expression on 
CD3‐positive lymphocytes to about 25% of pretreatment levels

[90]

CD20 Rituximab Non‐Hodgkin’s 
lymphoma

Nonlinear PK, with clearance decreasing from 38.2 mL/h after 
the first dose to 9.2 mL/h after the fourth dose; may be 
caused by wipeout of CD20‐positive cells after the initial 
infusion

[91]

Tositumomab Non‐Hodgkin’s 
lymphoma

Nonlinear PK; a greater tumor burden, splenomegaly, or bone 
marrow involvement were associated with increased volume 
of distribution, faster clearance, and shorter half‐life

[92]

Ofatumumab Chronic 
lymphocytic 
leukemia

Nonlinear PK over a dose range of 500–2000 mg, with 
clearance decreasing from 65 to 215 mL/h after the first 
dose to 10–28 mL/h after the fourth dose

[93, 94]

CD22 Moxetumomab 
pasudotox

Hairy cell leukemia Nonlinear PK over a dose range of 5–50 µg/kg QODx3, with 
tumor burden being a significant covariate on clearance in 
HCL patients

[95]

Inotuzumab 
ozogamicin

Acute lymphocytic 
leukemia/
non‐Hodgkin’s 
lymphoma

Nonlinear PK over a dose range of 0.4–2.4 mg/m2, with 
decreased clearance after multiple dosing, relative to the 
first dose

[96]

CD33 Gemtuzumab 
ozogamicin

Acute myelogenous 
leukemia

Nonlinear PK after administration of the first 9 mg/m2 dose; 
increased concentrations were observed after the second 
dose and may be due to a decrease in clearance by CD33‐
positive blast cells

[97]

CD52 Alemtuzumab B‐cell chronic 
lymphocytic 
leukemia

Nonlinear PK over a dose range of 7.5–240 mg, with maximal 
rate of elimination demonstrating covariation with white blood 
cell counts, and CL decreasing as tumor burden decreased

[98]

c‐Met Onartuzumab Non‐small‐cell 
lung cancer/
gastric cancer

Nonlinear PK over a dose range of 1–4 mg/kg, with clearance 
decreasing from 15.0 to 7.1 mL/day/kg; linear PK over a 
dose range of 4–30 mg/kg

[99]

EGFR Cetuximab Squamous cell 
carcinoma of the 
head and neck

Nonlinear PK over a dose range of 50–500 mg/m2, with 
clearance decreasing from 83.7 to 20.0 mL/h/m2

[100]

Panitumumab Colorectal cancer Nonlinear PK over a dose range of 0.75–2 mg/kg, with 
clearance decreasing from ~75 to ~4 mL/day/kg

[101]

Necitumumab Non‐small‐cell 
lung cancer

Nonlinear PK over a dose range of 100–1000 mg/week, with 
clearance decreasing from 53.2 to 13.9 mL/h after the first 
dose of cycle 1; and from 40.2 to 1.45 mL/h after the last 
dose of cycle 1

[102]

Matuzumab Solid cancer Nonlinear PK over a dose range of 400–1600 mg/week [103]
HER2 Trastuzumab Breast cancer Nonlinear PK over a dose range of 10–500 mg once weekly, 

with terminal half‐life increasing from 1.1 to 23 days
[104]

Trastuzumab 
emtansine 
(T‐DM1)

Breast cancer Nonlinear PK at doses <1.2 mg/kg/3 weeks, with clearance 
decreasing from 21.1–27.8 to 7.13–12.7 mL/d/kg at higher 
doses

[105]

IL‐6R Tocilizumab Rheumatoid 
arthritis

Nonlinear PK over a dose range 0.15–28 mg/kg [106]

(Continued )



132 IMPACT OF DISEASES, COMORBIDITY, AND TARGET PHYSIOLOGY ON ADME, PK, AND PK/PD OF THERAPEUTIC BIOLOGICS

production of neutrophils by binding to the G‐CSF receptor 
on neutrophils [116]. The increase in filgrastim clearance 
after multiple dose administrations was attributed to an 
increased neutrophil count in the bone marrow and blood 
that yielded a parallel increase in the total G‐CSF receptor 
density, which increased G‐CSF receptor‐mediated endocy
tosis [117]. Another example was shown for a “bispecific 
T‐cell engager” (BiTE) antibody fragment, which can con
nect a T‐cell and a cancer cell by simultaneously binding to 
the T‐cell antigen CD3 and a tumor cell target antigen CD19, 
subsequently triggering T‐cell activation to destroy the 
tumor cell [118]. During T‐cell activation, T‐cells will pro
liferate, which will lead to an increase in CD3 levels, which 
in turn will impact formation of the CD3–BiTE–CD19 com
plex and the associated tumor cell killing.

Evaluation of both the dynamics of key target cell 
 depletion/repletion and targeting antigen density modulation 
through the course of treatment is critical for assessing the 
PK/PD relationship of biologics. Moreover, the alteration of 
PK due to target modulation can in turn impact target engage
ment and downstream PD effects, which may produce time‐
dependent changes in target concentration. Treatment with 
efalizumab presents a complex case with homeostatic 
feedback mechanisms. After administration of efalizumab, 
there is downregulation of the target CD11a [119]. Since 
there is negative feedback regulation on the production rate 
of the CD11a precursor, or CD11a, some subjects showed 
an overshoot (>100% baseline) of the target antigen after 
discontinuation of treatment with efalizumab [119, 120]. 
Another study showed that while efalizumab treatment 
led to a substantial decrease in CD11a and efalizumab‐
binding sites (EfaBSs), a parallel increase in EfaBS− and 
EfaBS+ lymphocytes was also observed [121]. The overall 
effect on target concentration will be the net result of any 

change to both target‐expressing cell number and target 
number per cell.

Biologics targeting membrane‐bound antigens will not 
necessarily exhibit nonlinear PK over the dose ranges being 
studied. This finding could be attributed to relatively low 
target abundance to systemic drug concentrations, or the tar
gets may be located in tissues with very limited blood capil
lary permeability [14]. More importantly, for therapeutic 
biologics at clinically efficacious doses, target levels often 
have a limited impact on systemic drug PK [122] and/or 
clinical response. For example, onartuzumab exposure was 
not affected by hepatocyte growth factor receptor (c‐Met) 
diagnostic status, indicating that target‐mediated clearance 
was not a major factor in the linear PK range [123]. For 
trastuzumab, tumor burden did not influence the PK of this 
mAb [124], which is not surprising since a biologic that 
functions as an antagonist often requires greater than 90% 
receptor occupancy to inhibit downstream signaling and 
clinical efficacy. As long as there is no dose‐limiting 
 toxicity, the systemic therapeutic concentrations of these 
biologics usually exceed what is necessary for saturation of 
the available target [125].

It is important to recognize that even when the systemic 
PK of a biologic appears to be linear, the tissue site target 
may not necessarily be fully saturated [14]. For example, 
ex vivo analyses of xenograft tumors from zalutumumab‐
treated nude mice revealed that relatively high antibody 
plasma concentrations were required for maximum target 
saturation in high EGFR‐expressing human A431 tumors 
compared to the concentrations needed for target saturation 
in low EGFR‐expressing human xenograft tumors [126]. 
Saturation of EGFR in normal tissues does not predict sat
uration of the target in tumor tissue since local antibody 
concentrations can be more rapidly reduced by antibody 

TABLE 10.1 (Continued)

Target Drug Name Indicationa Reported Clinical PK References

PD‐L1 MEDI4736 Non‐small‐cell 
lung cancer

Nonlinear PK over a dose range of 0.1–10 mg/kg Q2W and 
approached linearity at ≥3 mg/kg Q2W

[107]

RANKL Denosumab Bone metastases Nonlinear PK under doses of 120 mg/month with a maximal 
clearance value of 85 mL/h

[108]

5T4 Naptumomab 
estafenatox

Renal cell 
carcinoma

Nonlinear PK when comparing the first (11.6–27.4 µg/kg) and 
second cycles of therapy (8.75–21.0 µg/kg); clearance 
increased from 0.11 to 6.39 L/h/kg after the second dose

[109]

IgE (soluble) Omalizumab Moderate‐to‐severe 
persistent 
allergic asthma

Nonlinear PK at doses lower than 0.5 mg/kg [110]

Complement 
protein C5 
(soluble)

Eculizumab Paroxysmal 
nocturnal 
hemoglobinuria

Nonlinear PK over a dosing regimen of 600 mg weekly for the 
first 4 weeks, followed by 900 mg for the fifth dose 1 week 
later, then 900 mg every 2 weeks thereafter

[111]

5T4, oncofetal trophoblast protein; c‐Met, hepatocyte growth factor receptor; CS1, CD2 subset 1; PD‐L1, human programmed death‐ligand 1; and RANKL, 
receptor activator of nuclear factor kappa‐B ligand.
aNot inclusive of all indications.
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internalization in tumors overexpressing EGFR [126]. 
Consequently, saturation of the receptor in the tumor may 
not have been achieved, and the therapeutic effect may be 
impacted [126]. In addition, the coexistence of shed antigens 
in different physiological compartments of the body (e.g., 
blood and interstitial spaces) can influence the binding of a 
drug to the pharmacological (membrane‐bound) target and 
create a complex scenario where receptor occupancy of the 
membrane‐bound target can be affected by levels of the 
soluble receptor, the drug concentration in plasma and 
the interstitial spaces, the relative potency of the drug for 
the soluble and membrane‐bound receptor, and differences 
in the binding kinetics of the soluble and membrane‐bound 
receptors [127].

10.3.2 Biologics against Soluble Targets

Soluble ligands such as cytokines or chemokines are an 
important class of targets for biologics [128, 129]. For bio
therapeutics directed against such soluble ligands, target 
engagement is reflected by the interplay between drug and 
the proportion of free to bound target. As a result, therapeutic 
efficacy is theoretically driven by the magnitude and dura
tion of the reduction in free target in vivo [130–132], and can 
be affected by the “quasi‐equilibrium” between drug and 
bound target [130, 133, 134]. Following dosing with a 
longer half‐life therapeutic biologic, such as a mAbs, an 
accumulation of bound target is often observed [130–132]. 
The magnitude of the increase in total target (free + bound) 
concentrations in vivo will depend on target synthesis and 
clearance rates as well as the elimination rate of the drug–
target complex [133].

Therapeutic biologics targeting soluble antigens are 
more likely to exhibit linear PK [16]. For example, linear 
clearance was observed for rilonacept (50 µg/kg to 2000 mg 
[135, 136]), bevacizumab (0.3 and 10 mg/kg [137]), infliximab 
(1–20 mg/kg [69, 138]), adalimumab (0.5–10 mg/kg [139]), 
and rilotumumab (0.5–20 mg/kg [140]). One reason for this 
observed PK is that many of the soluble targets with significant 
therapeutic interest, for example, TNFα, IFNα, VEGF, and 
IL‐6, have low endogenous levels [16, 128, 129]. Another 
reason is that therapeutic biologics that bind to a soluble 
target may exhibit less dramatic differences in elimination 
compared to those that bind to a membrane‐bound target. 
Of note, not all biologics targeting soluble antigens exhibit 
linear PK. One notable example is omalizumab, a mAb tar
geting a relatively abundant soluble target, immunoglobulin 
E (IgE). Omalizumab exhibits dose‐dependent nonlinear 
elimination related to the formation of large complexes with 
IgE [133, 141].

Soluble targets (e.g., TNFα, IgE, IL‐6, IL‐17, and IL‐23) 
are often elevated in various disease conditions and therapeutic 
intervention can modulate the production of soluble targets. 
For example, a preclinical mechanism‐based PK/PD model 

for siltuximab, an antihuman IL‐6 mAb, suggested that a 
sustained reduction of IL‐6 by siltuximab may lead to an 
increase in the production of IL‐6 [134]. In contrast, pro
longed treatment with omalizumab may decrease IgE syn
thesis [142], presumably mediated through the specific 
targeting of membrane IgE‐bearing B‐cells that subsequently 
induces a state of immune unresponsiveness [143]. Changes 
in soluble target production usually have limited impact on 
the PK of therapeutic biologics, but these changes could 
have a more profound impact on the treatment response.

10.3.3 When Targets Exist as Both Membrane‐Bound 
and Soluble

Many targets can exist as both membrane‐bound and soluble 
forms. For example, c‐Met is a membrane‐bound receptor, but 
the extracellular domain (ECD) of the MET receptor can be 
proteolytically cleaved and shed into circulation in a soluble 
form (s‐Met) [144]. The shed soluble targets are generally not 
the intended therapeutic targets, but the presence of these 
ligands can be an indication of membrane‐bound targets and 
therefore potentially useful biomarkers.

The levels of circulating targets can be influenced by 
disease, and significant attention has been given to the 
measurement of shed antigen concentrations in blood and 
the correlation of these concentrations with clinical response 
[145–147]. Higher plasma levels (2.21 µg/mL) of shed HER2 
ectodomain (ECDHER2) have been detected in cancer patients 
compared to those (<15 ng/mL) in healthy subjects [145, 
148]. Similarly, higher levels (up to 15 µmol/L) of circulating 
CD20 have been reported in patients with chronic lymphocytic 
leukemia (CLL) and non‐Hodgkin’s lymphoma (NHL) 
compared to levels (124–547 nmol/L) in healthy subjects 
[149, 150]. Interestingly, an ECDHER2 plasma level of 500 ng/
mL was set as a cutoff value for the stratification and anal
ysis of data from a study showing that the shed ECDHER2 
level in serum was significantly associated with trastuzumab 
PK (e.g., patients with any measurable shed ECDHER2 serum 
level had lower mean trough trastuzumab concentrations com
pared to patients without measurable circulating ECDHER2) 
and clinical outcome (e.g., patients with disease progression 
showed a significant increase in shed ECDHER2serum concen
trations over time) [146].

Circulating shed targets can also serve as a “target sink” 
and affect the ability of drugs to bind to the intended targets. 
Junghans et al. reported that soluble CD25 (soluble T‐cell 
activation antigen (sTAC)) can block daclizumab‐binding 
sites and diminish antibody binding. This study concluded 
that the in vivo activity of daclizumab was inversely corre
lated with sTAC concentrations [151]. When tumor antigens 
are shed, high circulating levels of these antigens may affect 
the distribution of drugs to the tumor site. Moreover, the 
concentration of shed antigen in the tumor interstitial spaces 
could be considerably higher than that in the blood, and 
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further compromise the ability of drugs to bind to the intended 
membrane‐bound target [152].

Targets that primarily exist in a soluble form can also 
have precursors that are membrane‐anchored, for example, 
TNFα and transforming growth factor alpha [153, 154]. 
While expressed at lower levels, such membrane‐anchored 
precursors may actually contribute to the therapeutic effect, 
despite having limited impact on drug PK. For example, the 
role of membrane‐anchored TNFα (mTNFα) has been sug
gested to be distinct in different disease indications, that is, 
inhibition of both the soluble TNFα and mTNFα was needed 
for efficacy in a mouse IBD model; however, in RA, inhibi
tion of mTNFα did not appear to be required [155].

10.4 CORRELATION BETWEEN THE PK OF 
THERAPEUTIC BIOLOGICS AND TREATMENT 
RESPONSE

As discussed previously, target physiology and many other 
factors can affect the PK of therapeutic biologics and subse
quently impact the treatment response; however, there may 
not always be reliable methods to fully assess the status of the 
therapeutic target in vivo. Biologics can exhibit highly vari
able trough levels, especially in cancer patients, even at doses 
that saturate the target. Following a loading dose of 400 mg/m2 
and 250 mg/m2 weekly dosing with cetuximab in patients 
with advanced solid tumors of epithelial origin, although the 
mean trough value (54,800 ng/mL) was above the 13,000 ng/
mL K

m
 value (the level of cetuximab required for 50% EGFR 

occupancy) determined by a population PK model, observed 

trough levels in some patients fell below K
m
 [100, 156]. This 

finding indicated that a 250 mg/m2 weekly dose may be insuf
ficient for receptor saturation in some patients.

The reason(s) for this PK variability is not always apparent. 
Interestingly, even though no apparent relationship between 
any PK parameter and target binding (the maximum EGFR 
membrane‐staining intensity in tumor cells) was observed for 
panitumumab and cetuximab [157, 158], PK characteristics 
were found to be related to patient response for a number of 
mAbs targeting membrane‐bound tumor antigens. As shown 
in Figure 10.2, higher trough drug levels were associated with 
higher clinical responses for at least six mAbs in various dis
ease indications. For cetuximab, a correlation between mono
therapy trough levels and antitumor response was reported for 
patients with advanced epithelial malignancies [100]. In a 
study of 96 metastatic colorectal cancer patients receiving 
cetuximab at a loading dose of 400 mg/m2 followed by weekly 
infusions of 250 mg/m2, the median progression‐free survival 
(PFS) of patients who had a residual cetuximab concentration 
on day 14 below the median value was 3.3 months compared to 
7.8 months for the other patients (p = 0.004) [168], despite 
clinical data showing neither response rate nor PFS were cor
related with the intensity and extent of tumor EGFR staining. 
Although the underlying mechanisms for these observations 
are not entirely clear, they may be related to the challenges of 
evaluating target expression levels in cancer patients, the diffi
culty in evaluating tumor burden in clinical practice or that 
some other target‐independent patient characteristics could 
impact both mAb PK and the treatment response [169, 170]. 
Regardless of the cause, PK characteristics alone may still 
provide useful information about the treatment response.
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FIGURE 10.2 Mean or median drug trough concentration in relation to patient response for six mAbs: trastuzumab (anti‐HER2) [159], 
cetuximab (anti‐EGFR) [99], rituximab (anti‐CD20) (1) [89], rituximab (2) [160], rituximab (3) [161], rituximab (4) [162], alemtuzumab 
(anti‐CD52) [163], infliximab (anti‐TNFα) (1) [164], infliximab (2) [165], infliximab (3) [166], and adalimumab (anti‐TNFα) [167].
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A PK assessment could also be highly informative when 
extrapolating drug effects for different disease indications. 
Trastuzumab PK exposure in mGC patients was reported to be 
approximately 30–40% lower than previously stated for 
patients with metastatic breast cancer receiving the same dos
ing regimen [74], and mGC patients with lower trastuzumab 
concentrations were associated with shorter overall survival 
[171]. Similarly, mGC patients exhibited approximately 50% 
lower bevacizumab exposure [159] and approximately 37% 
lower pertuzumab trough concentrations than patients with 
breast cancer [160]. For trastuzumab, initial studies suggest it 
is unlikely that the PK differences can be attributed to the target 
(e.g., similar shed antigen, target expression, and tumor size in 
mGC and breast cancer patients), but may be more likely due 
to systemic inflammation and/or gastric protein leakage [161]. 
The underlying mechanism for faster mAb clearance in mGC 
patients warrants further research [124, 159].

10.5 OTHER PATIENT CHARACTERISTICS 
THAT CAN IMPACT THE TREATMENT RESPONSE 
OF THERAPEUTIC BIOLOGICS

Although the interplay between drug and targets is critical, 
there are many other important patient characteristics that can 
impact the treatment response. For example, patient response 
to a biologic therapy can be significantly impacted by target 
expression levels, and patient genetic heterogeneity (poly
morphism, mutation status, and gene copy number). The 
assessment of HER2 amplification by fluorescence in situ 
hybridization (FISH) provides a classic example of target 
expression levels that are used to select patients for trastu
zumab treatment. Based on results from 765 patients in three 
clinical trials, a clinical benefit from trastuzumab therapy 
appeared to be restricted to patients with HER2 FISH‐positive 
metastatic breast cancer [162]. The underlying biology and 
pharmacology facilitated the development of a diagnostic 
test that would identify the 15–20% of patients who would 
be eligible for trastuzumab therapy to treat their HER2‐
expressing invasive breast cancers. To our knowledge, it is 
the first example of the use of patient stratification to enable 
clinical development in a population with a small responder 
rate. Other examples are available with the anti‐EGFR 
mAbs. Results from 1121 of the patients participating in the 
First‐Line Erbitux in lung cancer (FLEX) study showed 
that 31% had high tumor EGFR expression (defined as an 
immunohistochemistry (IHC) score ≥200 on a scale of 
0–300). Compared to patients treated with chemotherapy 
alone, overall survival was significantly prolonged when 
cetuximab was added to the chemotherapy regimen in this 
group (median 12.0 vs 9.6 months; hazard ratio 0.73; 
p = 0.011). In contrast, there was no survival benefit when 
patients with low EGFR expression (IHC score <200) were 
treated with cetuximab [163]. In line with these clinical 

findings, cetuximab activity in non‐small‐cell lung cancer 
(NSCLC) patient‐derived xenograft models (n = 45) was 
only demonstrated in tumors that expressed high levels 
(IHC score of ≥200) of EGFR [164]. In patients treated with 
panitumumab, responders showed a slightly greater degree 
of EGFR tumor membrane staining (percentage of cells 
with positive staining: 94% for the responders and 72% for 
nonresponders) [165].

Patient genetic heterogeneity is another important factor 
to consider for treatment response. Cetuximab or panitu
mumab are only effective in 10–20% of unselected metastatic 
colorectal cancer patients. Since Kirsten rat sarcoma viral 
oncogene homolog (KRAS) is a downstream component of 
the EGFR signaling pathway and cells with mutant KRAS do 
not respond to anti‐EGFR therapies, knowledge of the KRAS 
mutational status is a key predictor of tumor suitability for 
anti‐EGFR therapy [166, 167]. The presence of a B‐Raf 
proto‐oncogene, serine/threonine kinase (BRAF) wild‐type is 
also required for a response to panitumumab or cetuximab 
treatment in metastatic colorectal cancer [172]. Inevitably, all 
metastatic colorectal cancer patients eventually develop resis
tance to anti‐EGFR mAbs that occurs through emergence of 
KRAS mutations in approximately 50% of the cases. The 
amplification of the MET proto‐oncogene is associated with 
acquired resistance in tumors that do not develop KRAS 
mutations during anti‐EGFR therapy [173]. Gene copy 
number can be another important predictive factor. With an 
overall accuracy of 75.9%, a number ≥2.47 EGFR copies/
nucleus emerged as the best cutoff value to discriminate 
responders from nonresponders to panitumumab therapy 
[174], and these results were generally consistent with an 
earlier cohort study evaluating EGFR copy number in tumors 
from 31 patients with metastatic colorectal cancer [175]. 
Interestingly, in colorectal cancer cell lines, the concentration 
of cetuximab that completely inhibited proliferation of cells 
with amplified EGFR copy number did not affect prolifera
tion of cells with unamplified EGFR [175].

The patient response to mAb therapy can be potentially 
impacted by the Fc gamma receptor (FcγR) genotypes as 
well. ADCC is an important mechanism for IgG1 mAbs to 
eliminate antigen‐expressing target cells, and is mediated by 
the Fc domain of IgG that binds to the FcγRs on leukocytes 
[176]. Certain single‐nucleotide polymorphisms (SNPs) in 
the coding regions of the FcγRIIA and FcγRIIIA genes can 
impact the binding affinity of FcγR for human IgGs [177]. 
The SNPs in human FcγRIIA (H131R) and FcγRIIIA 
(V158F) have been correlated with clinical responses to 
trastuzumab, rituximab, and cetuximab [178]. In a 2008 
report, patients with the high affinity allele for either 
FcγRIIA (131H/H) or FcγRIIIA (158 V/V) had significantly 
better objective response rates and PFS with trastuzumab 
therapy than patients with neither genotype (PFS estimates 
were 30.3 and 12.8 months respectively; p = 0.01) [179]. 
Another retrospective, nonrandomized study with 35 
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HER2‐positive breast cancer patients in both neoadjuvant 
and metastatic settings also demonstrated that the FcγRIIA 
131 H/H genotype significantly correlated with clinical 
response, while the FcγRIIIA158 V/V genotype did not corre
late with clinical response [180]; however, the largest anal
ysis in this area did not show any association between 
FcγRIIIA/IIA genotypes and clinical outcome in trastu
zumab‐treated HER2‐positive breast cancer patients [181].

A beneficial effect of the FcγRIIIA 158‐V/V genotype 
was also reported for rituximab therapy in patients with fol
licular lymphoma and diffuse large B‐cell lymphoma 
(DLBCL), but larger studies examining the effects of FcγR 
polymorphisms on the outcomes of follicular lymphoma and 
CLL patients treated with rituximab and chemotherapy 
showed no association between FcγR genotype and either 
response rate or outcome [178]. Similarly for cetuximab, 
some studies showed that patients with the FcγRIIIA 158‐V 
alleles were more likely to have a response to cetuximab 
treatment, while other studies reported that the 158‐V/V 
allele was not beneficial [178]. These inconsistent findings 
are likely related to multiple confounding factors such as 
inconsistencies in tumor type, the combinations of cytotoxic 
agents used, the clinical setting, and the clinical benefit 
parameters measured in different studies [178].

Another example of patient characteristics affecting Fc‐
mediated effector cell function is related to the observation 
that some mAbs are susceptible to proteolytic breakdown by 
tumor‐associated (e.g., MMPs) and microbial proteases (e.g., 
GluV8 of Staphylococcus aureus and IdeS of Streptococcus 
pyogenes) [182, 183]. These proteases cleave mAbs at the 
hinge region between the antigen‐binding region and the Fc 
fragment resulting in a loss of Fc‐mediated cell‐killing 
functions without a concomitant loss of antigen‐binding 
capability or circulating antibody half‐life [183, 184].

Baseline tumor size, the number of target lesions and the 
number of lymph node lesions were identified as important 
covariates in the treatment response to pembrolizumab, a 
potent antibody against programmed death receptor‐1 (PD‐1) 
[185]. Similarly, across multiple cancer types, clinical 
responses for programmed death‐ligand 1 (PD‐L1) inhibition 
by the engineered humanized antibody MPDL3280A were 
observed in patients with tumors expressing high levels of 
PD‐L1, especially when PD‐L1 was expressed by tumor‐
infiltrating immune cells [186]. Target characteristics may 
also have an impact on drug exposure and the effect of ADCs. 
For example, modeling has shown that intracellular gemtu
zumab ozogamicin (GO) exposure is linked to a high CD33 
antigen production rate and a low ozogamicin efflux through 
P‐glycoprotein. Intracellular exposure was also linked to the 
initial number of leukemic blast cells, with even a modest 
reduction in blast burden increasing intracellular drug 
exposure [187]. A recent study [188] suggested that genetic 
variations in CD33 could impact the clinical outcome of GO‐
based therapy in pediatric acute myeloid leukemias (AMLs). 

If confirmed by more studies, CD33 SNPs could serve as prog
nostic markers in future prospective trials to assist the selection 
of patient subsets most suitable for therapies containing GO 
and possibly other CD33‐targeted immunotoxins [188].

Pfreundschuh et al. have shown that treatment with 
rituximab improves the adverse prognostic effect of max
imal tumor diameter (MTD). Due to the linear prognostic 
effect of MTD on outcome in DLBCL, this study established 
a cutoff point of 10 cm to delineate those patients with bulky 
disease who may benefit from rituximab therapy [189]. In 
addition, a CD20 antigen surface threshold level required for 
effective rituximab‐associated, complement‐mediated cyto
toxicity has been identified, although a direct correlation 
between CD20 surface expression and rituximab‐associated, 
complement‐mediated cytotoxicity was observed only in 
rituximab‐sensitive cell lines [190].

For biologics directed against soluble targets, the basal 
level of the target may also affect the clinical response. A 
high BMI negatively influenced clinical response in a study 
of RA patients treated with infliximab [191]. Since adipose 
tissue is a metabolically active source of proinflammatory 
cytokines (e.g., TNF), obese patients with Crohn’s disease 
would have inherently higher TNF levels than patients with 
normal weight [64].

10.6 THE INTERPLAY BETWEEN DISEASE, 
TARGET PHYSIOLOGY, AND PK/PD OF 
THERAPEUTIC BIOLOGICS: CASE EXAMPLES

A few case examples that demonstrate the interplay between 
disease, target physiology, and PK/PD of therapeutic biologics 
are presented with more details in this section.

CD20

Rituximab, a B‐cell lymphoma drug that targets CD20, pro
vides one of the best characterized cases reflecting the com
plex interaction between drug target and clinical response. 
CD20 is a human B‐lymphocyte‐restricted differentiation 
antigen located on pre‐B and mature B‐lymphocytes, but not 
on plasma cells [192]. CD20‐expressing cells are distributed 
widely throughout the body [115, 141]. Binding of rituximab 
results in rapid and sustained depletion of circulating and 
tissue CD20‐expressing B‐cells in humans and monkeys, 
primarily through complement‐dependent cytotoxicity and 
ADCC and, to a lesser degree, via cellular apoptosis by 
sparing IgG‐producing plasma cells [115, 141].

In B‐cell lymphoma patients, the mean serum rituximab 
concentration was inversely correlated with measurements of 
tumor bulk and the number of circulating B‐cells at baseline 
[91]. A strong inverse correlation between target concentration 
and drug clearance has also been described in patients treated 
with rituximab for NHL [91]. In NHL patients, covariate 
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analysis revealed that patients with higher CD19+ B‐cell 
counts or tumor burden at baseline had a higher target‐medi
ated clearance [193]. As CD20‐expressing cells were depleted, 
rituximab elimination decreased following multiple infusions 
[193]. This correlation was also observed in a murine lym
phoma model expressing human CD20. Rituximab concen
trations were inversely correlated with tumor burden, and 
drug exposure influenced mouse response and survival [169].

PK variability is recognized as a major factor affecting the 
clinical response to rituximab [194]. Higher rituximab trough 
levels were correlated with longer median PFS [91] and 
higher response rates [115]. The concept of antigenic mass, 
which takes into account total tumor load and the expression 
levels of the CD20 target antigen, offers an explanation for 
the correlation between rituximab plasma concentrations and 
treatment responses [194, 195]. In adult patients with relapsed 
B‐cell lymphoma expressing the CD20 antigen, 17 treatment 
responders had a median rituximab serum level of 82.7 µg/
mL before the second infusion versus 17 nonresponders who 
had a median serum level of 21.9 µg/mL (p = 0.029) [91].

CD25

Daclizumab is an anti‐IL‐2Rα (CD25 antigen on the surface 
of T‐lymphocytes) mAb employed to provide immunopro
phylaxis of acute rejection after organ transplantation. 
CD25 is upregulated on activated T‐lymphocytes in several 
autoimmune diseases, and in patients with allograft rejection 
or graft‐versus‐host disease (GvHD) [196]. CD25 is also 
overexpressed in several hematological malignancies. 
Patients undergoing treatment for GvHD would be expected 
to have a substantially higher concentration of CD25+ T‐
cells than either patients undergoing renal transplantation or 
patients administered daclizumab prophylactically for the 
prevention of GvHD [197]. Not surprisingly, daclizumab 
exhibited disease‐dependent elimination half‐life. The half‐
lives of daclizumab were 79–94, 165.4, and 480 h for patients 
receiving treatment for GvHD, prophylaxis for GvHD, and 
for renal transplantation, respectively [197].

In CD25+ leukemia patients, Koon et al. determined a 
strong inverse correlation between CD25+ cell expression 
and apparent daclizumab half‐life [34]. One patient with 
a high WBC count and 100% CD25 expression displayed 
rapid clearance following the first dose administration of 
daclizumab, and more than 80% of the dose cleared within 
48 h. The PK of daclizumab appeared to follow a more 
typical two‐compartment model and the estimated β half‐
life stabilized at approximately 480 h after repeated 
 dosing [34].

IgE

IgE is the central mediator driving the inflammatory cascade 
in patients with allergic (IgE‐mediated) asthma [198, 199]. 

A humanized mAb, omalizumab, interrupts the allergic 
inflammatory cascade by binding to IgE and preventing it 
from interacting with the high affinity IgE receptor (FcεRI) 
on mast cells and basophils [200–202]. In patients with 
moderate‐to‐severe persistent allergic asthma, the clinical 
efficacy of omalizumab can be correlated to the ability of the 
biologic to suppress free IgE [133, 142, 203, 204]. The value 
of free IgE assessment for this soluble target was supported 
by the finding that asthma symptoms reemerged when free 
IgE returned toward baseline after omalizumab treatment 
cessation [204].

While free IgE concentrations are suppressed during 
omalizumab treatment, total IgE (free IgE + omalizumab‐
bound IgE) levels are increased [133]. Total IgE levels 
should be sustained at steady state, when a balance between 
IgE synthesis and degradation rates is maintained. In some 
cases, however, a decrease in total IgE levels was subse
quently observed after the initial increase in total IgE levels, 
even though overall concentrations of omalizumab were 
maintained at steady state [142]. Using mechanistic PK/PD 
modeling, the decrease in total IgE levels was attributed to a 
decrease in the production rate of IgE [142]. Recently, Chan 
et al., further suggested that omalizumab may decrease 
human B‐cell synthesis of IgE by specifically targeting 
membrane IgE‐bearing B‐cells and inducing a state of 
immune unresponsiveness [143]. Based on these observa
tions, a total IgE level has been proposed as a biomarker to 
assess whether IgE production in individual patients has 
been sufficiently downregulated to consider discontinuation 
of anti‐IgE therapy [142].

CD11b

UK‐279,276 is a recombinant glycoprotein and a selective 
antagonist of CD11b/CD18 integrin on neutrophils. As a 
result, the biologic blocks the infiltration of activated neutro
phils into the site of infarction in preclinical models of acute 
stroke [205, 206]. UK‐279,276 displayed nonlinear PK in 
doses ranging from 0.06 to 1.5 mg/kg and the duration of 
CD11b saturation was dose (concentration) dependent [207]. 
An acute stroke leads to the proliferation of neutrophils and 
an upregulation of CD11b, altering the PK/PD in patients 
compared to healthy subjects. A complex mechanistic model 
characterizing neutrophil maturation and proliferation, 
CD11b upregulation, and three clearance pathways for 
UK‐279,276, including CD11b‐mediated elimination, 
provided an effective bridge between healthy subjects and 
patients [205].

EPO

EPO is the primary hormone that stimulates erythroid prolif
eration and differentiation through interaction with a cell‐ 
surface receptor (erythropoietin receptor (EpoR)) on erythroid 
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progenitor cells located primarily in the bone marrow 
[208–210]. In human and animal studies, the clearance of 
EPO was associated with dynamic changes in the EpoR pool 
[208, 211–214]. Previous clinical studies have demonstrated 
two distinctive PK behaviors of EPO: nonlinear PK and 
changes in PK following a period of treatment with rHuEPO 
[214, 215]. The output from PK/PD model that accounted for 
receptor‐mediated endocytosis via EpoR as the primary mech
anism for the nonlinear disposition of rHuEPO indicated 
that only 3.1% of EpoR were occupied at baseline conditions 
in healthy subjects, and receptor occupancy increased dose‐
dependently [213]. Following repeated IV bolus tracer 
doses of biologically active 125I‐rHuEPO in sheep, phle
botomy (blood removal from circulation) produced a rapid 
increase in EPO plasma concentrations, which coincided 
with a reduction in EPO clearance, presumably due to sat
uration of EpoR [214]. As plasma EPO returned toward 
baseline levels, a subsequent increase in EPO clearance 
was noted. Based on a model that included positive 
feedback control of the EpoR pool, the initial reduction in 
EPO plasma clearance was attributed to a transient satura
tion of EpoR from the phlebotomy‐induced stimulation of 
EPO and expansion of the EpoR pool to compensate for 
receptor loss and to adjust to a greater need for EpoR pro
genitor cells to restore hemoglobin concentrations to 
normal levels [214].

10.7 CONCLUDING REMARKS

Many factors may alter the PK of therapeutic biologics 
and subsequently affect clinical responses to targeted dis
eases. The identification and mechanistic understanding of 
influential covariates in the early stages of biologic drug 
development, preferably in the preclinical PK/PD stage, 
would be valuable for characterization of exposure–response 
relationships and ultimately to inform the selection of dose 
level/dose regimen for clinical development. Nevertheless, 
prospective investigations of this sort are not often seen, and 
in many cases, important covariates (such as disease type, 
disease burden, target physiology, comorbidity, and immu
nogenicity) are identified via post hoc population PK 
analyses or via cross‐study comparisons. Therapeutically 
useful prognostic factors to better inform the design of Phase 
IIb/III studies remain mostly absent for biologics. In recent 
years, pharmaceutical scientists have come to recognize the 
need and importance of mechanistic PK/PD investigations 
that evaluate the sites of action for therapeutic proteins in 
associated disease models. The efforts and investments in 
translational PK/PD research and identification of important 
factors affecting ADME and PK/PD of biologics would no 
doubt facilitate the effective development of safe and effica
cious biologics for patients, and shorten the development 
cycle from bench to bedside.
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11.1 INTRODUCTION

The formation and/or presence of anti-drug antibodies 
(ADAs) directed against a drug substance is commonly 
denoted as “immunogenicity” in pharmaceutical sciences. 
The immunogenicity of therapeutic biologics is an inten-
sively studied feature shared by almost all biologics that 
have been developed, as yet, although ADA incidence and 
clinical relevance of ADA vary widely between different 
classes of biologics or indications.

This chapter addresses essentially three aspects: (i) which 
factors are key in initiating and orchestrating an ADA 
response; (ii) the impact of ADA (both neutralizing and non-
neutralizing) on the absorption, distribution, and clearance 
of biologics, such as monoclonal antibodies (mAbs) and 
other protein drugs; and (iii) how to deal with ADA responses 
in nonclinical and clinical studies in the establishment of a 
pharmacokinetic/pharmacodynamic (PK/PD) relationship. 
The impact of ADA on absorption, distribution, and clearance 
will be discussed mainly based on nonclinical data.

11.2 IMMUNOGENICITY OF THERAPEUTIC 
BIOLOGICS

11.2.1 The Underlying Cellular Immunology

Although therapeutic biologics are highly specific for a 
defined target, immune cells represent an often underesti-
mated site of cellular uptake for biologics: when they enter 
the human body via the parenteral route, they encounter 

the sentinels of the immune system in the blood, the skin, 
or in the lymph ducts long before they engage with their 
target. The contact between a therapeutic biologic and 
cells of the immune system is of course even more intense 
in case the target is expressed on immune cells, such as 
B‐cells, T‐cells, or dendritic cells (DC). The most critical 
immune cells in this context are DC [1], for example, 
dermal DC in the skin, plasmacytoid DC in the blood, 
Kupffer cells in the liver, or microglial cells in the brain. 
They are able to integrate signals derived from therapeutic 
biologics and their surrounding microenvironment and 
trigger downstream events leading to induction of immu-
nogenicity or tolerance. Likewise, DC can bind and take 
up biologics and move to secondary lymphoid organs, 
such as local lymph nodes or the spleen, where they acti-
vate T‐lymphocytes (T‐cells) or B‐lymphocytes (B‐cells). 
It is activated and differentiated B‐cells that finally trigger 
secretion of drug‐specific ADA—the measurable hallmark 
of immunogenicity.

11.2.1.1 Dendritic Cells at Parenteral Entry Sites DC 
are located at almost all border zones of the human organism 
to the environment. Biologics, which are administered via 
the intravenous (i.v.) route, encounter blood‐borne DC. 
Although the number of DC in the blood circulation is low 
as compared to mucosal compartments or the skin, blood DC 
are able to capture protein drugs or drug–ADA complexes, 
denoted as “immune complexes (ICs),” and traffic to the 
splenic marginal zone (MZ) to prime B‐cells for ADA 
formation.
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From vaccine research, we know that the density of DC in 
certain layers of the skin is very high: while subcutaneous 
(s.c.) fat and muscle tissue contain relatively few DC, the 
dermis and the epidermis are densely populated by different 
subsets of DC [2]; while epidermal Langerhans cells are 
primarily activating cytotoxic T‐cells, it is CD14+ dermal 
DC that stimulate naive CD4+ T‐cells relevant for ADA 
generation.

11.2.1.2 Dendritic Cell Receptors for Drug Uptake In 
their immature state, DC display high endocytosis activity. 
They are equipped with two types of uptake pathways for 
therapeutic biologics and both of them may have profound 
effects on the PK and PD of biologics: (i) the degradative 
pathway that channels biologics into acidic endosomal/lyso-
somal compartments in which they are degraded into pep-
tides that may be loaded onto major histocompatibility 
complex (MHC) class II molecules for subsequent cell 
 surface presentation of respective MHC–peptide complexes 
required for priming CD4+ helper T‐cells and (ii) the non-
degradative pathway that internalizes, recycles, and releases 
biologics, thereby prolonging their biological half‐lives 
(Table 11.1).

Fueling of the degradative pathway may occur via several 
types of surface receptor families and receptor‐independent 
macropinocytosis. The best‐studied receptors are the follow-
ing [3]: (i) the pattern‐recognition receptors, such as heat‐
shock protein receptors or toll‐like receptors (TLRs) (e.g., 
the endotoxin‐binding TLR‐4); (ii) the C‐type lectin family 
(DEC‐205 and DC‐SIGN); (iii) the Fcγ receptors; (iv) the 
MHC class II protein family (e.g., HLA‐DR or HLA‐DQ in 
humans); (v) the CD1 protein family (e.g., CD1a or CD1d); 
and (vi) the complement receptors. These receptors enable 
immature DC to capture and internalize a large variety of 
therapeutic biologics, for example, therapeutic antibodies, 
peptides, lipids, and polysaccharides or glycoproteins. 

Immature DC can also take up therapeutic biologics pas-
sively via fluid‐phase endocytosis, denoted as macropinocy-
tosis, reaching an uptake rate of up to 10 DC cell volumes 
per day [4].

The nondegradative pathway of DC is facilitated by 
essentially three receptors: (i) mannose receptor, (ii) 
FcγRIIB, and (iii) the neonatal Fc receptor (FcRn). The 
mannose receptor of DC binds mannosylated proteins on 
the DC surface and facilitates their endocytosis and sorting 
to recycling endosomes [5], thereby preventing their prema-
ture catabolism in lysosomes. Likewise, the FcγRIIB may 
capture ICs composed of a protein drug and an ADA, and 
recycle these complexes to the cell surface. This process 
preserves IC during transit of DC from peripheral tissues to 
the spleen. Here, DC carrying IC on their cell surface bound 
to FcγRIIB can efficiently prime MZ B‐cells. This type of 
B‐cell activation is direct and independent of T‐cell [6]. In 
contrast, FcγRIIB on Kupffer cells have been described to 
bind ICs and reduce their half‐lives by directing them into 
lysosomes where they are degraded. FcRn is known to be 
the receptor responsible for the long half‐life of IgG (21 days 
in humans) [7]: FcRn binds IgG in early endosomes and 
protects them from degradation by recycling them back to 
the cell surface (cf. below). FcRn also recycles small ICs, 
containing IgG bound to a monomeric antigen, while big 
multivalent ICs are directed to lysosomes and are degraded 
there [8].

11.2.1.3 Role of T‐Cells and B‐Cells Formation of ADA 
is the culmination of a series of events that lead to priming of 
naive B‐cells, their differentiation, and subsequently the 
secretion of ADA by highly specialized B‐cells, denoted as 
“effector B‐cells,” “plasma B‐cells,” or “plasma cells” [9]. 
Priming of naive B‐cells may be under the control of CD4+ 
helper T‐cells or independent of T‐cells. In more than 90% 
of cases, ADA formation is CD4+ T‐cell‐dependent.

TABLE 11.1 Human Dendritic Cell Receptors for Binding and Uptake of Biologics

Receptor Family Receptors
Cognate Pathogen‐Derived 

Ligands
Potential Therapeutic Protein 

Ligands

Pattern‐recognition receptors TLRs 1–9 Structural proteins, glycans, 
or DNA/RNA

Heat shock proteins, glycoproteins, 
protein aggregates

Fc receptor family FcγR IgG Therapeutic antibodies, Ig 
conjugates, and Fc fusion 
proteins

FcεR IgE

C‐type lectin receptors DEC‐205 Mannose‐containing glycans Mannosylated glycoproteins
DC‐SIGN Viral and self‐glycoproteins Glycoproteins
DCIR Mannose‐/fucose‐containing 

glycans
Mannosylated or fucosylated 

glycoproteins
HLA class II HLA‐DR, HLA‐DQ, 

HLA‐DP
Peptides (12–30 amino acids) Therapeutic peptides

CD1 family CD1a, CD1b, CD1c, 
CD1d, CD1e

Lipids, glycolipids Alkylated peptides and proteins
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A scenario for T‐cell‐independent ADA generation 
involves splenic MZ B‐cells primed by direct contact with 
antigen‐charged DC. T‐cell‐independent B‐cell activation 
may be driven by highly ordered structural pattern, such as 
repeats of protein domains or certain polysaccharides, which 
are able to cross‐link the B‐cell receptor (BcR). The linear or 
three‐dimensional structure recognized by the BcR is denoted 
as B‐cell epitope. Furthermore, ADAs formed in the absence 
of T‐cells generally share the IgM isotype and low antigen 
avidity. Furthermore, these ADA responses lack memory. It 
is currently hypothesized that aggregates of biologics may 
activate B‐cells T‐independently, although it is unknown 
whether protein aggregates do contain B‐cell epitope repeats 
that are appropriately spaced for priming of BcRs on MZ 
B‐cells [10].

In contrast, the development of long‐lived and high 
avidity ADA of the IgG or IgE subtype associated with 
immunological memory following the readministration of a 
therapeutic biologic indicates the progression of a CD4+   
T‐cell‐dependent immune response, relying on “T‐cell epi-
topes” [3]: in contrast to B‐cell epitopes (cf. above), T‐cell 
epitopes are short (12–30 amino acids) linear peptide frag-
ments, generated by limited proteolysis of a biologic within 
DC or B‐cells. They are bound by MHC class II molecules. 
The resulting MHC II–peptide complexes are presented on 
the surface of mature DC and B‐cells for recognition by 
specific receptors on CD4+ T‐cells. When CD4+ T‐cells 
 recognize these MHC II–peptide complexes on mature DC 
in the context of costimulatory molecules (see below), they 
start to proliferate and secrete cytokines. When such 
activated CD4+ T‐cells recognize the same MHC II–peptide 
complexes on the surface of B‐cells, they provide help to 
those B‐cells: activated B‐cells finally start to differentiate 
and undergo class‐switching toward plasma cells that secrete 
ADA of the IgG and IgE isotype.

11.2.1.4 Danger versus Tolerance The development of 
vaccines revealed that the presence of T‐ and B‐cell  epitopes, 
the uptake by DC followed by T‐ and B‐cell engagement 
may not suffice to make a vaccine work, for example, trigger 
the formation of neutralizing antibodies (nAbs) against a 
target pathogen. The missing component is often an adju-
vant: it provides a costimulatory signal that upregulates 
costimulatory molecules on the surface of DC or B‐cells, for 
example, CD40 and CD86, or on activated T‐cells, for 
example, CD40 ligand. Similar adjuvant‐like effects are 
shared by pathogen‐specific molecules, such as endotoxins, 
heat‐shock proteins, bacterial peptides, lipids or polysaccha-
rides, or viral RNA/DNA sequences. In the context of 
 biologics, it may be impurities, excipients, for example, 
detergents or metal ions, or the modalities of the 
administration, for example, tissue irritation by a needle, that 
provide costimulatory signals. According to the so‐called 
danger hypothesis, all factors that lead to the generation of 

costimulation are denoted as danger signals and are often 
perceived by pattern‐recognition receptors, such as the TLRs 
[11] (cf. above).

In case administration of a biologic is not associated to a 
danger signal, immunological tolerance rather than immu-
nogenicity may be the consequence. There are several ways 
of how biologics may induce peripheral tolerance: 
(i) Activation of natural CD4+ CD25+ FoxP3+ regulatory 
T‐cells (nTregs): they may suppress bystander effector 
T‐cells directed against unrelated T‐cell epitopes of a bio-
logic, thereby rendering the biologic nonimmunogenic. (ii) 
Inclusion of regulatory T‐cell epitopes (Tregitopes): they are 
derived from the Fc and Fab domains of IgG molecules and 
are able to induce tolerance to coadministered proteins [12]. 
Tregitopes may belong to the group of T‐cell epitopes that 
stimulate nTregs. (iii) Induction of suppressor DC: DC that 
mature in the presence of TH2‐type cytokines, such as IL‐10, 
differentiate into suppressor DC that have the license for the 
generation of inducible regulatory T‐cells (iTregs). (iv) 
Induction of plasmacytoid DC that trigger Tregs and inhibit 
effector T‐cell responses. (v) Oromucosal administration: 
there is preliminary evidence from studies in mice that 
therapeutic proteins, such as IFNs (interferons), which are 
immunogenic in man and mice, become nonimmunogenic 
upon administration via a mucosal surface. This is most 
likely accomplished via activation of suppressor DC and 
iTregs in the intestinal mucosa [13]. (vi) Induction of high 
dose tolerance: repeated administration of high doses of 
therapeutic antibodies, such as infliximab or abciximab, 
reduces the immunogenicity of these biologics [14]. This 
may be due to the presence of Tregitopes in these biologics 
and the fact that high copy numbers of HLA–Tregitope 
complexes on DC may be required for activation of nTregs.

11.2.2 Aspects Facilitating Immune Responses 
against Biologics

11.2.2.1 Drug Substance‐Related Aspects Key factors 
intrinsic to the drug molecule itself are T‐ and B‐cell epi-
topes: for example, protein sequences that are normally not 
effectively presented to T‐cells or B‐cells because they are 
absent in human proteins or not abundant enough to over-
come the thresholds for T‐ and B‐cell activation. 
Consequently, nonhuman sequences in chimeric Abs or 
fusion proteins may bear an increased immunogenicity risk. 
With regard to T‐cell epitopes, short peptide drugs that carry 
nonhuman sequences may bear an elevated risk compared to 
protein drugs that carry the same nonhuman sequences as 
peptide drugs can be bound by MHC class II molecules 
already on the DC surface without the necessity of prior 
internalization or proteolytic cleavage. Impurities, such as 
host cell proteins or side products of chemically synthesized 
peptide drugs, may give rise to neo‐epitopes or have 
adjuvant‐ like activity and provide costimulation. With regard 
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to B‐cell epitopes, aggregates of biologics may cross‐link 
the BcR, thereby overcoming the need for costimulation or 
T‐cell help [15].

11.2.2.2 Drug Product‐Related Aspects In this category, 
the purity, the formulation, and the dose come into 
consideration. Particular components of the formulation, 
such as excipients, for example, detergents, their degrada-
tion products or preservatives, may function as danger 
 signals that transmit costimulatory signals to human immune 
cells (cf. above). Finally, the dose and the dosing regimen 
play a very important role: at very low doses the number of 
T‐cell epitopes generated may be too low to overcome the 
thresholds for activation of T‐cells, while at very high doses 
the induction of high dose drug tolerance may suppress 
immune responses. Likewise, daily or highly frequent and 
chronic dosing may lead to activation of Tregs, thereby low-
ering the immunogenicity risk, while dosing periods that are 
interspersed by drug‐free intervals may lead to absence or 
disappearance of Tregs, thereby increasing the risk for 
immunogenicity.

11.2.2.3 Target‐Related Aspects Biologics with immu-
nomodulatory activity, which are designed to inhibit receptor 
molecules on immune cells or trigger their depletion, such as 
anti‐CD52 or anti‐CD20 mAbs, may increase the threshold 
for immunogenicity—at least under chronic dosing regi-
mens. Along the same lines of reasoning, nondepleting 
mAbs targeting surface receptors on DC and other antigen‐
presenting cells, for example, CD40 or CD25, may also bear 
an increased potential to become immunogenic.

11.2.2.4 Patient‐Related Aspects The genetic background 
of the patient appears to be a very strong determinant of 
the  immunogenicity of biologics. First and  foremost, 
the  human leukocyte antigen (HLA) class II genotype 
 determines whether a biologic carries an appropriate T‐cell 
epitope or not [16]. Likewise, the genes encoding the T‐cell 
receptor (TcR) and BcR repertoires impact the  availability of 
TcRs or BcR that can recognize any T‐cell epitope or B‐cell 
epitope, respectively. Lastly, polymorphic cytokine loci 
codetermine the thresholds for activation of T‐cells and B‐
cells. Further risk factors that are often patient‐specific are 
medicines taken prior or in parallel to the biologic of interest. 
In contrast, comedication of immunosuppressive drugs, such 
as methotrexate or cortisone, is known to lower the immuno-
genicity risk of biologics.

11.2.2.5 Disease‐Related Aspects Diseases that may 
modulate the overall immune status, such as tumors or auto-
immune diseases, can have a pronounced impact on the 
immunogenicity of a biologic—sometimes during the whole 
period of the disease, in other cases only at certain stages of 
the disease. A well‐studied drug that appears to display 

significant differences in immunogenicity, depending on the 
underlying disease, is the anti‐CD20 chimeric antibody 
rituximab: rituximab has a very low immunogenic potential 
(<2%) in immunocompromised lymphoma and leukemia 
patients [17], while it may reach up to 10‐fold higher immu-
nogenicity rates in the chronic treatment of rheumatoid 
arthritis patients [18].

11.2.2.6 Interplay of Risk Factors Experience with 
approximately 150 biologics that have entered the market-
place tells us that the immunogenicity of therapeutic bio-
logics is based on an individual and often unique interplay of 
several risk factors rather than a single dominant factor. 
Specific combinations of risk factors may correlate with 
specific types of immunogenicity‐related adverse events 
(AEs) and impacts on the PK profile of the respective 
therapeutic biologic.

11.3 IMPACT OF ADA ON ADME

11.3.1 Impact of ADA on Bioanalytical Results

Once ADAs have been formed, the therapeutic biologic can 
exist in circulation as “free” molecule or in a complex with 
ADA as an IC. Under these circumstances, a key rule for 
bioanalytics of therapeutic biologics is of utmost impor-
tance: “You have to know what you measure.” Therefore, in 
PK assessments, it is mandatory to understand whether the 
respective bioanalytical assay determines “free” (i.e., active 
drug not complexed with ADA or other binding entities such 
as soluble ligands) or total drug (i.e., sum of “free” and com-
plexed drug) [18, 19]. In the interpretation of bioanalytical 
results, it is also important to know whether ADA may 
impact the bioanalytical results in that they block epitopes 
required for binding or detection in a binding assay. Loss of 
bioanalytical response in the presence of ADA may be either 
due to ADA‐mediated loss/clearance of therapeutic biologic 
from circulation, or just due to interference of ADA with the 
bioanalytical assay. In the latter case, the biologic can still be 
in circulation in ADA‐complexed form, but not detected by 
the assay. This needs to be considered in PK/PD correlation 
or in toxicokinetic assessments, as the therapeutic biologic 
may still be pharmacologically active despite being bound to 
an ADA as long as the ADA does not neutralize the biological 
activity. Bioanalytical approaches to address the quantifica-
tion of therapeutic biologics in the presence of ADA have 
been discussed in recent reviews [18, 19].

11.3.2 Formation of Immune Complexes

ADAs bind to the immunogenic drug protein to form ICs. 
ADAs can be neutralizing or nonneutralizing. Neutralizing 
antibodies (nAbs) bind to an epitope of the therapeutic 
 biologic that is essential for its biological activity (e.g., in 
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the complementarity‐determining region (CDR) of a mAb). 
As a consequence, the biological activity of the therapeutic 
biologic is “neutralized.” By contrast to nAbs, nonneutral-
izing antibodies bind to epitopes that are nonessential for the 
biological activity of the drug.

Binding to both nAbs and nonneutralizing antibodies 
may lead to changes in the clearance of the therapeutic bio-
logic. The impact of ADA (both nAbs and nonneutralizing 
antibodies) on clearance depends on the amount of ADA in 
circulation. Low levels of ADA may have no impact on 
overall clearance, while high levels of ADA may lead to a 
changed PK profile [19]. Binding of the free therapeutic bio-
logic to ADA and the subsequent clearance of the drug–ADA 
ICs represent an additional clearance pathway that may alter 
the PK properties of the drug (Fig. 11.1). For the appropriate 
interpretation of PK data, the characteristics of the used bio-
analytical assay need to be considered. If the bioanalytical 
assay detects only the free therapeutic biologic, the addi-
tional clearance pathway is due to loss of free therapeutic 
biologic through the formation of ICs. If the bioanalytical 
assay also detects therapeutic biologic within ICs, the 
observed clearance may reflect the clearance of both drug 
and IC. Parallel to the appearance of the additional clearance 
pathway via IC formation, the role of the therapeutic pro-
tein’s genuine clearance pathways (e.g., renal elimination) is 
diminished in proportion to the lowered amount of free drug.

The size of an IC—and along with its ADME properties—
depends on the number of antigenic epitopes as well as the 
stoichiometry of therapeutic biologic and ADA [20–22]. 
Therapeutic biologics with only one B‐cell epitope, that is, 
one binding site for antibodies, form only small ICs with 
ADAs, but cannot form larger or cross‐linked complexes 

(Fig. 11.2a). Therapeutic biologics that carry several B‐cell 
epitopes may form larger and cross‐linked ICs. It is of note 
that in mAbs all antigenic epitopes appear twice, as both 
heavy and light chains are present twice. In case of the 
presence of several epitopes within a single drug protein mol-
ecule, the size of the ICs depends on the drug–ADA ratio: if 
the ratio is about 1:1, they may form larger ICs (Fig. 11.2c,d). 
Johansson and coworkers studied in vitro the formation of 
ICs following mixing of a mAb with an anti‐idiotype anti-
body in a 1:1 molar ratio [23]. Ring dimers of one mAb and 
one anti‐idiotype antibody were not found. Rather ring tetra-
mers were observed most frequently (Fig. 11.2c), followed 
by ring hexamers (Fig. 11.2d) and ring octomers. Rings with 
16–20 members were also observed. Linear, open‐chain 
aggregates were observed less frequently than ring aggre-
gates (30.3% vs 67.8% at a concentration of 10 µg/mL for 
both mAb and anti‐idiotype). The most common linear, open‐
chain aggregate was the trimer (Fig.  11.2b), followed by 
 pentamers and heptamers or even longer aggregates. It is of 
note that Johansson’s in vitro study used a very well‐defined 
pair of mAb and anti‐ideotype with both molecules carrying 
two epitopes each. Formation of ADAs to a therapeutic bio-
logic in vivo often represents a polyclonal immune response 
employing a higher number of epitopes due to the potential 
presence of multiple epitopes on the therapeutic biologic. 
The higher number of epitopes may lead to the formation of 
larger, cross‐linked ICs [20].

The evaluation of the drug–ADA ratio revealed that a 1:1 
ratio of therapeutic biologic and ADA leads to large ICs (see 
also above). If either therapeutic biologic or ADA is present 
in excess, only small ICs are formed [20]. When rabbit anti‐
human serum albumin (HSA) antibodies (ABs) were mixed 
in vitro with multivalent HSA at a 5‐ to 20‐fold excess of 
HSA, ICs with a molar composition of HSA

1
AB

1
 and 

HSA
2
AB

2
 as well as larger ICs were observed [24]. In 

addition, some HSA
2
AB

1
 complexes were found. At an 

HAS‐excess >20‐fold, ICs consisted predominantly of 
HSA

1
AB

1
 and HSA

2
AB

2
 complexes. IC size is also 

dependent on the association constant. When the association 
constant is low, small ICs tend to be formed [20].

As described above, the size and composition of ICs 
depend on the molar ratio of both therapeutic biologic and 
ADA, and the association constant of the ADA. In the course 
of an immune response in animals or humans, both the molar 
ratio and the association constant of the ADA may change. 
Therefore, remodeling of ICs in circulation may occur. 
Studies on the kinetics of IC remodeling, however, are 
missing, as yet.

11.3.3 Clearance of Immune Complexes

Clearance of ICs depends on their size. Both being taken up 
into clearing cells as well as being processed in these cells 
via the neonatal Fc receptor (FcRn) depends on the IC size. 

ADA

TP

(+)

TP-ADA IC

IC formation

CLTP CLIC

kcatabolism
kformation

FIGURE 11.1 Scheme on the impact of ADA on therapeutic pro-
tein (TP) clearance: the concentration of the ADA is influenced by 
its formation and catabolism rate (k

formation
 and k

catabolism
) as well as by 

consumption of ADA in the formation of therapeutic protein‐ 
antidrug antibodies immune complexes (TP‐ADA ICs). TP is 
cleared via a direct clearance pathway (CL

TP
) as well as via 

formation of TP‐ADA IC and its subsequent clearance (CL
IC

).
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Small ICs containing only one or two IgG usually persist in 
circulation [21]. They are not subject to the normal immune 
clearance mechanisms facilitating uptake into clearing cells, 
that is, they neither activate complement nor can cross‐link 
Fcγ receptors for cellular uptake. Larger ICs capable of 
complement activation are taken up primarily by liver and 
spleen phagocytes, but in the absence of complement also by 
hematopoietic cells such as DC, macrophages, and mono-
cytes by nonspecific pinocytosis or more efficiently by 
receptor‐mediated uptake [21, 22, 25]. The mechanism of 
large IC clearance is species dependent. In humans and other 
primates, IgG1‐ and IgG3‐containing ICs activate the 
classical complement pathway via binding of the complement 
component C1q [22]. Following C1q binding, the 
complement component C3b binds to the Fc parts of immu-
noglobulins in ICs. ICs carrying C3b bind to the complement 
receptor 1 (CR1) on erythrocytes. After binding to erythro-
cytes, the ICs are transported to the liver or spleen, where the 
ICs are taken up by phagocytes, such as Kupffer cells in liver 
or macrophages in spleen, via FcγRI, FcγRIIA, FcγRIIIB, 
CR1, CR2, CR4, or the mannose receptor. While FcγRI has 
a high affinity to monomeric IgG (K

d
 ~ 10−9 M), FcγRIIA and 

FcγRIIIB have a low affinity to monomeric IgG (K
d
 > 10−7 

and >10−6 M, respectively). Due to the low affinity of 
FcγRIIA and FcγRIIIB, relevant binding and subsequent 
uptake of ICs require the presence of multimeric ICs with 
concurrent binding of at least two Fcγ receptors to at least 
two IgG molecules present in an IC [21]. Thus, the FcγRIIA‐ 
and FcγRIIIB‐mediated uptake can be expected only for 
larger ICs formed from therapeutic biologics with multiple 
epitopes. However, also for FcγRI‐mediated uptake, cross‐
linked ICs facilitate cellular uptake and subsequent 
 lysosomal degradation [26]. The pathway involving erythro-
cyte binding is unique to humans and monkeys.

In other species, including rodents, complement factor H 
(CFH) on platelets serves for IC transport in an analogous 
manner to CR1 on primate erythrocytes [27]. ICs bound to 
CFH on platelets are transported to liver and spleen phago-
cytes for elimination. Lovdal and coworkers demonstrated 
Fcγ receptor‐mediated uptake of ICs in Kupffer and 
 endothelial cells of rat liver [28].

Following uptake into phagocytes/hematopoietic cells, 
ICs reside in the early endosome. At the slightly acidic pH 
(pH < 6.5), the binding the IC to FcγR is lost, while the Fc 

(a) (b)

(d)(c)

FIGURE 11.2 Schematic presentation of various immune complexes (IC): (a) small IC comprised of an ADA (filled symbol) and two 
therapeutic biologics with one ADA‐binding epitope (open symbol) and (b–d) representative IC formed from a mAb (open symbol) and anti‐
idiotypic antibodies (closed symbol) as described by Johansson et al. [23]: linear trimer (b), tetramer (c), and hexamer (d).



IMPACT OF ADA ON ADME 153

domain of immunoglobulins present in the IC (either ADAs 
and, in the case of mAbs, also the therapeutic biologic) can 
bind to the FcRn [25]. IC handling by FcRn depends on the 
size of the IC. Monomeric ICs (for scheme, see Fig. 11.2a) 
undergo FcRn‐mediated salvage similar to noncomplexed 
immunoglobulins. Large, multimeric ICs are transferred to 
degradation in lysosomes in an FcRn‐dependent manner. 
Clearance of large, multimeric ICs was found to be more 
rapid in mice with FcRn‐containing hematopoietic cells as 
compared to mice lacking FcRn in hematopoietic cells [25]. 
In vitro studies revealed the mechanism of size‐dependent 
FcRn‐mediated sorting of ICs [8]. Endosomal contents des-
tined for salvage, such as monomeric immunoglobulins 
bound to FcRn, enter narrow‐diameter tubules that bud from 
the early sorting endosome. Multimeric ICs, however, are 
not found in salvage tubules and, thus, are destined to lyso-
somal breakdown. Potential reasons for the lack of uptake in 
salvage tubules include the large size of multimeric ICs or 
cross‐linking of multiple FcRn by multimeric ICs.

11.3.4 Sustaining and Clearing ADAs

The comparative clearance of the therapeutic protein itself 
and the ICs formed in the presence of ADA determine 
whether ADAs are sustaining (i.e., reduce clearance) or 
clearing (i.e., accelerate clearance).

For smaller therapeutic proteins undergoing renal elimi-
nation (molecular weight <70 kDa), ADAs are often sus-
taining. Binding to ADA reduces the “free” fraction of the 
therapeutic protein undergoing relatively rapid clearance. 
Binding of an ADA to a therapeutic biologic increases the 
molecular weight by about 150 kDa so that the resulting ICs 
are no longer renally eliminated. In addition, monomeric ICs 
undergo FcRn‐mediated recycling. Junghans and Anderson 
described this sustaining effect of antibodies on smaller pro-
teins in their seminal paper, in which they identified FcRn as 
the “Brambell receptor” responsible for the long residence 
time of immunoglobulins, as well as in a companion paper 
[7, 29]. Free interleukin 2 receptor α (IL‐2Rα, T activation 
antigen (TAC)) undergoes pronounced renal elimination 
(90% of dose). Binding to an anti‐TAC antibody prolongs 
the half‐life of TAC in mice in a relevant manner (38 vs 
4.8 h) [29]. The half‐life of the TAC/anti‐TAC antibody com-
plex was shorter than that of the free anti‐TAC antibody in 
wild‐type mice (38 vs 82 h). In FcRn‐knockout mice, how-
ever, the disposition of both free anti‐TAC antibody and 
TAC/anti‐TAC antibody complex was virtually identical, 
indicating a major role of FcRn in the protection of both the 
anti‐TAC antibody and the complex. The shorter half‐life of 
the complex versus the free anti‐TAC antibody suggested 
that the FcRn‐mediated salvage process is less efficient for 
the complex, either due to lower FcRn binding or due to dis-
sociation of the complex during endosomal recycling. The 
authors estimated that the TAC/anti‐TAC antibody complex 

undergoes three rounds of endosomal recycling before lyso-
somal degradation as compared to eight rounds of endo-
somal recycling for the free anti‐TAC antibody. Similar 
findings were reported for recombinant interleukin 10 
(IL‐10) when complexed with an anti‐IL‐10 antibody [30]. 
The clearance of IL‐10, a renally excreted homodimer with 
an apparent molecular weight of 35 kDa, is markedly reduced 
in mice after complexation with an anti‐IL‐10 antibody 
(5656 and 243 mL/day/kg, respectively; associated half‐lives 
0.04 and 1.16 days). Similar to the previous example, 
clearance of the complex was markedly faster than clearance 
of the free antibody (243 vs 8.5 mL/day/kg). The more rapid 
clearance of the complex was explained, at least in part, by 
an 11‐fold lower affinity of the complex to mouse FcRn as 
compared to that of the free anti‐IL‐10 antibody.

While ADAs may be sustaining for small therapeutic bio-
logics, ADAs against larger therapeutic biologics, such as 
mAbs, are usually making mAbs cleared more rapidly. ADAs 
against mAbs are mostly clearing, as they do not reduce 
clearance via IC formation, as it is the case for the renal 
clearance of small therapeutic proteins. An exception could be 
neutralizing ADAs (nAb), which block target binding and, 
thus, reduce target‐mediated drug disposition (TMDD). 
Nevertheless, ICs formed by a mAb and ADAs are cleared 
more rapidly than a free mAb. If small ICs are formed (e.g., 
due to excess of one IC component), the FcRn salvage process 
is hampered, as described above, but still working [7]. Thus, 
the IC is cleared somewhat more rapidly as compared to the 
mAb. If large ICs are formed, the FcRn salvage process is no 
longer working, as described above. The lack of FcRn salvage 
and the additional Fcγ receptor‐mediated clearance of ICs 
result in a very rapid clearance of the ICs as compared to the 
clearance of free mAbs. The overall extent of ADA impact on 
mAb clearance, however, depends also on the titer and/or 
formation rate of ADAs [31]. The accelerated clearance is 
usually associated with a loss in drug efficacy, even if the 
ADAs are not neutralizing. The formation of ADAs and the 
associated loss of efficacy have been closely studied for the 
anti‐tumor necrosis factor alpha (TNF‐α) mAbs adalimumab 
and infliximab [32]. Loss of efficacy can be due to accelerated 
clearance of the mAbs due to IC formation, but can also be 
due to a direct neutralization of the mAbs by blocking of the 
binding site by a nAb [33]. It is of note that the formation of 
ADAs may be also transient so that after a certain period ADA 
formation diminishes and mAb clearance returns to normal. In 
a study with adalimumab, in about one‐third of ADA‐positive 
patients, the ADA response was found to be transient [34]. 
Below we provide case examples on the impact of ADAs on 
mAb clearance both in animal models and in humans.

Case Study I: Accelerated Clearance of mAbs in 
Animals: When 1.74 mg/kg infliximab were infused 
into monkeys, followed 30 min later by 0.5 mg/kg 
radiolabeled anti‐infliximab antibodies, ICs were 
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formed within 5 min after the second administration 
[35]. Large ICs (>670 kDa) were rapidly removed 
from circulation and were no longer detectable by 
24 h. Small ICs were more persistent, with a terminal 
half‐life of 37.5 h (compared to 105 h for infliximab 
and 86.5 h for control antibody in the absence of ICs). 
The clearance of infliximab was accelerated by coad-
ministered anti‐infliximab antibodies as compared to 
infliximab in the absence of ADAs.

Case Study II: Formation of ADAs in vivo may occur as 
early as a few days after administration of a test mAb. 
Formation of ADAs is often evident from an acceler-
ated clearance of the test mAb, which can be observed 
as early as about 7–10 days after dosing [31, 36]. 
Following i.v. injection of TNF receptor–Fc fusion 
protein lenercept to rabbits, circulating lenercept 
levels declined rapidly with a half‐life of about 4 h 
starting about 7 days after dosing, while ADAs became 
detectable [36] (Fig. 11.3).

Case Study III: Ng and coworkers studied the impact of 
ADAs on the PK of adalimumab in cynomolgus mon-
keys [31]. In addition, they developed a PK model to 
describe both adalimumab and ADA concentration–
time profiles, which allows estimates of ADA 
formation rate and clearance under the conditions of 
the study. Thus, the model provided additional 
insights into ADA formation kinetics and ADA impact 
on PK, as experimental quantification and assessment 
of ADA formation rates are hardly possible. The PK 
model indicated an onset of ADA formation of 
8.3 days after dosing; the ADA synthesis rate and 
elimination half‐life were estimated 0.443 log titer/

day and 6.2 days, respectively. The ADA‐mediated 
clearance of adalimumab was dependent on ADA 
levels and could be described by an E

max
 model (E

max
 

and EC
50

 1146 pmol/day/kg/log ADA titer and 
7.02 pmol/mL, respectively).

Case Study IV: Examples for Accelerated Clearance 
of mAbs in Humans: Also in humans ADA formation 
can lead to accelerated clearance of mAbs and, thus, to 
a loss in efficacy. A study with infliximab demon-
strated this relationship [37]. 99mTc‐infliximab was 
administered by i.v. infusion over 2 h to two responder 
and two nonresponder patients. At start of dosing the 
responder patients showed nondetectable or low levels 
of anti‐infliximab antibodies, whereas both nonre-
sponder patients showed high levels of anti‐infliximab 
antibodies. During the infliximab infusion, levels of 
anti‐infliximab antibodies declined, and relevant 
 infliximab levels were detectable only after disappear-
ance of anti‐infliximab antibodies from circulation. In 
the responder patient with low antibody levels, only 
low levels of small ICs were detected during the first 
hour after dosing. Higher amounts of small ICs were 
found in one nonresponder, probably 1:1 complexes of 
infliximab and anti‐infliximab antibodies. This patient 
showed also a more pronounced uptake of radioac-
tivity into liver and spleen by 2 h after the end of infu-
sion as compared to the responder patient, which is 
consistent with clearance of ICs in these tissues. In the 
other nonresponder patient, however, large ICs were 
detectable with various sizes up to a molecular weight 
of greater than 1000 kDa, associated with a trend to 
more rapid infliximab clearance. This patient showed 
also a serious infusion reaction. The formation of large 
ICs in this patient was consistent with the similar 
amounts of anti‐infliximab antibodies and dosed inf-
liximab. In this patient, the estimated anti‐infliximab 
antibody level was about 24 µg/mL, which was in a 
similar range as the infliximab level reached in the 
responder patient in the absence of anti‐infliximab 
antibodies (45 µg/mL).

Case Study V: The impact on ADAs on mAb clearance 
can be studied under more controlled conditions, when 
both mAb and ADA are dosed (cf. case study I). Davies 
et al. studied the clearance of an 131I‐mouse antitumor 
mAb elicited by administration of 125I‐human anti‐
mouse IgG [38]. On Day 0, the patients received 10 mg 
of 131I‐mouse antitumor mAb intraperitoneally. On 
Days 1 and 2, 18 mg of 125I‐human antimouse IgG was 
administered i.v. to accelerate clearance of the 
therapeutic mAb, thereby reducing the radiation dose 
to bone marrow. Following administration of the clear-
ing IgG, large ICs were formed within 5 min and 
cleared rapidly with a  half‐life of 11 min in the liver.

1000.0

100.0

10.0

1.0

0.1
0 50 100 150 200

Time (h)
250 300 350

C
on

ce
nt

ra
tio

n 
(μ

g/
m

L
)

FIGURE  11.3 Rapid clearance of the TNF receptor–Fc fusion 
protein lenercept followed the onset of an immune response: 
individual plasma concentrations of lenercept (closed symbols) and 
anti-lenercept antibodies (open symbols) following a single i.v. 
dose to a rabbit (5 mg/kg). (Data from [36].)
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The above examples show a marked acceleration of mAb 
clearance in the presence of ADAs. It is of note, however, 
that in these examples the acceleration was associated with 
high levels of ADAs fostering the formation of large, rapidly 
cleared ICs. If ADAs are formed during therapeutic use of 
mAb, the levels of ADAs can be lower so that the impact of 
ADAs on mAb clearance is lower or even missing.

11.3.5 Impact of ADAs on Distribution

Formation of ICs containing a therapeutic biologic and ADAs 
may change not only the clearance of the therapeutic biologic 
but also its distribution. The impact of IC formation on distri-
bution is influenced by the difference in size of the ICs com-
pared to the therapeutic biologic. For small therapeutic 
biologics, formation of ICs may reduce tissue penetration due 
to the larger size of the ICs as compared to the therapeutic 
biologic. The change in clearance pathways from predomi-
nantly renal clearance to clearance via IC formation affects 
distribution as well and leads to a higher uptake into liver [30, 
38]. The higher uptake into liver is a consequence of the liver 
being the primary clearance organ for ICs. While for hIL‐10 in 
mice, the kidney is the major organ for clearance and catabo-
lism, and kidney concentrations exceed those in liver by far 
[30]. Unlike the free hIL‐10, antibody‐bound hIL‐10 was 
mainly targeted to the liver with minimal uptake into kidneys. 
Also for large therapeutic biologics, such as mAbs, formation 
of ICs may lead to an increased uptake into liver and spleen, 
associated with the more rapid clearance of the ICs as com-
pared to the parent molecule in both organs [35, 39].

ICs may also undergo deposition in tissues. This deposi-
tion has been discussed in several reviews [40, 41]. In toxicity 
studies with therapeutic biologics in laboratory animals, tissue 
deposition of ICs has been observed in glomerulus, blood ves-
sels, synovium, lung, liver, skin, eye, choroid plexus, or other 
tissues [22]. In general, small ICs show little risk for tissue 
deposition, while large ICs may deposit in tissues. This may 
be particularly the case if large ICs are no longer rapidly 
cleared due to saturation of the IC clearance pathways. The 
deposition of ICs in the glomerulus received particular 
attention in the literature. After administration of a mixture of 
small and large ICs to mice, deposition of ICs in the glomer-
ulus was observed only as long as large ICs (>mAb

2
ADA

2
) 

were present in circulation [40]. In another study, injection of 
a large dose of small ICs did not lead to the formation of 
immune deposits. It is of note that these IC deposits in tissue 
are not static entities, but may undergo remodeling. Already 
formed deposits may be mobilized again by administration of 
a large excess of the antigen [42]. On the other hand, tissue 
deposits may undergo condensation to even larger ICs [40]. 
Charge–charge interaction between positive charges in the ICs 
and the negatively charged cell surface appear to promote 
condensation to larger ICs.

Tissue deposition of ICs may lead to tissue damage such 
as glomerulonephritis. The safety aspects of tissue deposi-
tion of ICs are beyond the scope of this chapter; they have 
been recently reviewed elsewhere [22].

11.3.6 Impact of ADAs on Absorption

ADAs may impact also the absorption of therapeutic bio-
logics following, for instance, s.c. or intramuscular (i.m.) 
administration. To the best of our knowledge, studies on the 
effects of ADAs on absorption are missing. Experimental 
access to such data, however, appears to be difficult, as the 
ADA impact on the absorption step needs to be separately 
assessed from the impact on clearance. Nevertheless, it is 
expected that ADAs present at the interstitial space of the 
administration and/or the draining lymphatics form ICs with 
the administered therapeutic biologic. The impact of ADAs 
on s.c. absorption may depend on the relative amounts of 
therapeutic biologic and ADAs at the administration site in 
the s.c. tissue and the draining lymphatics. Further research 
is needed to elucidate the impact of ADAs on s.c. and i.m. 
absorption processes.

11.4 HOW TO DEAL WITH ADME 
CONSEQUENCES OF IMMUNE RESPONSES?

To establish a causal relationship between unexpected PK/
PD profiles and unwanted immune responses, PK/PD sam-
pling needs to be accompanied by sampling for immunoge-
nicity/ADA testing and vice versa—in both nonclinical and 
clinical studies.

11.4.1 PK Assessment in the Presence of ADAs

Development of ADAs in test animals as well as in human 
subjects may impact the accuracy of PK assessment 
regardless of the bioanalytical methods being used. Even 
though methods to measure both bound and unbound drug 
are often implemented, the presence of ADAs may 
hamper  the measurable concentrations and alter the PK 
substantially.

As human subjects in clinical trials are less likely to 
 generate ADAs as compared to animals, in particular in the 
context of human or humanized biologic drugs, a common 
strategy employed by pharmacokineticists is to exclude 
ADA‐positive humans from PK assessment—regardless of 
ADA magnitude. This approach may not be feasible in ani-
mals, as a larger fraction of test animals may develop ADAs. 
In addition, this approach relies on the availability of com-
prehensive PK data derived from large populations, so they 
are mainly applied in trials during clinical development 
rather than nonclinical studies.
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In animals with ADA formation, a PK assessment unbi-
ased from ADA formation may be possible, if the onset of 
ADA impact can be defined, and the observation time before 
ADA formation is sufficient for PK assessment and drug 
concentration–time data after the onset of the immune 
response are disregarded in the PK evaluation [36]. Finally, 
modeling and simulation approaches to evaluate PK profiles 
of therapeutic proteins in the presence of ADAs have been 
described [29, 43, 44].

11.4.2 In‐Study Options to Overcome ADA Formation

In the past decade, the field focusing on the immunogenicity 
of biologics has evolved from merely trying to detect ADA 
responses into the development of strategies to manipulate 
the immune system and overcome immune responses. Such 
immunomodulatory regimens have been pioneered for and 
are particularly beneficial to therapeutic protein classes that 
share a high immunogenicity risk, such as replacement 
 proteins or chronically applied therapeutics that lack alterna-
tives. A few typical examples are described in the following 
sections.

11.4.2.1 Dosing‐through and Induction of High Dose 
Tolerance Interferon beta (IFN‐β) is an established chronic 
treatment for patients with multiple sclerosis. s.c. or i.m. 
administration of IFN‐β is frequently associated with the 
formation of nAbs that cross‐react with other IFN‐β drugs 
and abrogate the treatment effect. A pilot study revealed that 
infusion of high doses of IFN‐β can lead to lowering of nAb 
titers [45]. These results can be explained in two ways: (i) on 
short term, infusion of IFN‐β is likely to result in the satura-
tion of circulating nAb and binding of excess IFN‐β to its 
receptor, thereby restoring its efficacy, and (ii) on long term, 
infusion of IFN‐β is likely to induce high dose tolerance. 
Likewise, a high loading dose of an anti‐IL‐6 receptor mAb 
overcame the lethal immune response observed before in 
mice in reprotoxicity studies [46].

11.4.2.2 Immunomodulation to Manage ADAs against 
Factor VIII About 25% of hemophilia A patients treated 
with recombinant factor VIII develop nAbs, denoted as 
“FVIII inhibitors.” Intravenous tolerance induction shortly 
after the detection of nAbs turned out to be successful: 
provided that the FVIII inhibitor titer is not too high, it is the 
repeated infusion of moderate to high doses of recombinant 
or plasma‐derived FVIII that leads to FVIII inhibitor disap-
pearance and FVIII recovery [47]. Recently, an alternative 
treatment proved to rescue patients resistant to the standard 
tolerance induction: mAb rituximab combined with FVIII 
was applied to achieve negative inhibitor titers [48]. Although 
rituximab—that depletes B‐lymphocytes—did not show a 
sustained recovery of FVIII, it converted a high titer inhib-
itor to a low titer and low responder inhibitor.

11.4.2.3 Tolerance Induction to Enzyme Replacement 
Therapeutics Infantile Pompe disease (PD), resulting from 
a deficiency of lysosomal acid α‐glucosidase (GAA), requires 
enzyme replacement therapy with recombinant human α‐
glucosidase (rhGAA). A subgroup of children suffering from 
PD develops high titer and sustained nAbs against rhGAA 
and has very poor prognosis. These patients can be tolerized 
against rhGAA by therapeutic treatment with a combination 
of mAb rituximab and methotrexate with or without gam-
maglobulins. Tolerance persisted even after cessation of 
immunosuppression and B‐cell recovery [49].

11.4.2.4 Immunosuppressives Lowering ADA Titers 
against Chimeric Antibodies The chimeric mAb inflix-
imab has become a common treatment for refractory Crohn’s 
disease. The development of ADAs against infliximab causes 
reduced bioavailability and an increased risk of infusion‐
related reactions (IRRs). Immunosuppressive treatment with 
azathioprine or mercaptopurine or methotrexate diminished 
ADA formation, reduced the incidence of IRR, and increased 
the duration of the therapeutic response [50].

11.4.2.5 Future Approaches to Exploit Immune 
Tolerance A number of novel approaches to achieve toler-
ance to therapeutic proteins are currently explored in pre-
clinical models. Some of these approaches involve the design 
of molecules with reduced immunogenicity. This can be 
accomplished through either the mutation of immunodomi-
nant residues within T‐ or B‐cell epitopes, or replacement of 
immunogenic human domains by their counterparts derived 
from other species that possess less immunogenic potential 
[51]. Alternative approaches foresee tolerogenic 
administration modes, for example, delivery to nasal and/or 
gastrointestinal mucosal epithelia or immature DC, which 
may activate tolerogenic regulatory T‐cell populations [52].

11.5 SUMMARY AND CONCLUSIONS

An immune response against a therapeutic biologic can 
markedly alter its ADME properties. The formation of ICs 
from therapeutic biologic and ADAs represent an additional 
clearance pathway for the therapeutic biologic. The resulting 
ICs may be cleared faster or slower than the therapeutic bio-
logic itself; the associated ADAs are termed clearing and 
sustained ADAs, respectively. The clearance pathways and 
organs for the ICs may differ from those of the therapeutic 
biologic, which may also lead to changes in tissue distribu-
tion. The properties of bioanalytical assay(s) must be well 
understood to allow for a sound PK assessment after the 
onset of an immune response and formation of ADAs. 
Strategies are discussed how to deal with PK assessment if 
ADA formation is observed in a study. In addition, case 
examples how to mitigate immune responses are presented.
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12.1 BACKGROUND

Physiologically based pharmacokinetic (PBPK) models, with 
integrating the structural, in silico, and in vitro physicochem
ical data of drugs and the physiological and anatomical features 
of the body, provide a realistic characterization of the systemic 
disposition of drugs. PBPK models usually assemble all 
individual tissues involved in drug disposition and consider the 
physical volume and blood/lymph flow of each tissue. These 
physiological constructions allow joint assessments of system‐ 
and drug‐relevant factors, facilitate translation from in vitro to 
in vivo, from animals to human, and permit simulations of var
ious pathophysiological conditions [1, 2]. Furthermore, PBPK 
models offer a physiologic and mechanistic framework allow
ing scientists to address a variety of questions about pharmaco
kinetics (PK), such as drug–drug interactions, disease–drug 
interactions, and animal to human extrapolation [2, 3]. 
Compared with classical mammillary models, PBPK models 
provide considerable details and insights on drug absorption, 
distribution, biotransformation, and elimination.

There has been a gradual expansion in uses of PBPK models 
in drug discovery, development, and regulatory science [4]. The 
numbers of published articles that include “physiologically‐
based pharmacokinetic model” in the title in MEDLINE are as 
follows: 10 (1977–1986), 51 (1987–1996), 85 (1997–2006), 
and 123 (2007–2015) [5]. Recent applications of PBPK models 
have included lead compound optimization [6], in vitro/in vivo 

extrapolation [7], dose selection [8], drug–drug interaction 
assessment [9, 10], drug–disease interaction evaluation [11], 
and simulations in special populations [12].

12.2 HISTORY

The concept of PBPK models was first introduced by Teorell 
in 1937 [13]. Since then, PBPK modeling has been gradually 
evolving and now has become an important tool in drug dis
covery and development [1]. Therapeutic monoclonal anti
bodies (mAbs), as the fastest growing class of new therapeutic 
molecules, hold great promise for the treatment of a variety of 
diseases [14, 15]. The application of PBPK models to mAb 
PK analysis has only a 30‐year history. Compared with the 
wide implementation of PBPK models for small molecules, 
the development and applications of PBPK models for mAbs 
is lagging. There are only limited numbers of published PBPK 
modeling examples for mAbs. The number of published arti
cles for antibodies that include “physiologically‐based phar
macokinetics” in the title in MEDLINE is only 15 [5].

It is known that mAbs have several unique PK properties 
compared with small molecules [16, 17]. There include much 
less renal and hepatic clearance, neonatal Fc receptor (FcRn) 
salvation, restricted vascular and cellular permeability, and 
often nonlinearity associated with target saturation. Thus, 
PBPK models that are developed for mAbs must manifest these 
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unique PK properties, which result in different model structures 
and physiological components compared with the typical 
generic PBPK models for small molecules [18, 19]. Such PBPK 
models usually have components for the function of FcRn in 
mAb protection and recycling [18], target‐saturable binding 
[20], endosome sorting and trafficking [21], and extravasation 
through convection rather than solely diffusion [22, 23]. 
Because some of these components that are relevant to antibody 
PK have not been well understood, the currently developed 
PBPK models for mAbs only reflect the best available 
knowledge of these physiological components, and such models 
need improvements as new knowledge becomes available. A 
recent PBPK model for mAbs is shown in Figure 12.1 [18].

The first PBPK model for immunoglobulin G (IgG) and 
its relevant fragments (F(ab′)

2
, Fab′) was constructed by 

Covell et al. in 1986 [22]. In this model, six major organs 
(liver, muscle, gut, spleen, kidney, and lung) were included 
and several basic antibody dispositional attributes were 
incorporated. Extravasation was assumed including both 
diffusion (PS) and convection (L·(1 − σ)), where σ is the 
reflection coefficient and (1 − σ) represents the efficiency of 
convective transport of IgG relative to the lymph flow (L). 
Vascular σ

v
 was fixed to be 0.95 for all tissues and no lym

phatic reflection coefficients were assigned (σ
L
 = 0). The lat

ter was modified to a low value (σ
L
 = 0.2) in recently 

developed PBPK models [18, 19]. Experimentally mea
sured lymph flow was not available for individual tissues 
and it was assumed to be 2% of blood flow for visceral and 
4% for nonvisceral tissues in Covell’s model. This fraction 

for lymph flow was borrowed by some of the later devel
oped PBPK models [18, 19].

Baxter et al. developed a more tissue‐extensive PBPK 
model for both specific and nonspecific mAbs and antibody 
fragments in tumor‐bearing mice [23]. This model included a 
solid tumor compartment where reversible and saturable 
binding to a specific antigen was defined. The “Two‐pore” 
formalism was employed in this model for IgG extravasation. 
This theory would account for antibody extravasation at rates 
higher than convection solely driven by lymph flow. The 
“Two‐pore” theory was proposed by Rippe and Haraldsson in 
1994 based on systematic reevaluation of previous published 
data about capillary transport of macromolecules using het
eroporous transport concepts and equations [24]. The equation 
for the “Two‐pore” formalism extravasation model is
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FIGURE 12.1 Structure of physiologically based pharmacokinetic model for IgG disposition (left). Organs are represented by rectangular compart
ments and connected by blood flow (solid lines) and lymph flow (dashed lines). Each tissue in the model is divided into three sub‐compartments 
(right): vascular, endosomal, and interstitial space (ISF). The Q and L are the plasma and lymph flow, R

1
 is the endocytosis rate and R

2
 is the recycling 

rate, σ
V
 and σ

L
 are the vascular and lymphatic reflection coefficients, K

D
 is the dissociation coefficients for IgG binding with FcRn, CL is clearance 

from endosomal compartment, and F
R
 is the FcRn Recycling fraction. (Adapted from Garg and Balthasar [18].) 
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where PS is the permeability–surface area product, J
L
 and J

S
 

are the fluid flow rates across capillary walls in each organ 
through large and small pores, L is the lymph flow for each 
organ, and J

iso
 is the fluid recirculation flow rate for each 

organ. The σ
L
 and σ

S
 are osmotic reflection coefficients for 

large and small pores, and Pe is the Peclet number, repre
senting the ratio of convection to diffusion across large and 
small pores (= J·(1 − σ)/PS), where σ is the osmotic reflection 
coefficient. The diffusive component will approach zero 
when Pe is large at high lymph flow rates. In practice, extrav
asation will be dominated by convection when Pe > 3. The α

L
 

and α
S
 are the fractions of the hydraulic conductivity attrib

utable to the large and small pores. In Baxter’s model, two 
parameters J

iso
 and L were estimated by fitting plasma and a 

variety of tissue concentration–time data [23]. One major 
conclusion drawn in Baxter’s model was that convection 
through large pores dominated IgG extravasation and diffu
sion played a minor role. Baxter et al. used this PBPK model 
that was developed in mice to further predict human plasma 
and tissue distribution profiles [25].

Ferl et al. were the first to incorporate FcRn functioning 
into PBPK models [26]. FcRn, also known as the Brambell 
receptor, has been recognized to play critical roles in salvage 
of IgG through its occurrence in pathways of endocytosis in 
endothelial cells. The function of FcRn was integrated in 
Ferl’s model using a two‐compartment submodel to depict 
the free and FcRn‐bound IgG in endosomal space. Free IgG 
was subject to degradation and bound IgG was recycled back 
to plasma. Muscle and skin were the only two tissues that 
enacted FcRn functioning in Ferl’s model. However, there 
were no experimental data for these tissues and “carcass” 
data from previous studies were “borrowed,” which might 
involve problems for accurate evaluation of FcRn contribu
tions. Endosomal space in endothelial cells was treated as an 
extension of the organ vasculature and the total IgG concen
trations in endosomes was assumed equal to that in organ 
microvasculature. Davda et al. applied a similar approach 
incorporating FcRn in endosomes where endosomes was 
handled as an extension of organ vasculature [27]. Ferl’s 
model also employed the “Two‐pore” extravasation process. 
The reflection coefficient was fixed as 0.98 in all tissues for 
IgG. Lymph flow and J

iso
 were estimated by fitting plasma 

and tissue concentration–time data. As in Baxter’s model, 
this model also incorporated saturable antigen binding in 
subcutaneous xenografts to predict the slow accumulation of 
specific IgG in solid tumors.

The importance of FcRn for IgG systemic persistence has 
been long recognized, but the mode of interaction between 
IgG and FcRn has never been well characterized and there is 
still no unified model that would adequately explain all 
available data [28, 29]. Balthasar and coworkers have made 
long‐term efforts to integrate FcRn function into PBPK 
models to predict mAb systemic disposition [18–20]. The 
PBPK model in Figure  12.1 is one of their early models. 
This model defined an endosomal compartment in every 

tissue, where IgG interacts with FcRn leading to either IgG 
recycling or transcytosis. The function of FcRn in this model 
included IgG protection from lysosomal degradation, recy
cling IgG back to the circulation, and transcytosis into inter
stitial space. Once inside the endosomal space, the interaction 
between IgG and FcRn was assumed to achieve an 
equilibrium state characterized with an equilibrium dissoci
ation constant (K

D
). Free IgG in endosomal space would be 

subject to lysosomal degradation and most of the FcRn‐
bound IgG would be recycled to the circulation (recycling 
fraction (F

R
) was estimated as 0.715). The “One‐pore” for

malism was applied in this model for IgG extravasation. Of 
note, the model was developed based on a broad dataset 
obtained by stressing the system with either high doses of 
intravenous IgG (IVIG) or the use of FcRn‐knockout mice. 
This model was further used to predict human plasma pro
files by scaling the flow type and the clearance type of 
parameters, and also used to predict tumor disposition with 
inclusion of specific antigen binding [20]. Shah and Betts 
further applied a similar PBPK modeling framework to 
simultaneously characterize the plasma and tissue disposi
tion of mAbs in both animals and humans [30]. The work 
indicated that some parameters in this PBPK model may be 
conserved across species. If this is confirmed, it may greatly 
facilitate physiologically based interspecies extrapolation of 
mAb PK.

Chabot et al. proposed a PBPK model with special 
emphasis on the interfacial exchanges among vascular space, 
endosomal space, and interstitium [31]. The “One‐pore” for
malism was employed in this model, but a difference was that 
this model assumed convection occurred at both capillary and 
venous pores. About 90% of fluid filtered via capillary pores 
was recycled back to blood via venous pores in this model. 
The antibody–FcRn binding was characterized with an 
equilibrium constant (K

D
). The residual radioisotope concen

trations were also taken into account in this model by 
assuming that the degraded fragments continued giving sig
nals when calculating total signals. This fragment pool was 
subject to first‐order decay on a 24‐h time scale. In addition, 
glomerular filtration was specified in kidneys with an 
estimation of the glomerular sieving coefficient.

Improving FcRn‐binding affinity has been explored as a 
strategy to enhance mAb systemic persistence [32]. However, 
mixed results have been reported [33–35]. A catenary PBPK 
model was developed to provide an explanation for the poor 
correlation between FcRn‐binding affinity and mAb systemic 
persistence [21]. This model applied a series of transit compart
ments to mimic the brief trafficking of endosomes (~7.5 min). 
Once in endosomal space, the interaction between mAb and 
FcRn was characterized with association (k

on
) and dissociation 

rate constants (k
off

), which is different from the previous binding 
equilibrium assumption. The brief transit for endosomes would 
not likely allow mAb and FcRn to reach an equilibrium binding 
before endosomal sorting. The nonequilibrium binding in this 
PBPK model predicts modest effects of enhanced FcRn affinity 
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to improve IgG systemic persistence relative to previous 
equilibrium models, and the model predictions showed more 
consistency with experimental data. This model also provided 
simulations illustrating different impacts of adjusting k

on
 or k

off
 

for the improvement of IgG systemic persistence. This catenary 
model differed from several previous models for physiological 
parameters, such as tissue specific FcRn expression, lymph 
flow, endosomal volume, and uptake rate of IgG into endo
somes. A systematic comparison of these PBPK models is 
provided in Table 12.1.

12.3 PRINCIPLES AND METHODS

The overall principles of PBPK modeling for mAbs are 
essentially the same as that for small molecules. The PBPK 
model equations should conform to mass balance. The sum 
of the antibody amounts in all tissues at a given time plus the 
eliminated amount up to that time should equal the dose 
administered. In practice, the PBPK model should account 
for all distributional spaces as much as possible. Having 
more tissues in PBPK models allows them to consider a 
wider range of targets and sites of actions for mAbs for 
treatment or diagnostic purposes. Checking the experimental 
and computed mass balance is an important diagnostic 
approach in PBPK model development. For instance, if the 
mass balance at an early time after intravenous administration 
(when an insignificant amount of antibody has been elimi
nated from the body) is much less than the dose, this may 
indicate that an important tissue‐sequestrating antibody is 
missed in the PBPK model [36]. If the summed mass is 
higher than the dose, then a significant bias in the analytical 
method is implied.

The total amount of antibodies in tissues includes anti
bodies in tissue vasculature, endosomal space, and intersti
tium [18, 19]. It has been suggested in previous PBPK 
models that, for certain high perfusion tissues such as liver 
and spleen, more than half of antibodies in tissue homoge
nate come from the tissue vasculature (trapped blood). Thus, 
it is important to evaluate tissue mAb concentrations by 
including either trapped blood or after proper tissue perfu
sion before tissue analysis.

A number of factors should be particularly considered for 
antibodies in developing PBPK models:

1. Distribution Space: Antibodies are known to have 
limited vascular and cellular permeability [16, 17]. The 
cellular compartment is generally not included for 
tissue distribution unless there is a membrane receptor‐
mediated active pathway, which sometimes applies to 
tumor cells. In most PBPK models, there are two 
(vascular and interstitial space) [22, 23] or three 
(vascular, interstitial, and endosomal space) [18, 19, 26] 
subcompartments for tissue distribution. The available 

space in the vascular compartment is normally assumed 
equal to plasma volume. All interstitial space was 
thought to be available for antibody distribution in most 
previous PBPK models, but this may not be true. The 
distributional fraction for antibodies in interstitial space 
was suggested to be around 0.4–0.8, which is due to 
steric, electrostatic, and size exclusions partly related to 
the presence of collagen and glycosaminoglycan [37, 38]. 
This ratio may be different among tissues and across 
species [39]. Therefore, specifically defining the 
exclusion fraction in each tissue may improve current 
PBPK models.

2. Extravasation: Multiple mechanisms are involved in 
antibody extravasation, such as diffusion, convection, 
and FcRn‐mediated pinocytosis. Enacting these mecha
nisms in PBPK models is important to produce reliable 
predictions. Convection is believed to be the major 
extravasation mechanism for most tissues in recent 
PBPK models. Both “Two‐pore” [23] and “One‐pore” 
[18] formalism models have been used to account for 
antibody extravasation.

3. Lymphatic Distribution: It is generally believed that 
convection plays a dominant role in antibody extravasa
tion and lymphatic circulation. Most of the antibodies 
filtered from the vasculature are returned to blood via 
lymph. The slow rate of lymphatic flow and the presence 
of lymph nodes are significant factors for antibodies. 
The lymphatics should be included in PBPK models. 
Balthasar’s models were the first to incorporate a lymph 
node compartment in antibody disposition [19–21]. 
They employed an additional parameter (Tau) to 
account for the transit of antibodies from lymph nodes 
to the systemic circulation. Tau was estimated as 127 
[19, 20] and 544 min [21]. The parameter Tau was not 
estimated in Shah’s model, but the volume of total 
lymph nodes was defined to describe lymph recycling 
[30]. Lymph nodes only contain part of total lymph 
fluid as the large fraction stays in lymph ducts. Thus, a 
more physiological approach should use the volume of 
total lymph fluid, not just the volume of lymph nodes, 
to account for lymphatic distribution space.

4. Specific Target Binding: Antibodies often have high 
antigen specificity and binding affinity. Interactions 
with specific antigens can considerably influence anti
body distribution and elimination. Site‐specific and 
target‐mediated tissue uptake and elimination are often 
necessary in PBPK models to justify specific tissue 
accumulation and/or nonlinear clearance [40, 41].

PBPK models are developed mainly for two complementary 
purposes: PK fitting/parameter estimation and simulation 
[36]. Most previously developed models for mAbs have 
been used for both purposes. The general workflow is to 
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develop a PBPK model by fitting plasma and a number of 
tissue concentration–time profiles to estimate a few numeri
cally identifiable parameters with most other parameters 
fixed to either hypothetical or literature values. Then, the 
developed PBPK model is further used to simulate PK 
beyond the experimental observations for either another 
species, or pathophysiological conditions, or connection to 
pharmacodynamic responses. Usually, the available data 
only support precise estimates of a few parameters in PBPK 
models; most other parameters are either structurally or 
numerically unidentifiable. This makes PBPK model param
eter estimation itself difficult, particularly for the parameters 
being insensitive and the objective function surface being 
flat with change of these parameters, causing the optimizing 
algorithms to be trapped in local minima [36]. This is quite 
common for PBPK model estimation because the model is 
often overparameterized and only certain parameters can be 
resolved appropriately on the basis of the available data and 
knowledge. Thus, in modeling practice, most model param
eters have to be fixed to either literature reports or hypothet
ical values leaving a few parameters to estimate. Sensitivity 
analysis is quite important to obtain more information about 
parameter reliability and certainty [18, 36].

12.4 CHALLENGES

12.4.1 Physiological Parameters

One advantage of PBPK models is related to its separation of 
system‐dependent and drug‐specific parameters, which 
allow independent evaluations of the influence of system or 
drug variables on drug disposition. However, this advantage 
is offset by problems of model overparameterization with 
certain parameters having high variability and uncertainty. 
The problem becomes even worse in models for mAbs 
because many physiological components have not been well 
characterized and are not readily measurable. For instance, 
for lymph flow, a proportional value to blood flow was often 
assumed for each tissue in previous PBPK models, but the 
values used were often different. The fractions employed or 
estimated for lymph flow included 0.02% [23], 2% [18, 22], 
0.2% [21], and 4% [18, 22] of blood flow in previous models. 
The volume for endosomal space was another parameter 
with high uncertainty and it has been assumed as 0.5% [18] 
and approximately 0.009% [21] of tissue volume in previous 
PBPK models. The applied values for the rates of endocy
tosis (uptake) and exocytosis (recycling) were, respectively, 
about 1.96 and 20.4 day−1 in Balthasar’s model [18], but were 
about 13.8 and 5.04 day−1 in Ferl’s model [26]. These param
eters were mostly borrowed from various literature sources 
or calculated based on allometric relationships. The bias in 
some parameters would be compensated by other parameters 
with no notable deviation in fitting experimental data. 

However, this hidden problem may considerably dampen 
model performance when it goes beyond the experimental 
observations. To characterize the potential influence of exist
ing parameter variability on the model predictions, sensi
tivity analysis should be conducted in model development. 
Parameters that have great impact on the predictions should 
be given particular attention and more effort should be made 
to obtain reliable values of such parameters.

12.4.2 Extravasation Mechanisms

Molecules leave blood vessels (extravasation) mainly by two 
mechanisms: diffusion and convection [42, 43]. Diffusion 
depends on the concentration gradient, while convection 
depends on the interstitial fluid movement caused by pressure 
gradients. For antibodies, convection is often thought to be 
the dominant mechanism for extravasation [23, 24]. There are 
two convection models that have been applied in previous 
PBPK models: “One‐pore” and “Two‐pore” formalisms. 
Sometimes passive diffusion or pinocytosis mediated by 
FcRn was also included in PBPK models [18, 19]. The mixed 
extravasation mechanisms are not readily distinguishable 
when fitting only tissue data, particularly when their relative 
contributions are heavily dependent on the assumed values 
for lymph flow, vascular reflection coefficients, and pinocy
tosis rates into endosomal space. More elaborate experi
mental designs that separately evaluate these extravasations 
will be highly valuable for the development of next‐generation 
PBPK models for mAbs.

12.4.3 FcRn Function

FcRn is the most recognized factor affecting IgG clearance 
[44]. There remains a large knowledge gap in quantitatively 
translating IgG–FcRn binding affinity to mAb systemic per
sistence [33–35]. Engineered mAbs with improved FcRn 
binding often did not show much improvement in their 
systemic persistence. This poor correlation has been hypoth
esized to be associated with the brief transit of endosome 
sorting [21, 45]. Antibody–FcRn binding could not achieve 
equilibrium during its stay in endosomal space. A catenary 
PBPK model accommodating the short transit time of endo
somes seems to predict a modest effect of binding affinity on 
systemic clearance [21]. This model may permit broad appli
cations in accounting for pH‐dependent binding to simulate 
the benefit of many engineered mAbs, such as sweeping and 
recycling antibodies. In order to more accurately account for 
FcRn function, measuring absolute concentrations of effective 
FcRn, rate of endocytosis, and concentrations of IgG inside 
endosomes will be critical for reliable predictions. It remains 
unclear whether FcRn is involved in IgG tissue uptake, distri
bution, or subcutaneous absorption. Several recent studies 
using FcRn‐knockout mice model suggested that FcRn 
involvement in tissue distribution may be bidirectional and 
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tissue specific. Once this is confirmed, the latest PBPK models 
may accommodate this observation to provide more mechanistic 
description of FcRn function in IgG systemic disposition.

12.5 SIMPLIFIED PBPK MODELS FOR mAbs

Full PBPK models often accommodate the most currently 
known factors and mechanisms into the model structure. The 
complexities in PBPK models sometimes confront overpa
rameterization and result in estimated parameters with high 
parameter uncertainty. An alternative physiologically based 
approach for PK analysis is to consider only the essential 
physiological elements in model construction [46]. A series 
of “minimal PBPK” modeling approaches has been proposed 
by us, which takes a reductionist concept to inherit and lump 
major physiologic attributes from whole‐body PBPK models 
[46, 47]. This minimal modeling approach allows modelers 
to analyze only plasma concentration–time data and parsimo
niously generate physiologically relevant PK parameters. 
Compared with classical mammillary models, minimal 
PBPK models provide parameters with low dimensionality 
and ease of interpretation and, importantly, better PK insights.

12.5.1 Minimal PBPK Models

With considerations of the essential PK attributes for mAbs, 
a second‐generation minimal PBPK model was developed 
(Fig.  12.2) [47]. This model accommodates antibody‐
specific PK properties, such as convection as the primary 
mechanism for extravasation, interstitial fluid as the major 
extravascular distribution space, and the lymphatics. Two 
groups of tissues are included in this model according to 
their vascular endothelial structure: tight (continuous endo
thelium) and leaky (discontinuous or fenestrated). The tissues 

with tight endothelial structures are the muscle, skin, adipose, 
and the brain; the leaky tissues are the liver, spleen, kidney, 
and the remaining others.

Of note, the vascular endothelial endosome is frequently 
included in full PBPK models to enact the function of FcRn. 
It is known that an adult has about 1.0 kg of endothelial 
cells, which comprise about 1.6 × 1013 cells [48]. Given that 
 endosomes are only a small part of cell space (0.6–2%) [49], 
the overall volume of vascular endothelial endosome may 
be  about 0.4% of plasma volume and less than 0.1% of 
 interstitial volume. Therefore, from a mass balance perspec
tive, the amount of antibody that resides in the endosomal 
compartment only accounts for a small fraction of antibody 
in the system at any moment of time. This analysis is consis
tent with the conclusions drawn by theoretical analysis of 
published PBPK modeling parameters [50, 51]. In addition, 
the transcytosis between plasma and endothelial cells seems 
quite efficient, which produces fast uptake of mAbs into 
endothelial endosomes and yields rapid “equilibrium” 
 between endothelial endosomes and plasma. Therefore, the 
antibody degradation in endothelial lysosomes would 
operate in a kinetically similar way as antibody systemic 
clearance (CL

p
). Thus, the interaction between mAb 

and  FcRn within endosomal space is assumed primarily 
 influencing mAb systemic elimination and having a minor 
contribution to antibody interstitial distribution. Herein, 
higher FcRn affinity would more efficiently reduce mAb 
lysosome degradation and anticipate a lower value of CL

p
 in 

this modeling context. FcRn‐binding affinity could be han
dled as a critical covariate when a population approach is 
performed using this model.

Nonspecific linear clearance for mAbs would be either 
from plasma or interstitial fluid. Model A assumed clearance 
from plasma (CL

p
) and Model B assumed clearance from 

ISF (CL
i
). The differential equations for Model A are
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FIGURE  12.2 Second‐generation minimal‐PBPK model for 
monoclonal antibody pharmacokinetics. Symbols and physiological 
restrictions are defined in the text with Equations 12.3–12.8. 
Clearance is applied either to plasma (CL

p
, Model A) or to intersti

tial fluid (CL
i
, Model B). The plasma compartment in the left box 

represents the venous plasma as in full PBPK models, but is not 
applied in the present model [47].
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The physiological restrictions are V
p
 is the plasma volume 

and V
lymph

 is the total lymph volume, and

 1 1 (12.7a)

and

 2 1 (12.7b)

 V ISF Ktight p0 65.  (12.8a)

and

 V ISF Kleaky p0 35.  (12.8b)

where C
p
 and C

lymph
 are antibody concentrations in plasma and 

lymph, and C
tight

 and C
leaky

 are antibody concentrations in tissue 
interstitial spaces with continuous endothelium (V

tight
) and with 

fenestrated or discontinuous endothelium (V
leaky

). The L is the 
total lymph flow and the sum of L

1
 and L

2
, where L

1
 = 0.33L 

and L
2
 = 0.67L. The interstitial volume and lymph flow frac

tions for each group of tissues were obtained from previous 
values in PBPK models [18, 19]. Similar to Balthasar’s model, 
the “One‐pore” formalism was assumed for antibody extrava
sation. The σ

1
 and σ

2
 are vascular reflection coefficients for 

V
tight

 and V
leaky

. The σ
L
 is the lymphatic capillary reflection coef

ficient, which is fixed to a commonly used value of 0.2 in 
previous PBPK models [18, 19]. The ISF is the total system 
interstitial fluid and K

p
 is the available fraction of ISF for anti

body distribution. The physiologic parameters for a 70‐kg 
body weight (BW) person are L = 2.9 L/day, ISF = 15.6 L, 
V

lymph
 = 5.2 L, and V

plasma
 = 2.6 L. Also, K

p
 = 0.8 for native IgG

1
 

and 0.4 for native IgG
4
 [36, 37]. For most currently assessed 

therapeutic mAbs, given that they have similar isoelectric point 
(pI) values (in the range of 8–9) with native IgG

1
 [52], K

p
 is 

usually set to 0.8 for data analysis.
Only three parameters need to be estimated in this model: 

σ
1
, σ

2
, and CL

p
 (or CL

i
). The two clearances are not estimated 

together, but the model can assess which one works better. 
Important to note is that this model has one less parameter 
than the classical 2CM mammillary model that is usually 
used for antibody PK analysis. One example [53] with 
minimal PBPK model fitting is shown in Figure 12.3.

The transcapillary escape rate (TER) is the sum of two 
extravasation routes,

 TER L L1 1 2 21 1  (12.9)

The concentration ratios at equilibrium between ISF and 
plasma can be calculated in Model A as

 1 11 / L tightforV  (12.10a)

and

 1 12 / L leakyforV  (12.10b)

In Model B, where clearance from ISF (CL
i
) is assumed, 

the ratios are

 

C

C

L

L CL
tight

p i

1 1

1 1

1

1
 (12.11a)

and

 

C

C

L

L CL
tight

p i

2 2

2 2

1

1
 (12.11b)

As shown in Equations 12.9–12.11, the vascular reflection 
coefficients (σ

1
 and σ

2
) are parameters that not only reflect 

transcapillary rates (i.e., distribution rates) but also reveal the 
extent of distribution. The lower reflection produces a more 
rapid extravasation, resulting in earlier tissue profile peaking 
and relatively higher concentrations of mAb in the lumped 
interstitial compartment. This theoretical prediction is con
sistent with experimental observations. The “rate‐determined 
extent” is one significant distribution feature for antibodies, 
which is the fundamental reason why this model has one less 
systemic parameter than the conventional mammillary model 
and anticipates more realistic predictions of antibody concen
trations in interstitial space.

A key feature of this minimal PBPK model is predicting 
antibody interstitial concentrations in two groups of lumped 
tissues by analyzing only plasma data. It is experimentally 
challenging to obtain samples and measure antibody con
centrations in interstitial fluid. Given that many therapeutic 
mAbs have targets in interstitial space, predicting the inter
stitial concentrations would help in better understanding 
interstitial target occupancy and the following pharmacody
namics. In order to assess whether our minimal model gives 
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FIGURE  12.3 Pharmacokinetic profiles of canakinumab in 
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minimal PBPK model fitting (CL

p
, Model A). The estimated param
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reasonable predictions of interstitial concentrations, two 
mAbs (7E3 and 8C2) with measured tissue concentrations 
[18, 54] were analyzed. By only fitting the plasma profiles, 
this model predicted tissue concentrations close to experi
mental measurements.

12.5.2 Survey of mAb PK in Humans with the 
Minimal PBPK Model

As an intermediate modeling approach between classical 
mammillary models and whole‐body PBPK models, this 
model offers wider clinical application as it only requires 
plasma or serum concentrations that are the most common 
and convenient data to collect in humans. Implementation of 
this model is relatively easy, unlike full PBPK models that 
require investment of considerable experience, effort, time, 
and resources. This model approach, with only plasma data, 
provides more realistic parameters and predictions than 
mammillary models, and has become an intermediate 
alternative before utilizing full PBPK models for mAb PK 
analysis.

The second‐generation minimal PBPK model has been 
applied to extensively survey mAb PK in human in order to 
seek general perspectives on mAb distributional and elimi
nation features [55]. Profiles for 72 antibodies were success
fully analyzed. The equilibrium concentration ratio 
(ISF/plasma) was predicted based on the estimated σ (Eq. 
12.10) and clearance values (Eq. 12.11). As shown in 
Figure 12.4, the concentrations of therapeutic mAbs in tis
sues with continuous endothelium (V

tight
) is about 6.3% of 

that in plasma and this ratio is about 36.0% for tissues with 
discontinuous or fenestrated endothelium (V

leaky
).

Aside from predicting interstitial concentrations, the 
two clearance mechanisms CL

i
 and CL

p
 were assessed and 

compared in terms of their model performance and param
eter estimates. For 93% of surveyed mAbs, the model 
assuming clearance from plasma (CL

p
) produced better or 

at least equivalent model performance than the model 
with CL

i
 and yielded most consistent values of vascular 

reflection coefficients (σ
1
 and σ

2
) among all antibodies. 

This may further suggest that CL
p
 reflects the most 

common nonspecific clearance for most therapeutic 
mAbs, meaning that the major site for antibody degrada
tion is likely in blood or tissues where antibodies could 
reach rapid equilibrium. However, it should be clarified 
that a model preference for CL

i
 or CL

p
 does not neces

sarily preclude the existence of the other. Both CL
i
 and 

CL
p
 processes could more or less happen. Model 

preference only suggests the possible location of the pri
mary clearance process. The use of model fitting for such 
discrimination should be followed by further experimental 
validation, if possible, when this is an important issue for 
antibody assessment.

Plasma clearance in this modeling context is closely 
associated with FcRn salvage and lysosomal degradation. 
Most of the assessed mAbs have the preferred CL

p
 

assumption. This observation is consistent with lysosomal 
degradation in endothelial cells playing a primary role in 
antibody nonspecific clearance. Although more clarifica
tion is warranted for the remaining 7% antibodies with 
CL

i
 preference, engineering antibodies with higher FcRn 

affinity does not offer as much promise as antibodies with 
CL

p
 preference in terms of improvement of systemic 

persistence.
Many factors are associated with mAb tissue distribution 

and systemic clearance [57], including size, hydrophobicity, 
and charge. Higher TER produces higher interstitial concen
trations in this modeling context. Of 72 successfully 
 analyzed mAbs, a positive correlation between tissue distri
bution and systemic clearance was detected (Fig.  12.5). 
This positive correlation was also indicated in previous 
studies. An increase in net positive charge increased both 
tissue retention and systemic clearance [52]. The effect of 
molecular size was also investigated in this regard showing 
that a larger molecule would generally result in lower tissue 
penetration with less systemic clearance [58]. Such positive 
correlation between distribution and clearance would 
challenge strategies for improving tissue distribution to 
enhance target‐site exposure as the systemic clearance 
would probably consequently increase and somewhat offset 
the improved distribution. An optimum is possible when 
quantitatively considering all these factors to obtain a 
balance between distribution and clearance. Whatever 
factors are involved, this positive correlation appears not 
applicable to mAbs with high clearances (>35 mL/h/70 kg) 
(solid symbols in Fig.  12.5), implying that the factors 
responsible for high clearance may not necessarily increase 
tissue distribution, in contrast with most other therapeutic 
mAbs and macromolecules.
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12.5.3 Minimal PBPK Model with Target‐Mediated 
Drug Disposition

The term “target‐mediated drug disposition” (TMDD) was 
coined by Levy [59] and the mathematical modeling frame
work was later established by Mager and Jusko [60]. Drugs 
exhibiting TMDD often bind with high affinity and to a 
significant extent (relative to dose) to their target or certain 
enzymes. Then, the drug–target interaction is reflected in 
their plasma PK profiles. TMDD is frequently reported for 
mAbs with strong target binding and high target abundance. 
Applying TMDD models for mAbs can reveal more insights 
about their targets and target‐binding dynamics, which are 
essentially associated with pharmacodynamics. It was antici
pated that the more realistic predictions of interstitial con
centrations by the minimal PBPK model (vs hypothetical 
predictions with a 2CM mammillary model) would allow 
this modeling approach to provide more reliable assessment 
of interstitial target and antibody–target binding dynamics.

The proposed minimal PBPK models provide multiple 
options to incorporate TMDD [56]. This chapter highlights 
two situations where the minimal PBPK model enacts 
TMDD in either plasma (Model C, cTMDD) or interstitial 
space (Model D, pTMDD). As shown in Figure  12.6, the 
minimal PBPK model has the same structure and symbol 
designations as Model A (Fig. 12.2). Plasma clearance (CL

p
) 

is the nonspecific clearance in this model given CL
p
 was 

shown to reflect the most common nonspecific clearance 
according to our assessment of 72 mAbs [54]. The differential 
equations for these models are not included in this chapter 
but they are available in our report [56].

The signature profiles for the conventional TMDD model 
(2CM with TMDD in central compartment) reveal an early 

quick decline phase at low doses (dose‐dependent α‐phase) 
and a prolonged terminal phase. The initial fast decline in 
conventional TMDD model is fundamentally associated 
with instant antigen binding at low drug concentrations. The 
cTMDD model retains almost the same signature profile as 
the conventional TMDD model. However, for the pTMDD 
model (when target binding occurs in peripheral tissues), the 
feature of early fast decline is not present, no matter at how low 
the dose or concentrations. The α‐phases for different doses in 
the pTMDD model are always parallel. This is because extrav
asation restricts the initial decline regardless of interstitial 
target‐mediated elimination. The extravasation is a dose‐
independent process, which yields an initial parallel phase. 
This feature can help to differentiate the two model conditions 
and sometimes helps imply target locations. For example, efal
izumab [61], an antibody that binds to the α‐subunit of LFA‐1 
(lymphocyte function‐associated antigen‐1), exhibits a dose‐
dependent α‐phase after intravenous administration. This fea
ture was captured with the cTMDD model, but could not be 
captured with the pTMDD model. This is consistent with the 
fact that the target LFA‐1 is mainly in blood. However, for 
zalutumumab [62], an antibody that targets the epidermal 
growth factor receptor (EGFR), its nonlinear PK profiles 
exhibit a parallel α‐phase. This is most likely associated with 
the extensive expression of EGFR in extravascular space.

In addition, when targets are in interstitial space, the tradi
tional relationship between plasma concentrations and 
receptor occupancy (RO) is expected to shift from that when 
targets are in blood. Their relationship would be additionally 
affected by extravasation rate. In order to simplify their rela
tionship, we assumed quasi‐steady‐state target binding and 
equilibrium extravascular distribution (dA

ISF_total
/dt = 0). Then, 

total antibody in interstitial space (R
total

) is within the equation:

 
L C L C

R k C V

K C
1 1 0v p L ISF

total int ISF ISF

ss ISF

 

(12.12)

This removes the factor “t” (time) to produce an explicit 
equation displaying the intrinsic relationships of other factors.

The equation RO
C

K C
ISF

ss ISF

 yields C
RO K

ROISF
ss

1
, and 

substituting C
ISF

 in Equation 12.12, after rearrangement, 
generates

 
RO

C
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C
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1

4 1

2
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v p
v p

v p
 

(12.13)
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FIGURE  12.5 Correlation between plasma clearance (CL
p
) and 

transcapillary escape rate (TER) predicted by the minimal PBPK 
model. The linear regression line (forced through (0,0); slope = 0.34) 
and correlation coefficient are shown for mAbs with 
CL

p
 < 0.035 L/h/70 kg. Solid circles: clearance > 0.035 L/h/70 kg; open 

circles: clearance < 0.035 L/h/70 kg. (Produced by combining data 
from Cao and Jusko [55, 56].)
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The correlation between RO and σ
v
 was then simulated 

assuming constant plasma concentrations (C
p
). The simula

tions indicated that vascular reflection (σ
v
) significantly 

impacts peripheral RO, particularly for tissues with contin
uous endothelium (high σ

v
). To improve peripheral RO, 

decreasing σ
v
 (such as endothelial tight junction openers 

[63]) appeared to be more efficient for these tissues with 
high σ

v
 (i.e., tissues with continuous vascular endothelium). 

In contrast, for tissues with low σ
v
, increasing plasma 

concentration (or dose) seemed to be an efficient strategy. 
This analysis would help guide decision making in mAb 
development.

For the pTMDD model, the apparent target‐mediated 
nonlinear clearance (CL

TM
) can be derived in a similar 

approach as the well‐stirred hepatic clearance model, where 
apparent plasma clearance is a function of blood flow and 
hepatic intrinsic clearance [64]. The well‐stirred distribution 
of antibodies in interstitial space is supported by evidence 
that antibodies have a much higher diffusivity in interstitial 
fluid than for perivascular extravasation [65, 66]. Then, the 
apparent CL

TM
 is

 

CL

L
R k V

K C

L
R kTM

V
total int ISF

ss ISF

L
total int

1

1
V

K C
ISF

ss ISF

 (12.14)

This derivation was based on a constant R
total

, which intrinsi
cally entails an assumption of k

deg
 = k

int
. This assumption sup

ports a simple derivation of CL
TM

, which otherwise would 
not be easily solved explicitly. The CL

TM
 reaches its 

maximum value (CL
TM_max

) when C
ISF

 → 0, then

 

CL

L
R k V

K

L
R kTM

V
total int ISF

ss

L
total int

_ max

1

1
VV

K
ISF

ss

 (12.15)

For a mAb with nonlinear clearance, the clearance usu
ally increases with a decrease in plasma concentration and a 
maximum clearance is expected when concentrations 
approach zero. Then, at a given concentration, the clearance 
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FIGURE  12.6 Model structures of second‐generation minimal PBPK models with target‐mediated drug disposition in either plasma 
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 for target biosynthesis, k

deg
 for target degradation, and k
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for antibody‐target complex internalization. The K
ss
 is a steady‐state constant for antibody‐target binding [56].
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saturation (1 − CL
TM

/CL
TM_max

) reflects the remaining fraction 
of nonlinear clearance. When targets are present in plasma, 
clearance saturation is equivalent to target saturation (RO) 
given that antibody concentrations are usually much higher 
than target concentrations. If targets exist in interstitial 
space, the two are no longer equal. Combining Equations 
12.14 and 12.15, their relationship is

 
1

1

CL

CL

RO

RO
TM

TM _ max

 (12.16)

where the parameters pertaining to υ and ω are the same 
as in Equation 12.13. The relationship between clearance 
saturation and target saturation was simulated and dis
played in Figure  12.7. When TMDD occurs in blood 
(solid line), the saturation of nonlinear clearance is equal 
to saturation of targets if considering much higher mAb 
concentrations than their targets. However, their relation
ship is dramatically shifted by their target and target‐
binding parameters when targets are in extravascular 
space. Of note, misplacing these targets in plasma for 
modeling analysis would lead to a biased inference of RO. 
As indicated in Figure 12.7, any parameters pertaining to 
υ and ω (Eq. 12.16) contribute to the shifting. The higher 
values of R

total
 and k

int
 and higher binding affinity (K

ss
, K

D
) 

would produce a larger shift. Although σ
v
 substantially 

affects interstitial receptor saturation, it does not seem to 
be associated with such shifting.

The first convention for TMDD models is to assign 
target binding in the central compartment of the 2CM 
mammillary model, but this sometimes yields inconsis
tent results for antibodies as their targets are often in 
peripheral tissues where the limited extravasation would 
not support rapid equilibrium [67]. One important reason 
for developing physiologically based TMDD models is to 
obtain more realistic evaluation of target and target 
binding kinetics. This is particularly important for anti
bodies with targets in extravascular space. Whole‐body 
PBPK models have incorporated “tissue TMDD” before, 
mostly for a tumor TMDD model [19]. The minimal 
PBPK has shown feasibility to extend TMDD models and 
provide a simple framework for analyzing only plasma 
data but revealing peripheral target kinetics, which is oth
erwise not identifiable for peripheral target binding in 
mammillary models.

12.6 PERSPECTIVES

Despite their considerable potential, PBPK models have not 
been broadly implemented in therapeutic mAb discovery and 
development. The major reasons are as follows. (i) The under
standing of factors and physiological components affecting 
antibody PK is incomplete. Many potential factors are still 
under investigation. Along with the progress of these studies, 
PBPK models are expected to be further improved by incorpo
rating more mechanistic details and with more certainty in 
structure and parameters. (ii) The previously developed PBPK 
models well predicted total tissue concentrations of antibodies, 
but more effort is needed to use PBPK models to address criti
cal issues in antibody development, such as subcompartment 
(ISF) concentrations, tissue target engagement, first‐in‐human 
dose, pH‐dependent FcRn or target binding, immunogenicity, 
and disease influence on antibody disposition. Many of these 
issues could be addressed with PBPK modeling platforms by 
integrating more biological and immunological insights. (iii) 
Similar to PBPK models for small molecules, the structural, 
methodological, and computational complexity has largely 
limited its applications.

Minimal PBPK models take a reductionist concept to con
sider essential physiological components and provide an 
intermediate modeling approach between noncompartmental 
and full PBPK models. Such models offer a simple approach 
to provide physiologically relevant PK analysis based on only 
plasma data. As often happens in science, “The microscopic 
complexity seems to have conspired to produce something 
beautifully simple at the macroscopic level” [68]. This mod
eling approach has shown potential in addressing several 
critical issues (e.g., tissue target engagement and clearance 
mechanisms and predictions of human PK from animals [69]) 
in antibody development and is valuable for mAb PK analysis 
in place of or before a full PBPK model is established.
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 is dissociate rate constant of receptor‐
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binding. The simulation is based on Equation 12.16 [56].
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13.1 INTRODUCTION

Posology, “the study of the dosage of medicines” can be 
regarded as a scientific field in its own right. Indeed, en fran
çais, la posologie is on the packaging to describe the dose 
and regimen to be used. In the development of new medi
cines, the posology can be critical to get the intended clinical 
benefit whilst minimizing dose‐related unintended or 
adverse effects. How, then, to get the dose and regimen, la 
posologie, right for all patients?

One technique, pharmacokinetic/pharmacodynamic (PK/
PD) model‐based analysis, aims to describe, quantitatively, 
the link between the concentrations of drug in the blood 
(which perfuses all tissues) with downstream biomarker and 
clinical responses in said tissues. Once a model has been 
successfully fitted to PK and PD data, even if the data were 
not collected at steady state, dose–responses can be pro
jected, through simulation, for the steady‐state situation. 
However, although closer to a physiological truth than simpler 
dose–response models, they still do not capture intermediate 

pharmacological mechanisms such as target engagement or 
receptor occupancy. One technique, developed over the last 
decade, is to directly quantitate the formation of drug–target 
complexes, relating this to biomarker changes and clinical 
outcomes.

This analysis technique has been used to either deter
mine, or aid in the determination of, the dose–response and 
dose–time–response of several products at Novartis. The 
posology for canakinumab (Ilaris™) for patients with 
cryopyrin‐associated periodic syndromes was determined by 
model‐based PK/PD analysis and simulations. The approach 
used two models in parallel. In the first, statistically more 
robust model, the serum PK drove a probability of inflam
matory flares, the primary clinical endpoint. In the second, 
more mechanistic, narrative generating model, canakinumab 
captured interleukin‐1β reducing levels of the free cytokine, 
thereby causing reductions in inflammatory biomarkers and 
the probability of flare [1]. A similar mechanistic IL‐1β 
binding model was developed and used to describe the 
canakinumab (American College of Rheumatologist’s score) 
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ACR dose–response in rheumatoid arthritis [2]. With omali
zumab (Xolair™) in asthma and chronic spontaneous 
 urticaria, the binding model has been used to support the 
dose description [3], an asthma dosing table extension [4, 5], 
a revision of the asthma dosing table [6], and the posology 
for chronic spontaneous urticaria [7]. The model is now 
being used for the next‐generation anti‐IgE IgG‐type mono
clonal antibody, QGE031 (ligelizumab).

Naturally, Novartis is not alone in the application of 
ligand‐binding PK/PD models. There are a number of 
examples where drug–target‐binding PK/PD models have 
been used on preclinical experimental data. Lammerts van 
Bueren et al. [8] used such a model to quantitate the binding 
of a monoclonal antibody to the epidermal growth factor 
receptor, pointing out challenges with regard to quantitating 
receptor saturation in specific tissues. Similarly, Vugmeyster 
et al. [9] described a target‐binding model for IL‐13, con
cluding that the increase in total target in the serum can aid 
the understanding of the extent of neutralization occurring 
in different conditions. On the topic of scaling between 
species, Betts et al. [10] used a binding model for a mono
clonal antibody to Dickkopf‐1 in rats and nonhuman pri
mates, predicting doses required for clinical studies in 
osteoporotic patients. Similarly, Lowe et al. [11] scaled the 
anti‐CD40 monoclonal lucatumumab between nonhuman 
primates and oncology patients.

The preclinical use of drug–target‐binding model 
continued with human clinical studies. Although Ng et al. 
in 2005 [12] very nicely described the nonlinear PK of 
efalizumab linked to CD11a occupancy and turnover and 
improvement in psoriasis symptoms, this was not a direct 
target‐binding model. The following year, however, they 
used a full binding model for the anti‐CD4 monoclonal 
TRX1 [13]. In subsequent years, Stefanini et al. [14] were 
quantitating the capture of vascular‐endothelial growth 
factor with bevacizumab, as were Thai et al. [15] with 
the  fusion protein aflibercept. Sutjandra et al. [16] fol
lowed by Gibiansky et al. [17] developed population 
models for denosumab binding to the receptor activator of 
nuclear factor κ‐B ligand, initially for osteopenia/osteopo
rosis, then  for oncology patients with bone metastases. 
More recently, Wang et al. [18] described mavrilimumab 
binding the granulocyte‐macrophage colony stimulating 
factor receptor in rheumatoid arthritis patients, with 
Fetterly et al. [19] investigating carlumab capturing the 
chemokine CCL2.

Clearly, the use of direct drug–target‐binding models 
has increased over the years, forming, in effect, a new class 
to be added to the original effect site and indirect response 
models. For this chapter, the focus will be on the capture of 
soluble targets. However, as in the examples above, it is 
also possible to quantitate the nonlinear target‐mediated 
disposition in the PK to provide an estimate of whole‐body 
target engagement. If related to downstream biomarkers or, 

preferably, to clinical outcomes, this is just as valuable to 
the posologist as soluble target capture.

Examples will be given to show, in detail, how to quanti
tate drug–target binding, integrate this with biomarker mea
surements, relate this to patient outcomes, and hence enable 
drug development teams to determine suitable posologies 
for patients. The examples are as follows: (i) Xolair binding 
IgE to reduce the itch and hives symptoms of chronic 
spontaneous urticaria and (ii) a higher affinity anti‐IgE, 
QGE031 (ligelizumab), relating the capture of IgE to down
stream basophil and allergen skin prick test responses, in 
order to decide on the dose range for Phase 2.

13.2 METHODS

Models describing the binding between a drug (warfarin) 
and targets (albumin and vitamin K 2,3‐epoxide reductase) 
leading to target‐mediated drug disposition were first 
described by Levy in 1994 [20]. A general drug–target 
binding PK/PD model was described by Mager and Jusko in 
2001 [21], but there was still little advancement in the use of 
binding models until quasi‐equilibrium solutions enabled 
more reliable integration and faster computation. Mager and 
Krzyzanski [22] first reported one of these in 2005, exempli
fying its use using ADAPT II for naive pooled data or single 
individuals. Independently (and in parallel), Hayashi et al. 
[23] developed a mathematically identical quasi‐equilibrium 
solution for population analyses for use with NONMEM.

13.2.1 Omalizumab, IgE, Itch, and Hives

13.2.1.1 The Omalizumab–IgE Binding Model The 
population PK/PD model of omalizumab–IgE binding and 
turnover has evolved over many years [4, 23–25] supporting 
license applications in various countries. The model speci
fied the 1:1 binding of omalizumab with IgE according to 
the reversible reaction:

 omalizumab IgE omalizumab IgE complexes  

Inputs and elimination of omalizumab, IgE, and the 
complexes were added to this reaction to form a PK–IgE 
binding and turnover model (Fig. 13.1). In order to quanti
tate the in vivo binding of a drug with a soluble ligand, data 
on free and/or total drug, plus either total and/or free soluble 
ligand are required. Having both free and total ligand is nice, 
but not essential as, through the binding reaction, missing 
components can be calculated [11]. Indeed, given the diffi
culties and potential biases associated with free ligand 
assays, it could be preferable to use solely total drug and 
total ligand data [26].

The above binding and turnover scheme was translated to 
a system of three coupled differential equations, one for the 



METHODS 177

subcutaneous administration site, one for total omalizumab 
(free plus drug–IgE complexes), and another for total 
IgE (free plus drug–IgE complexes). The coupled differential 
equations, in terms of molar masses of omalizumab, IgE, 
and the complexes, were

 

S S KA

XT S KA XF CL V CC CL V

ET R EF CL V CC

*

* * / * /

* / *
X X C C

E E E CCL VC C/

 (13.1)

where

 

XF XT CC

EF ET CC  

Here, S is the amount of omalizumab at the subcutaneous 
site; XT and ET are molar masses of total omalizumab and 
IgE; XF and EF are free omalizumab and IgE; KA is the 
absorption rate constant; R

E
 is the rate of production (i.e., 

expression) of IgE; and CL
X
, CL

E
, and CL

C
 are the clear

ances of free omalizumab, free IgE, and the complexes, 
respectively. Although the omalizumab model used a 
single compartment, there were three volumes for the 
three components, V

X
, V

E
, and V

C
. Exploratory analyses 

established that separate V
X
 and V

E
 estimates could not be 

made from the available data; they were assumed the 
same. The molar mass of the omalizumab–IgE complexes, 
CC was defined as the solution to the quadratic for the 
quasi‐equilibrium binding:

 

CC K V V V XT ET

K V V V XT ET

XT ET

D X E C

D X E C

* * /

( * * / )

** * * ** .2 4 0 55 2/  (13.2)

where

 K K XT ETD D alpha0 * / **  

Here, K
D
 is the in vivo, apparent equilibrium binding dis

sociation constant and alpha the change in the affinity of 

binding between omalizumab and IgE as a function of the 
molar ratio of total omalizumab to total IgE, to take 
account of the changing stoichiometry of omalizumab to 
IgE binding from two omalizumab molecules to one IgE 
when omalizumab concentrations are greater than IgE, to 
the reverse when IgE exceeds omalizumab as the drug 
finally clears from the system [27]. Weight‐based doses 
were converted to molar amounts in the program code, 
then weight‐based concentrations were calculated from 
the molar masses by dividing by the respective volumes, 
correcting for the molecular mass for each component 
(free and complex). The free and complex concentrations 
were then summed to attain total omalizumab and IgE 
concentrations.

13.2.1.2 Linking IgE with Urticaria Itch and Hives  
Extending the model to the effect of omalizumab treatment 
on urticaria itch and hives, free IgE levels relative to base
line (rfIgE) controlled the appearance of symptoms in a tra
ditional indirect response scheme (Fig.  13.1). With 
omalizumab treatment, free IgE is reduced thereby allevi
ating symptoms. In the model code, two latent variables, 
EFF, one each for itch and hives, were added as differential 
equations:

 EFF STIM EFF XRT/  (13.3)

where

 

STIM rfIgE EC rfIgE

rfIgE XF

EFF t

** / ** **

/

Hill Hill Hill

IgE
50

0

0 1
 

The turnover was parameterized by a drug mean response 
time, XRT, common to itch and hives. The stimulation was 
by a sigmoidal function with separate EC

50
 values for itch 

and hives but a common Hill coefficient. The EFF drug 
effect variables could range from 0 to 1. These were multi
plied by the maximal possible drug effect (E

max
) and, since 

the scores decrease under omalizumab, subtracted from a 

Free IgEOmalizumab Omalizumab–IgE complexes+

Production

Clearance
IgE

Dose

Itch, hives

Response
times

Stimulation(Relative)

Clearance
IgG

Clearance
complexes

Absorption Placebo

FIGURE 13.1 Drug–target binding model with indirect link to itch and hives symptoms.
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“placebo or disease natural history” part of the model within 
a logit‐transform.

 I PLB E EFFlogit max– * 1  (13.4)

where

 PLB I I lag PRT I0 SS SStime* exp /-  

The placebo model was an exponential decrease of itch or 
hives from an initial state, I

0
, to a steady state, I

SS
, over time, 

with a time lag and placebo response time, PRT. After the 
addition of residual error, the I

logit
 was back‐transformed to 

the original scale.

13.2.2 QGE031 and Omalizumab, IgE, Basophil 
FcεR1 and Surface IgE, and Allergen Skin Prick 
Test Response

The one‐compartment model described above for omali
zumab can be extended to represent the central–peripheral 
distribution of monoclonal antibodies, as observed in 
their typically biexponential PK profiles, and the binding 
and capture of both serum and tissue ligands. A two‐
compartment binding model has been described for 
canakinumab and IL‐1β [1, 28]. In this, the drug–ligand 
quasi‐equilibrium binding reaction, as described earlier, 
was replicated to both compartments. This enabled the 
whole‐body production of IL‐1β to be estimated based on 
only total canakinumab and total IL‐1β in the serum. 
However, in this model, it was assumed that the volume of 
the peripheral compartment was that estimated from the 
canakinumab PK. Unfortunately, the estimated peripheral 
volume, 1.7–2.9 L, was far less than the actual 15 L inter
stitial fluid volume (17.5 L extracellular water minus 
2.7 L plasma [29]). This together with the fact that IgG 
concentrations are known to be lower in interstitial spaces 
(exemplified by the draining lymphatics [30]) is such that 
the binding calculations and hence the reported apparent 
binding parameter are unlikely to be accurate.

To ensure a slightly more realistic representation of 
 interstitial fluid volumes and hence binding calculations, 
a  “physiologic concept” structure was implemented for 
QGE031 and omalizumab capturing IgE. In this, the 
clearance was set to occur from both compartments, result
ing in the estimation of a larger and more realistic peripheral 
volume. To account for the fact that the apparent volume for 
QGE031 or omalizumab–IgE complexes could be smaller 
than that for the free monoclonals or free IgE, a restriction of 
the entry of the complexes to the peripheral space was intro
duced as a reflection coefficient.

The coupled differential and algebraic equations (13.5) 
then followed the model structure in Figure 13.2. Note that 

the coupled PK and IgE binding equations were written in 
terms of mass, whilst basophil FcεR1 and surface IgE (sIgE) 
represent concentrations.
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(13.5)

As with the previous omalizumab model, the drug 
transfer from a depot injection site (i.e., subcutaneous, S) to 
the central compartment was a first‐order process controlled 
by KA. The total drug in the central compartment, XT, 
gained mass directly from the intravenous infusion, or from 
the subcutaneous depot site. Free drug, XF, was lost at rate 
CL

X
/V

C
, whilst that portion that was complexed, C

C
, was 

lost at rate CL
C
/V

C
. There was also exchange of total drug 

between the central and peripheral compartments controlled 
by the intercompartmental flow Q. Similarly, the total IgE 
in the central compartment, ET, exchanged with the 
peripheral compartment. Free IgE was eliminated at rate 
CL

E
/V

C
 and the complex at rate CL

C
/V

C
.

From the overall IgE production (E
PR

), IgE was 
released by the body into the central compartment at rate 
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R
E
 in proportion to the volume of this compartment 

relative to that for the whole body; it was also converted 
from a mass to a molar amount by accounting for the 
molecular weight, 190 µg/nmol. Similarly, IgE entered 
the peripheral compartment at rate R

P
.

 

R E V V

R E V V V V V
E PR C SS

P PR P SS SS C P where

*

*

/ / ,

/ /

190

190
 (13.6)

The peripheral total drug compartment exchanged with 
the central compartment at rate Q, with free drug and com
plex being eliminated at rates CL

X
 and CL

C
, respectively. 

Meanwhile, total IgE was released into and eliminated from 
the peripheral compartment and exchanged with the central 
one. The exchange of the drug–IgE complexes was modified 
by the reflection coefficient SR in order to create an effective 
volume for said complexes smaller than that occupied by the 
drug and IgE.

The sixth differential equation stated that basophil 
FcεR1 was introduced at a zero‐order rate B

FCER
/k

BASO
, that 

being the baseline divided by the mean residence time of 
the cell/receptor in that compartment. It should be noted 
that the mean residence time of measured FcεR1 (and sur
face IgE) is a composite of the presence of the proteins on 
the cell surface together with the lifetime of the carrier 
cell. Without perturbations in cell numbers (or measure
ments thereof), cell lifetime cannot be divorced from the 
lifetime of the protein on the surface of said cell. The pro
duction of FcεR1 was controlled by the peripheral 
compartment concentration of free IgE, C

EFP
, according to 

a relative (i.e., 0–1) sigmoid relationship, STIM, parame
terized with a half‐max concentration, EC

50R
, and a shape 

term STIMC. Since surface IgE demonstrated a time 
 profile very similar to that for FcεR1, it was represented 

algebraically by a power relationship from baseline nor
malized FcεR1 with a scale parameter S

IGES
 and its own 

baseline, BSIgE. The overall effect is such that, as free IgE 
is removed from the system, there is downregulation of the 
number of receptors on the cell surface and, due to the 
equilibrium between free IgE and Fcε receptors, surface 
bound IgE decreases.

For the skin prick test equations, the factor driving the 
wheal response was the baseline normalized basophil FcεR1, 
FCER/FCER

0
, parameterized with a scale (baseline) param

eter STIMW and exponent ExpW. SPT1 through 4 were 
differential equations for up to four delay compartments 
with KSPT the mean response time for said response. Flare 
(FLAR) was algebraically represented as a power relation
ship from relative wheal with a scale parameter STIMF and 
exponent ExpF.

The steady‐state (initial and final) nanomolar amounts 
of IgE in the central and peripheral compartment, for 
FcεR1 and for the SPT, were given by the following 
equations:
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FIGURE 13.2 QGE031 and omalizumab two‐compartment binding model structure. The entities modeled (emboldened) were free IgE, the 
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The individual predicted output equations for drug, IgE, 
basophil FcεR1 and surface IgE, and skin prick test wheal 
and flare were then as follows:

 

C X V ST

C E V

C E C V

C

TX T C

TE T C

FE T C C

FEP

0 15

190

190

190

. * / /

* /

* /

** /E C VTP P P

 (13.8)

In calculating the concentration of total drug in central 
plasma, C

TX
, in µg/mL, 0.15 was the molecular mass, 

150,000, divided by 106 to give the required unit change 
from nanomolar; X

T
 was the total drug, C

C
 the solution to the 

quadratic expression for the complex, and ST the binding 
stoichiometry. Preliminary modeling indicated that the best 
fit stoichiometry was two for QGE031 and one for omali
zumab. The latter was consistent with the stable cyclic hex
amers formed with three molecules each of omalizumab and 
IgE [27], the former with QGE031 utilizing both of its Fab 
sites to bind IgE. The concentration of total ligand IgE in 
central plasma, C

TE
, in ng/mL, had 190 for the molecular 

mass of and unit conversion for IgE; E
T
 is total IgE. The 

concentration of free IgE in the central plasma was C
FE

, 
in ng/mL. The drug and IgE equations in (13.8) were log‐
transformed to match the data. The basophil and skin prick 
test equations in (13.5), FCER and SIGE, WHEA and FLAR 
required no further treatment other than log (basophil) or 
square‐root transforms (wheal and flare).

13.2.3 Common Components

13.2.3.1 The Covariate Model The original omalizumab 
model [23] included only body weight and baseline IgE as 
covariates; later versions investigated and included others. 
The generic population parameter, P, relationship for the ith 
individual is exemplified with this relationship including 
body weight and baseline IgE:

 

Pi THETA WT THETA

THETA EXP ETA

1 70 2 365

2
0* / ** * /

** *

IGE

 

(13.9)

where the THETA represent population mean or covariate 
relationship parameters to be estimated and ETA a Gaussian 
distribution with mean zero. Although both body weight 
(WT) and baseline IgE (IgE

0
) are shown in this illustrative 

equation, they were not applied to all structural parameters. 
Body weight centered on 70 kg was specified in an allome
tric (power) relationship on all clearances and volumes, and 
on IgE production rate (R

E
). Baseline IgE was a function of 

rate of production and clearance. For QGE031, the absolute 
bioavailability (BAV) and reflection coefficient parameters 

were logit‐transformed to ensure that the values were bet
ween 0 and 1. Parameters that were already powers had 
normal rather than log‐normal distributions.

The observed distribution of baseline IgE in the trials was 
not normal, so could not be represented with a Gaussian dis
tribution. Baseline IgE was therefore used as a covariate to 
predict IgE clearance and production rate for any individual 
patient. Beyond body weight and baseline IgE, other 
population covariates explored for omalizumab included 
age, body mass index (BMI), and race. BMI was hypothe
sized as potentially important given the different fluid 
volume properties of lean and adipose tissues. As both adult 
and pediatric patients were studied, age less than 12 was a 
natural covariate to investigate, although it was hypothesized 
that much of the age differences should be accounted for 
through body weight and known differences in baseline IgE 
levels. The categorical variables age less than 12, sex, and 
race (black, oriental, and “other” vs the reference Caucasian) 
were investigated by estimating ratio parameters from the 
reference 70 kg, 365 ng/mL baseline IgE, male Caucasian 
adult patient.

Although in theory the binding constant, K
D
, between 

omalizumab and IgE should be identical for all patients as it 
is a fixed biochemical reaction, the situation in vivo is dif
ferent due to the potential for there to be competition for 
IgE binding between omalizumab and other binding agents 
such as IgE receptors. If these other binding agents are not 
included explicitly in the PK/PD model, the competitive 
binding will act to make it appear that omalizumab is not 
able to bind IgE as efficiently; that is, K

D
 will shift to a 

higher value. Therefore, interindividual variation in K
D
 was 

allowed to take account of the possibility that differing 
levels of FcεR expressing cells or (unknown) soluble pro
teins may compete with omalizumab for binding with IgE. 
Baseline IgE was explored and included as a covariate on 
K

D
 as it predicted some of this variation; perhaps indirectly 

it was informing on the expression level of IgE receptors in 
the body.

Any remaining variances in the parameters were con
sidered unexplained interpatient variance and specified as 
log‐normal distributions. Correlation between parameters 
was investigated in preliminary models but, finally, for 
omalizumab only the covariance between clearance of free 
omalizumab and its volume, and between the clearance 
of  the complex and IgE production rate, was estimated. 
For QGE031, an extensive omega correlation matrix was 
investigated.

13.2.3.2 The Residual Error Model Natural logarithm‐
transformed data for drug and IgE concentrations, basophil 
FcεR, and surface IgE were used with corresponding loga
rithm transforms of the output–concentration functions. 
Urticaria itch and hives data (range 0–21) were analyzed on 
the original scale, but with a residual error model  constrained 
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by logit transformation. This had a margin of 1 on both 
sides to avoid numerical issues with observed values of 0 
and 21. Skin prick test data were square‐root‐transformed 
with a small marginal value of 1 added to avoid numerical 
issues with zero observed flare and wheal. Given these 
transformations, all residual error models were therefore 
additive. The few concentrations outside the quantification 
range were excluded.

13.2.3.3 Model Evaluation Diagnostic plots were exam
ined to assess model adequacy, possible lack of fit, or viola
tion of assumptions. Plots of observed (OBS) versus 
population predicted values (PRED) and OBS versus 
individual predicted values (IPRED) were evaluated for ran
domness around the line of unity. Plots of weighted residuals 
(WRES) versus time and WRES versus PRED and time 
were evaluated for randomness around the zero line.

In addition, statistical shrinkage in maximum a priori 
post hoc Bayesian (empirical) estimates (EBEs) of model 
parameters used for diagnostic purposes was evaluated [31]. 
If all individuals’ parameters were to be the same as the 
population estimate, that is, 100% shrunk to the mean value, 
it would therefore be of no value for determining a relation
ship with an individual’s response. Moreover, to assure 
appropriate structural model selection, shrinkage in residual 
variability (“epsilon‐shrinkage”) was also evaluated.

13.2.3.4 Assessment of Model Predictive Performance  
As described in FDA’s 1999 [32] the objective of model val
idation is to examine whether the model provides a good 
description of the data in terms of its behavior for the appli
cation proposed. The normalized prediction distribution 
errors (NPDE) [33] were used as a method for assessing the 
simulation‐predictive performance of the final model as it 
allowed all covariates in the model to be taken into account 
together with all patients’ individualized posologies. The 
NPDE were plotted to check for no trend to misfit over time 
and/or per covariate classification.

Although perhaps visually more appealing, visual predic
tive checks (VPCs) of the shape of the PK or PD profiles, 
even the covariate‐ and dose‐corrected “prediction‐corrected” 
VPC, are only useful when the regimen and treatment dura
tions are the same. For omalizumab, the individualization via 
the dosing table allows patients to be four‐ or two‐weekly 
regimens, and furthermore, the study durations were different 
for the different studies.

13.2.3.5 Clinical Implications for Posologies Simulat
ions were performed to assess the clinical impact of the 
knowledge contained within the PK/PD model. These used 
the same NONMEM control files as for estimation, save for 
replacing the estimation with a simulation command. The 
simulations are presented and discussed according to the 
points arising.

13.2.3.6 Software Used and Validation The analysis was 
performed using the NONMEM software system, NONMEM 
VII version 2 extended/super extended (ICON Development 
Solutions, Ellicott City, MD, USA), the NM‐TRAN subrou
tines version III level 1.1, and the PREDPP model library 
version V level 1.0 utilizing the Novartis MODESIM high 
performance computing environment.

For the omalizumab model, the ADVAN6 subroutine 
utilizing the Runge–Kutta integrator was used, for which a 
tolerance of 5 was specified. All omalizumab–IgE mod
eling building used the first‐order (FO) method, consistent 
with the prior use of this model for analyzing omalizumab 
and IgE data. For the combined QGE031 and omalizumab 
model, integration used the Livermore solver for ordinary 
differential equations with automated step size adjustment 
(LSODA) by specifying ADVAN13, with a tolerance of 6. 
Estimation was performed using stochastic approximation 
expectation maximization with interaction (SAEM). Since 
the model was relatively complex, 10,000 burn‐in itera
tions ensured convergence (assessed visually), followed by 
2000 averaging iterations to obtain maximum likelihood 
parameters. Standard errors were obtained using the $COV 
procedure.

13.3 RESULTS AND DISCUSSION

13.3.1 Omalizumab Capture of IgE Reducing Itch 
and Hives

13.3.1.1 Description of Data and Quality of Fit The 
three studies used for modeling the relationship between free 
IgE suppression and urticaria itch and hives scores have been 
published [34–36]. In these, either three or six administra
tions of placebo, 75, 150, and 300 mg every 4 weeks were 
investigated. The population model for analyzing omali
zumab binding to IgE was unchanged from that previously 
published. There was no pooled analysis for asthma versus 
urticaria patient populations, but there were no clinically 
significant differences in drug and IgE parameters. The 
omalizumab and IgE quality‐of‐fit diagnostics and tables of 
parameters are, therefore, not reproduced here. The major 
scientific extension was in the quantitative relationship bet
ween IgE capture and improvement in the clinical endpoints 
for urticaria, itch, and hives. The relationships between 
observed omalizumab concentrations, reduction of free IgE 
levels relative to baseline, and UAS7 improvement are 
shown in Figure 13.3. As expected given the binding reac
tion, the suppression of free IgE was related to omalizumab 
concentrations. The clinical response related to both drug 
and to free IgE with a classical sigmoid shape in the local 
regression smoothing curves. An exploratory fit of a Hill 
function (which ignored the possibility of time delay hyster
esis) estimated a half‐maximum EC

50
 of 13% for relative 
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free IgE driving the urticaria symptoms. Estimating this rela
tionship in an indirect response mixedeffect model provided 
the parameters listed in Table  13.1. There was hysteresis, 
with a mean response time of 5.7 days following free IgE 
suppression (which occurs within the first day post dose). 
The EC

50
 values of 20% (0.2) indicated that half maximal 

efficacy is expected when free IgE levels are reduced by 
80%. In combination with the steep Hill coefficient, the 
transition from 10% to 90% of maximal efficacy would 
occur over a very narrow range of 75–84% relative free IgE 
reduction. The model parameters were precisely estimated, 
with little shrinkage except in those interindividual variances 
that were not estimated. It was notable that the unexplained 

random deviations from the typical values for EC
50

 and for 
E

max
 were highly correlated between itch and hives; if a 

patient had a high EC
50

 on itch, the same was true for hives.
The model fitting diagnostics plots in Figure 13.4 showed 

that individual predictions reproduced the observations, with 
no substantial bias or trend to misfit over time in the NPDE, 
save for a slight overprediction of itch scores in the first 
month. However, not all parameter random distributions 
were normally distributed. As a consequence, the distribu
tion of NDPE tended to deviate beyond ±2 standard devia
tions in QQ (quantile‐quantile) plots. Since good individual 
fits were achieved but there was some concern in assuming 
normally distributed interindividual variation, simulations 
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FIGURE 13.3 UAS7 improvement versus omalizumab concentrations and free IgE relative to baseline. The panels display UAS7 improve
ment versus observed omalizumab concentrations (a, c) and observed individual patient free IgE levels expressed as percent of IgE at baseline 
(b, d) for trough concentrations at 12 weeks and, for two of the studies, 24 weeks, then at the end of the 20 week followup period. The dots 
and error bars show the mean and standard deviations of decile groups for omalizumab concentration or free IgE reduction values, respec
tively. The light gray lines and bands represent R loess smoothing splines with 95% confidence intervals based on the nonbinned data. For 
free IgE reduction, a sigmoidal model was fitted to the nonbinned data. Parameter estimates for the fitted model are indicated in (d) in black. 
The same dataset as for the population‐based PK–IgE analysis was used.



RESULTS AND DISCUSSION 183

TABLE 13.1 Parameter Estimates for Placebo and Relative IgE Itch and Hives Models

Fixed Effects Random Effects

Parameter Estimate 95% Confidence Estimate (ω) Shrinkage (%)

Placebo
Itch

0
 (0–21 scale) 12.6 (11.9–13.1) 0.44 8

Itch
SS

 (0–21 scale) 3.8 (2.8–5.0) 3.19 7
Response time, itch (day) 7.1 (4.1–12.2) 5.45 18
Hives

0
 (0–21 scale) 16.6 (15.8–17.4) 1.66 4

Hives
SS

 (0–21 scale) 4.7 (3.2–6.5) 5.60 4
Response time, hives (day) 10.1 (6.3–16.2) 4.16 16
Lag time (day) 14.3 (8.9–23.2) 6.13 48
IgE link
E

max
 itch (logit) 1.79 (1.63–1.97) 0.56 2

E
max

 hives (logit) 2.49 (2.25–2.70) 0.49 2
EC

50
 itch (proportion) 0.20 (0.17–0.23) 1.15 25

EC
50

 hives (proportion) 0.20 (0.18–0.23) 1.19 24
Hill coefficient (power) 9.88 (9.67–10.10) 0.1 (fixed) 95
Response time (day) 5.68 (5.24–6.15) 0.1 (fixed) 60

Placebo (alone) IgE link

Estimate (σ2) 95% confidence Estimate (σ2) 95% confidence

Residual error, hives 0.25 (0.24–0.26) 0.22 (0.21–0.23)
Itch 0.39 (0.37–0.41) 0.29 (0.28–0.29)

The efficacy parameters are given for a patient without angioedema, with a baseline IgE of 80 IU/mL, weighing 80 kg, a BMI of 30 kg/m2, and 18 years or older.

FIGURE 13.4 Quality‐of‐fit diagnostics. (a) Individual itch and hives predictions versus observations. (b) NPDE over time. (c) QQ‐plot of 
NDPE. The dark gray lines are R loess local regressions.
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were run by sampling from the 632 treated patients’ 
individual parameters. VPCs are shown in Figure 13.5 for 
the weekly hives score; weekly itch was similar, not 
 surprising given the strong correlation between the two var
iables. Figure 13.6 shows the well‐controlled responder rate, 
a count variable derived from itch and hives where a 
responder had a sum of weekly itch and hives scores less 
than or equal to 6. The predictions reproduced the data for 
the 150 and 300 mg every 4 weeks dosing regimens well, 
albeit with an underprediction for the placebo effect and, to 
a lesser extent, for 75 mg.

13.3.1.2 Covariate Effects Some of the patient factors 
investigated as covariates were declared statistically significant 
based on their 95% confidence intervals (Table 13.2). However, 
only body weight, BMI, and baseline IgE influenced the 
model parameters to any great extent when moving from the 
5th to 95th percentiles of these patient factors.

Both BMI and body weight had a pronounced effect on 
all drug effect parameters. However, they were always coun
teracting, that is, the sign for the BMI covariate was the 
opposite of that for the body weight covariate. Considering 
that these two patient characteristics were to a great extent 
positively correlated (though not 100%; alternative models 

with either body weight or BMI were tested), this acted to 
cancel their effects on the dose required for symptom con
trol. With respect to the two age groups, a significant effect 
was detected only for the elderly; the elderly responded 
faster, with a 39% shorter drug response time.

The largest shift was +55% to −30% in EC
50

 for itch and 
hives, when moving from the lower 5th to upper 95th per
centile of baseline IgE. In other words, there was an inverse 
relationship: a patient with a low baseline IgE level would 
have a higher EC

50
 value and hence need less omalizumab‐

induced percent reduction from their baseline value to expe
rience a beneficial effect. It is worth remembering that these 
EC

50
 were not for omalizumab, but for IgE affecting itch and 

hives. This, together with the greater dose‐for‐dose percent 
suppression of IgE that occurred when IgE molar concentra
tions approached the point of optimum efficiency, the K

D
, 

started to explain why no IgE‐dependent dose adjustment is 
required. To fully appreciate the implications of multiple 
parameter covariate influences, however, simulations are 
required; these are detailed in the next section.

13.3.1.3 Implications of PK/PD for Omalizumab Posology 
for Urticaria Fitting a kinetic–dynamic population model 
to drug, biomarker, and clinical data in itself, although useful 
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FIGURE 13.5 VPCs for weekly hives score. The observed data median is shown as a solid black line, the 5th and 95th percentiles of the 
observations as dashed black lines. Ninety‐five percent intervals for 200 simulations of each group are indicated as dark gray (median) and 
light gray (5th and 95th percentile) bands. The arrows indicate omalizumab or placebo administrations.



RESULTS AND DISCUSSION 185

for documenting properties of a compound, does not make 
full use of the knowledge contained therein. The clinical 
implications on the time course and patient responsiveness to 
the drug are most easily visualized by scenario simulation. 
Since the results showed that the omalizumab–IgE–urticaria 
symptoms model was able to describe and simulate the data, 
model simulations were used to assess (i) the clinical effect of 
body weight, BMI, and baseline IgE, all of which were found 
to be influencing the E

max
 and EC

50
 values, and (ii) the tai

loring of the posology to maximize the chance for an 
individual patient to achieve maximal responses.

BMI and body weight are positively correlated, although 
not perfectly. The extent to which the covariate effects trans
lated into clinical differences for heavy or light patients was 
not obvious from the equations. The simulations in 
Figure 13.7 show that no differences were to be expected in 
well‐controlled UAS7 response rates for patients weighing 
more than 80 kg with a BMI greater than 30. Similarly, also 
in Figure  13.7, the counteracting effects of the inverse 
covariate effect of baseline IgE on the IgE EC

50
 for itch and 

hives was such that there was no difference in well‐ controlled 
responder rates for high versus low body burden of the drug 
target. The effect of baseline IgE on the response time was 
visible, in that patients with higher levels would be expected 
to respond sooner.

Also apparent from Figure 13.7 is the observation that, 
although approximately 50% of patients could be well con
trolled with 150 mg, there was a higher likelihood of a good 
response with 300 mg every 4 weeks, especially in the first 
2 months. With 150 mg, the well‐controlled responder rate 
increased and decreased in time with omalizumab concen
trations and inversely with suppression of free IgE. With 
300 mg, there was less “peak‐trough” variation within each 
dosing interval, indicating that this posology was approach
ing saturation of the response and therefore close to being 
maximally effective.

13.3.2 QGE031 and Omalizumab Capture of IgE, 
Reducing Basophil FcεR1, Surface IgE, and Allergen 
Skin Reactivity

13.3.2.1 Description of Data and Quality of Fit The 
studies and data used for this PK/PD model analysis have 
been published [37, 38]. An overview of the PK and bio
marker data for the Caucasian subcutaneous multiple dose 
study is given in Figure 13.8. The Caucasian intravenous and 
Japanese subcutaneous single‐dose studies gave similar PK, 
IgE, and basophil profiles; albeit with no skin prick testing. 
Following single or multiple doses of QGE031 or omali
zumab, the concentrations of total IgE increased, indicating 
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FIGURE 13.6 VPCs for UAS7 less than or equal to 6. The observed responder rate is shown as a solid black line. Ninety‐five percent inter
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that IgE had been captured to form drug–IgE complexes. 
The increase was dose and time dependent, to the extent that 
IgE was available to be bound. Once the quantity of drug in 
the body exceeded that of IgE, the total IgE reached a pla
teau that was in proportion to the baseline level of IgE. 
Higher drug doses only served to extend the duration of 
capture. As IgE was captured, the expression of FcεR1 and 
number of molecules of IgE on the surface of basophils 
decreased. The return of the basophil biomarkers toward 
baseline occurred just as total IgE started to decrease, indi
cating that IgE capture was no longer complete. The timing 
of the return of the basophil biomarkers to baseline was both 
drug dose and baseline IgE dependent; in subjects with 
higher levels of baseline IgE, that is, more IgE in the body, 
the return to baseline occurred earlier. QGE031 exhibited 
greater ability than omalizumab to maximally lower FcεR1 
and surface IgE, but, once the return started, it was more 

sudden. This phenomenon was anticipated from calculations 
based on a binding and turnover model [11, 39] and observa
tions with a prior high affinity anti‐IgE [40]. It occurs when 
a high affinity drug binds to a relatively high expression 
target, which is turning over relatively rapidly. Effectively, it 
indicates a disparity between binding potency (as in the K

D
) 

and the concentration of the target, in much the same way 
that it is difficult to control hydrogen ion concentrations 
when the pK

a
 of a buffer is not matched to the pH. The 

binding system, and hence equations, are the same. Ideally, 
for maximum control or buffering, the K

D
 of a drug should 

match the concentration of its target.
Both QGE031 and omalizumab induced tolerance to 

allergen in the skin prick test; QGE031 was notably more 
potent, inducing zero skin reactivity in some subjects. The 
time course of skin reactivity was notably delayed from 
the drug and biomarker changes in the central circulation, 

TABLE 13.2 Covariate Estimates for Omalizumab IgE Itch and Hives Model

Parameter Estimate
95% Confidence 

Interval Significant?
Shift from 5th to 95th Percentile 
of Patient Factor or State Change

Baseline angioedema on E
max

 itch −0.03 (−0.16 to 0.11)
E

max
 hives −0.07 (−0.20 to 0.055)

EC
50

 itch 0.02 (−0.18 to 0.22)
EC

50
 hives 0.03 (−0.17 to 0.23)

XRT −0.13 (−0.24 to −0.016) Yes −12%
Baseline IgE level on E

max
 itch 0.05 (−0.0020 to 0.11)

E
max

 hives 0.05 (0.00043–0.10) Yes −12% to +11%
EC

50
 itch −0.17 (−0.24 to −0.10) Yes +55% to −30%

EC
50

 hives −0.17 (−0.24 to −0.10) Yes +55% to −30%
XRT −0.13 (−0.17 to −0.082) Yes +40% to −24%

Body weight on E
max

 itch 0.81 (0.21–1.41) Yes −27% to +41%
E

max
 hives 0.75 (0.19–1.32) Yes −25% to +37%

EC
50

 itch −0.94 (−1.72 to −0.17) Yes +45% to −33%
EC

50
 hives −0.97 (−1.75 to −0.18) Yes +46% to −34%

XRT −0.69 (−1.15 to −0.23) Yes +31% to −25%
BMI on E

max
 itch −0.68 (−1.33 to −0.038) Yes +31% to −25%

E
max

 hives −0.61 (−1.22 to 0.0011)
EC

50
 itch 1.50 (0.65–2.36) Yes −41% to +66%

EC
50

 hives 1.52 (0.64–2.39) Yes −42% to +67%
XRT 0.55 (0.044–1.05) Yes −18% to +20%

Age < 18 years on (adolescents) E
max

 itch −0.01 (−0.41 to 0.38)
E

max
 hives 0.06 (−0.32 to 0.44)

EC
50

 itch 0.00 (−0.59 to 0.60)
EC

50
 hives −0.08 (−0.68 to 0.53)

XRT 0.03 (−0.26 to 0.33)
Age ≥ 65 years on (elderly) E

max
 itch 0.01 (−0.28 to 0.30)

E
max

 hives −0.02 (−0.30 to 0.26)
EC

50
 itch −0.15 (−0.57 to 0.26)

EC
50

 hives −0.16 (−0.58 to 0.26)
XRT −0.49 (−0.80 to −0.18) Yes −39%

The covariates were defined as logarithms, hence no difference, log(0), was a ratio of 1. Statistical significance of the covariates was concluded if the 95% 
confidence intervals of 30,000 samples from the Markov chain did not include zero. The extent of the continuous covariate differences, if significant, was given 
on the original scale for the 5th and 95th percentiles of the covariate for the population studied. These were 6–646 IU/mL baseline IgE, 54–122 kg body weight, 
and 21–43 kg/m2 BMI.
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indicating an indirect mode of action, either time for the 
drug to permeate the tissues and/or signal transduction 
processes. The PK/PD model outlined in Figure 13.2 fitted 
the data well, as evidenced by the individual predictions fol
lowing the individual subject data (Fig. 13.8) and the con
cordance of observations with individual and population 
predictions over the low‐to‐high dynamic range of the sig
nals, with time (assuring that the compartmental structure 
was sufficient) and across the random effects distributions 
(Fig.  13.9). Since the expected population predictions and 
NPDE diagnostics utilized Monte Carlo simulation, this 
gave confidence that the model was suitable for its intended 
purpose, simulation.

13.3.2.2 Covariates At this early Phase 1 and 2A stage of 
development in atopic but otherwise healthy subjects (not 
patients), the exploration of covariates was intentionally 
restricted to those known from omalizumab to be clini
cally  important: body weight and baseline IgE. The body 
weight covariate was not estimated but fixed to 0.9 and 1.0 for 
the clearances and volumes, as per prior reports on omali
zumab. Baseline IgE was statistically significant for IgE pro
duction, as expected, and also for the nontarget‐mediated 
clearance of the drug, CL

X
 (Table 13.3). In the basophil part of 

the model, baseline IgE was a significant factor in predicting 

the ability of IgE to control FcεR1 turnover (EC
50R

) and on the 
proportionality factor between FcεR1 and surface IgE (S

IgES
). 

For the skin prick testing, there was much unexplained random 
interindividual variation in both the baseline wheal and flare 
signals (STIM

Wheal,Flare
) and in the exponential relationships 

with basophil FcεR1 (Exp
Wheal,Flare

). The only covariates dis
covered that would explain interindividual variation in these 
parameters were the baseline wheal and flare measurements.

Regarding QGE031 versus omalizumab, the difference 
between the two compounds was estimated to be 8.9‐fold in 
the ability to bind and capture IgE (KD

app). This means that, at 
very low concentrations of IgE, only one‐ninth the concentration 
of QGE031 would be required to neutralize the target. With 
higher levels of IgE, mass balance limitations would 
lead  to  less of a differential in concentration and hence 
required dose.

Japanese ethnicity was investigated also in atopic but 
otherwise healthy subjects, prior to the initiation of clinical 
efficacy studies in Japan. All PK, IgE binding, and baso
phil PD parameters were evaluated in one step, using 
SAEM followed by Bayes estimation methods. Many 
parameters showed statistically significant differences 
from the Caucasian study populations (Table 13.3). Those 
that were most marked were drug clearance and ability to 
bind IgE. Drug clearance was 1.8‐fold faster, with slightly 
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FIGURE 13.7 Well‐controlled responder rates for patients with different body weights/BMIs or baseline IgEs. The arrows indicate injec
tion of 150 and 300 mg omalizumab, respectively. Responder rates are subsetted by, top row, high (>80 kg and >30 kg/m2; dashed dark gray) 
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Well‐controlled responses are defined as UAS7 less than or equal to 6.
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lower BAV (logit −2.6, Japanese BAV, 97%). In an 
alternative, slightly worse fitting model, Japanese differ
ences in BAV were estimated without the covariate on 
clearance and volume—this estimated a Japanese BAV of 
47–63% compared with 98–100% for the Caucasians. 
Whether the effect was on clearance and volume, or on 
BAV, the fundamental conclusion was that the Japanese 
experienced lower drug concentrations, dose‐for‐dose, 
compared with Caucasians.

In opposition to the lower drug concentrations, the KD
app 

covariate, with a ratio of 0.24, indicated a 4‐fold greater 
ability of the Japanese to bind and capture IgE. Also notable 
was the faster turnover of IgE, with both a greater production 

(E
PR

 1.9‐fold faster) and clearance (2.5‐fold faster). In the 
basophil response system, there were some differences in the 
baseline levels of FcεR1 and surface IgE; however, these 
could have been due to either different batches of fluorescent 
FACS (fluorescence activated cell sorter) assay reagents or 
to an ethnic difference. Japanese basophils appeared to be 
more sensitive to IgE with the EC

50R
 covariate ratio of 0.54. 

How these parameter differences combine to alter the dose–
response between Caucasians and Japanese is discussed in 
the next section.

13.3.2.3 Implications of PK/PD for QGE031 Clinical 
Development As with the omalizumab urticaria model, 
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the implications of the knowledge gained on QGE031/
omalizumab, IgE, basophil FcεR1, and surface IgE and 
skin allergen tolerance were explored through Monte 
Carlo simulations. In these simulations, different posolo
gies were simulated over time to steady state. An example 
is given in Figure 13.10 for four of the many dose levels 
simulated. The steady‐state trough values for the 
responses at the last time point were collated to project 

dose–response for the given dosing frequency. 
Figure  13.11 shows a selection of the  projected dose–
responses for basophil FcεR1 and surface IgE and the 
inhibition of the skin prick allergen‐induced wheal. The 
overlay of the two compounds highlights the expected 
increase in potency for QGE031 compared with omali
zumab. For a lower IgE cohort with less than 250 IU/mL 
at baseline, a dose of 120 mg every 4 weeks was predicted 
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to be the minimum to fully suppress the skin wheal 
response. For patients with a higher body burden of IgE 
(>250 IU/mL cohort), the QGE031 and omalizumab 
dose–response curves were steeper and overlapping to a 
greater extent, reflecting increasing molar mass limita
tions acting in addition to the difference in binding 
affinity.

From the simulations in Figures  13.10 and 13.11, 
development decisions could be made on dose ranges to be 
studied in Phase 2B clinical symptom studies. To properly 
characterize the concentration– and hence dose–response, 
one should study an adequate range of exposures, from 
 minimally to maximally effective, including a level above 
the projected maximum to provide data demonstrating that 

TABLE 13.3 Parameter Estimates for QGE031, Omalizumab, IgE, Basophil, and Skin Prick Test Model

Fixed Effects Japanese Ratio or Differencea Random Effects

Parameter Estimate 95% CIb Estimate 95% CIb Estimate (ω) Shrinkage (%)

Binding model
CL

X
 (L day) 0.33 0.31 0.36 1.8 1.4 2.2 0.41 18

CL
E
 (L day) 0.89 0.8 1.0 2.5 1.9 3.1 0.47 15

V
C
 (L) 3.5 3.0 4.0 1.7 1.2 2.4 0.73 15

V
P
 (L) 17 15 19 1.3 0.95 1.7 0.47 27

Q (L day) 0.86 0.75 1.0 2.1 1.6 3.0 0.62 20
k

a
 (day) 0.16 0.14 0.20 1.3 0.86 1.9 0.77 16

EPR (µg day) 1800 1600 2100 1.9 1.4 2.4 0.51 14
K app

D  (nM) 0.32 0.19 0.45 0.24 0.14 0.42 0.1 fix —

FcεR1 and surface IgE
k

BASO
 (days) 3.9 3.5 4.3 1.2 0.97 1.5 0.40 27

BFcεR1 (MESF × 10−3) 22 19 25 2.0c 1.6 2.4 0.39 17
STIMC 3.5 3.1 4.1 0.15a −0.30 0.59 0.77 22
BSIgE (MESF × 10−3) 120 110 130 1.4c 1.1 1.7 0.56 3.6
S

IgES
3.0 2.8 3.4 −0.31a −0.66 0.022 0.61 25

EC
50R

 (nM) 3.0 2.1 5.7 0.54 0.31 0.88 0.89 17
SR (%) 84 77 91 −1.6a −2.5 −1.1 0.1 fix —
BAV (%) 100 97 100 −2.6a −6.2 −0.11 0.1 fix —

Skin test
k

SPT
 (days) 23 21 26 0.56 13

STIM
Wheal

 (mm) 45 42 48 0.30 10
STIM

Flare
 (mm) 14 13 16 0.48 17

Exp
Wheal

1.7 1.5 1.9 1.1 10
Exp

Flare
1.17 1.10 1.24 0.31 13

Covariates
IgE

0
 on EPR 0.68 0.62 0.73

IgE
0
 on CL

X
0.084 0.015 0.15

IgE
0
 on K

D
0.17 −0.0056 0.34

IgE
0
 on EC

50R
0.35 0.23 0.48

IgE
0
 on S

IgES
−0.26 −0.37 −0.16 Residual error Estimation (σ) Shrinkage (%)

IgE
0
 BFcεR and BSIgE 0.035 −0.043 0.11 QGE031 PK 0.22 8.1

Xolair‐QGE K
D
 ratio 8.9 6.1 14 Total IgE 0.12 7.4

Wheal
0
 on ExpW 0.36 −0.12 0.84 Basophil FcεR1 0.21 6.1

Flare
0
 on ExpF 0.070 −0.014 0.15 surface IgE 0.33 6.2

Wheal
0
 on STIMW 1.86 1.81 1.90 Wheal 0.98 5.8

Flare
0
 on STIMF 1.2 1.0 1.4 Flare 1.6 6.1

For those parameter with covariates, estimates were for 70 kg bodyweight and a baseline IgE of 365 ng/mL (150 IU/mL).
a Difference in power or logit; if 95% confidence interval includes zero, then no difference.
b Confidence interval.
c Please note that since different basophil FACS assay reagents were used for the Japanese study, differences in baselines and ratios may be due to differences 
in reagent fluorescence intensity. The skin prick test parameters were estimated separately from those for the PK, IgE, basophil, and Japanese part of the model; 
the prior parameters were fixed in this run.
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the maximum has been achieved. For the first asthma dose‐
ranging study, two‐weekly administration of 12, 36, 120, 
180, and 240 mg were selected, covering a 20‐fold range. 
For two further studies, in asthma and in urticaria, based on 
these and related simulations, the range was narrowed to 24, 
72, and 240 mg q4w. Analyzed together, the studies should 
provide the necessary data to characterize QGE031 
concentration–symptom relationships and enable suitable 
posologies to be selected for Phase 3.

The analysis of Japanese ethnicity subjects provided a 
clue on key patient factors to be explored. The differences in 
the absorption, distribution, and elimination, together with 
differences in IgE turnover and binding to QGE031 were 
unexpected. Dose–response simulations displayed the 
combined effects of the differences in parameters (Fig. 13.12). 
Although the predicted trough concentrations were signifi
cantly lower in the Japanese, total IgE still accumulated in a 
dose‐dependent manner to a level indicative of maximum IgE 
capture. Basophil FcεR1 and surface IgE decreased with 
subtly different dose–response shapes, the Japanese being 

steeper. However, the same posology, 120 mg q2w, should be 
the minimum required to maximally suppress these down
stream biomarkers and hence give the best chance to see 
clinical responses. These results helped Japanese centers join 
the global dose‐selection studies.

13.4 CONCLUSIONS

In this monograph, a pharmacokinetic/pharmacodynamic 
process for quantitating drug–target binding and linking with 
downstream biomarkers and clinical responses has been out
lined and exemplified. In this process, one must generate 
suitable data over a full time course of treatment, including 
both onset and return toward baseline. Ideally, though not 
essentially, this should be over multiple dose levels, but as a 
minimum it should generate sufficient drug concentrations 
to maximize pharmacodynamic responses. One then fits one 
or more mathematical models to all data over the full time 
course, evaluating whether simulations from said models 
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match the observed data. Only then does one predict new 
scenarios such as time–response or dose–response.

From the combined QGE031/omalizumab example, steady‐
state dose–responses relationships were extrapolated from 
nonsteady‐state pharmacokinetic and pharmacodynamic study 
designs and data. The initial pharmacodynamics investigated 
were circulating biomarkers, FcεR1 and IgE on the surface of 
basophils, with the total IgE contributing by quantitating the 
formation of drug–IgE complexes and hence, by calculation, 
the hidden variable for suppression of free IgE. Although there 
were ethnic differences between Japanese and Caucasians in 
pharmacokinetics and IgE binding, when combined, these dif
ferences counteracted with an end result that both populations 
could be studied over the same range of doses.

Importantly, from a clinical (disease) perspective, it 
was also possible to include a tissue pharmacodynamic 

response in the model, the allergen skin prick tolerance. 
Interestingly, this demonstrated a distinct time delay from 
the circulating biomarkers, taking some weeks to equili
brate. Not only did this generate interesting questions 
regarding indirect mechanisms of action in tissues, but it 
also had implications for development planning; if one 
were to directly measure dose–response earlier than 
5–6 months, one would not necessarily propose “the right 
posology” for chronic treatment.

The model‐based quantitation of target binding was 
directed not solely toward biomarkers and allergen challenge 
tests, but also to urticaria clinical endpoints of itch (primary), 
hives, and the combination of the two, the urticaria activity 
score, UAS7 (key secondaries). A PK/PD model, qualified 
for simulation, enabled alternative posologies to be explored 
and proposed to authorities and physicians. The  final 
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 marketed posologies for urticaria varied by region. In the 
European Union, 300 mg every 4 weeks is authorized; in the 
United States and Switzerland, both 150 and 300 mg every 
4 weeks are available, enabling patients and their attending 
physicians to adjust the dose as they deem appropriate. 
Overall, the PK/PD process enabled an integrated quantita
tion of biotherapeutic drug–target binding, biomarkers, and 
clinical response to support rational dose regimen selection.
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14.1 INTRODUCTION

Target‐driven pharmacokinetic (PK) is a peculiar char
acteristic of therapeutic monoclonal antibodies (mAbs).1 
MAbs typically bind with high affinity to specific antigens, 
such as soluble targets or cell‐surface receptors. Unspecific 
binding is typically considered negligible—in contrast to 
most small molecule drugs—and target‐mediated drug dis
position (TMDD) often substantially impacts PK. TMDD 
includes the processes of binding of the mAb to its antigen 
and elimination of the mAb–antigen complex. Often, target‐
driven PK is nonlinear, and this nonlinearity is exploited to 
infer properties of the targeted systems.

In this chapter, we review different modeling approaches 
that can be used to analyze, simulate, and infer target‐driven 
PK of mAbs: the classical (whole‐body) TMDD modeling 
approach, including its various approximations (such as the 
Michaelis–Menten approximation), the cell‐level TMDD 
modeling approach, and the simplified physiologically based 
pharmacokinetic (PBPK) modeling approach. We discuss 
the classical whole‐body TMDD model and the characteristic 
features of TMDD profiles. Motivated by the problem of 
parameter identifiability for this model, we review various 
reduced TMDD models and their underlying assumptions. 

Cell‐level TMDD and simplified PBPK models are reviewed 
as two approaches that allow to integrate prior information 
on the targeted system and the species physiology into the 
modeling process. The cell‐level TMDD approach is partic
ularly suited to translate data from in vitro to in vivo and to 
establish a link to the wealth of available systems biology 
models of pharmacologically relevant targeted systems. The 
simplified PBPK model for mAbs is particularly suited to 
make use of the recent promising development of antibody 
biodistribution coefficients (ABCs) that quantify the target‐
independent tissue distribution of mAbs. The simplified 
PBPK model also allows to integrate species‐specific data 
on organ volumes and lymph flows, which supports covari
ate modeling and extrapolation across species.

For the underlying biological and physiological mecha
nisms, we refer to the other chapters of this book.

14.2 SOLUBLE AND MEMBRANE‐BOUND 
TARGETS

For modeling purposes in general, it is important to distin
guish the following three categories of targets (cf. [1]):

 • circulating soluble targets;

 • membrane‐bound (cell‐surface) targets with minimal 
or no shedding of the target protein;
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 • membrane‐bound targets that shed their extracellular 
domain physiologically or have a soluble form in the 
systemic circulation.

Target‐driven PK may be observable for mAbs targeting any 
of the three target categories and the presented modeling 
approaches are suitable to model TMDD in any of the three 
cases. For a given target, however, its category (see above) 
impacts model development and data analysis in two impor
tant aspects: (i) the location(s) of the target, in particular, 
whether the distribution of the target via the plasma and 
lymph flows has to be taken into account (as for soluble 
target and shed antigens) and (ii) the way model predic
tions are compared to the experimental data. In the case of 
 membrane‐bound target with no shedding, mAb levels in 
plasma correspond to the unbound form of the mAb. In the 
case of soluble targets or membrane‐bound target with shed
ding, free and bound forms of the mAb coexist in plasma, 
with implications for the bioanalytics [2].

Target‐driven PK typically exhibits characteristic 
 features, in particular a nonlinear dependence on dose. The 
ability to detect this nonlinearity is dependent on the avail
ability of concentration–time data for a wide range of doses. 
Concentration–time data from clinical studies where doses 
may be high enough to saturate the target often make it diffi
cult to detect nonlinearity [3]. In addition, soluble targets are 
often present in low concentrations [1], such that moderate 
doses might already fully saturate any target‐dependent 
processes. This could be the reason that mostly linear PK 
models have been reported for these cases [4].

The ability to observe nonlinear target‐driven PK experi
mentally also depends on the mAb form measured in the 
biological fluid. For example, the concentration–time profile 
of the free form might show clear nonlinear characteristics, 
while these might be less visible in the profile of the total 
concentration, that is, free mAb and mAb bound to the 
 (soluble) target.

14.3 WHOLE‐BODY TARGET‐MEDIATED DRUG 
DISPOSITION MODELS AND THEIR 
APPROXIMATIONS

In this section, we discuss target‐driven PK in the context of 
the well‐established class of TMDD models. TMDD models 
have been designed for drugs that bind with high affinity and 
to a significant extent (relative to dose) to a pharmacologic 
target, and as a consequence may exhibit nonlinear PK 
behavior [5]. Although not specifically designed for anti
bodies, TMDD models (and various approximations—see 
below) are now widely used to study the PK of mAbs. The 
characteristics of target‐driven PK are typically interpreted 
in terms of parameter estimates obtained from experimental 
data, with a special focus on target‐related parameters, such 

as target saturation and receptor occupancy (in the case of 
membrane‐bound receptors).

A generic TMDD model has been proposed by Mager 
and Jusko [5]; it is based on a classical two‐compartment 
model extended by two target compartments accounting for 
the free target and the drug–target complex. It is used to 
model both, soluble and membrane‐bound targets in the 
absence of target shedding. Since the two target compart
ments represent the concentration of the target in the entire 
body, we use the term “whole‐body TMDD model” to dis
tinguish it from “cell‐level TMDD models” to be presented 
in Section 14.4. In the sequel, we state all parameters values 
with specific units for the sake of clarity (choosing (L) for 
volumes, (nmol) for amounts, (nM) = (nmol/L) for concen
trations, and (min) for time).

14.3.1 Generic Whole‐Body TMDD Model

A schematic illustration of the generic whole‐body TMDD 
model is shown in Figure  14.1. Drug in the central 
compartment with apparent volume V

cen
 (L) distributes to 

and from a peripheral compartment with rate constants k
cp

 
and k

pc
 (1/min), respectively. Drug in the central compartment 

is eliminated unspecifically (i.e., independent of the target) 
with first‐order rate constant k

degC
 (1/min) and binds the free 

target with association rate constant k
on

 (nM/min) to form 
a drug–target complex. This complex dissociates with rate 
constant k

off
 (1/min) or is potentially eliminated with rate 

constant k
degRC

 (1/min). The target turnover is either 
(i)  explicitly accounted for, more precisely, free target is 
synthesized with rate k

syn
 (nM/min) and eliminated with rate 

constant k
degR

 (1/min) or (ii) considered to be absent, that is, 
the total concentration of target (free and mAb‐bound) is 
assumed to be constant, in which case both k

syn
 and k

degR
 are 

mAb
in peripheral
compartment

mAb
in central

compartment
Free target

mAb–target
complex

ksyn
kpc

kcp

kdegRkdegC

kon

koff

kdegRC

FIGURE  14.1 Generic whole‐body TMDD model comprising 
drug distribution and drug–target interaction processes. See 
Section 14.3.1 for definitions and description.
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set to zero. Denoting the concentrations of the free mAb, 
free target, and the mAb–target complex in the central 
compartment by C, R, and RC (nM), respectively, and the 
amount of mAb in the peripheral compartment by A

per
 

(nmol), the following system of ordinary differential equa
tions (ODEs) describes the rate of change of the TMDD 
variables2:

 

d

d cp pc
per

cen
degC on off int

C k C k
A

V
k C k R C k RC k t

 

 

d

d per cp cen pc pert
A k V C k A

 

 

d

d syn degR on offt
R k k R k R C k RC

 

 

d

d on off degRCt
RC k R C k k RC

 

with k t r t Vin inf cen( () ) /  (nM/min) and infusion rate r
inf

(t) 
(nmol/min).

14.3.2 Characteristics of Target‐Driven PK Profiles

Despite the simple model structure, the TMDD model 
exhibits a surprisingly rich behavior. Illustrative TMDD 
concentration–time profiles of the free drug in the central 
(plasma) compartment for a high, medium, and low intrave
nous (IV) bolus dose are shown in Figure 14.2. A nice and 
thorough analysis of the characteristic features of TMDD 
profiles in the absence of a peripheral compartment (i.e., 
with k kcp pc 0) is presented in Peletier and Gabrielsson 
[6]. Taking also the distribution to the peripheral compartment 
into account, concentration–time profiles of the free drug 
concentration in plasma may exhibit some or all of the fol
lowing characteristic features (depending on dose relative to 
target abundance), see Figure 14.2:

 • The initial phase is dominated by a rapid binding of 
free drug to its target (due to the high affinity). While 
this decay might be hardly visible for large doses,3 it 
can have a strong impact for low doses.4 In both cases, 
the concentration of free target drops and the 
concentration of drug–target complex increases 
correspondingly.

 • Typically, a second phase follows, where drug disposi
tion is effectively linear, representing distribution into 
the peripheral compartment and drug elimination. For 
larger doses, the target route is saturated, while for 
lower doses, it behaves linear. All in all, the TMDD 
model behaves approximately like a two‐compartment 
model with central and peripheral compartment, and 
linear elimination from the central compartment. This 
phase shifts upwards as the dose increases.

 • In the mixed phase, the drug concentration is so low 
that the target route is only partly saturated. This phase 
shifts to the right as the dose increases.

 • In the terminal phase, the target system behaves again 
approximately linear (including unspecific as well as 
target‐mediated elimination). The slope of this terminal 
phase is an aggregated parameter, in general depending 
on all TMDD parameters. Importantly, the terminal 
slope can be slower, equal, or faster than the approxi
mately linear decay following the initial phase.

For more details on the mathematical aspects for a TMDD 
model without a peripheral compartment, see [6].

We have seen that target‐driven PK can be nonlinear. For 
small molecule drugs, nonlinear PK is often considered an 
undesirable property. For mAbs and other therapeutic pro
teins, however, the characteristic features of the nonlinear 
target‐driven PK are often exploited to infer properties of 
the targeted system from PK data. A common PD quantity 
for membrane‐bound receptors is the receptor occupancy, 
that is, the fraction of drug–receptor complexes to the total 
receptors: RC R RC/ ( ). In this context, it is worth noting 
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FIGURE  14.2 Illustrative free plasma concentration–time pro
files of the generic whole‐body TMDD model (as depicted in 
Fig. 14.1) for a high (dashed line), medium (solid line), and low 
(dashed‐dotted line) IV bolus dose. For a description of the differ
ent profiles, see Section 14.3.2.

2 The initial conditions are C V( ) /0 dose cen  (IV bolus, dose in (nmol)) or 
C( )0 0 (IV infusion), Aper ( )0 0, R k k( ) /0 syn degR, and RC( )0 0.
3 Zoom into the initial phase of the medium dose in Figure 14.2 for a clear 
view.
4 The initial strong decay for the low dose in Figure 14.2 is due to binding 
of free mAb to the target.



200 TARGET‐DRIVEN PHARMACOKINETICS OF BIOTHERAPEUTICS

that the generic whole‐body TMDD model does not include 
any endogenous molecules that potentially competitively 
bind to the target, such as natural ligands for membrane‐
bound receptors. For mAbs that competitively bind membrane‐
bound receptors, it would be more natural to consider 
the  relative depletion of natural ligand‐bound target as a 
 measure to quantify the drug effect. We have shown in [7] 
that competitive binding can impact target dynamics, in 
particular, if the ligand accumulates in the microenviron
ment of the target.

Moreover, competitive binding also needs to be consid
ered in the case of shed antigens.

14.3.3 Location of the Target: Central versus 
Peripheral Compartment

In the generic whole‐body TMDD model, the drug–target 
interaction is considered in the central compartment. 
Whether, for a given target, this is a physiologically plau
sible assumption depends on the interpretation of the central 
and peripheral compartment. In many studies, it is noted that 
estimates of the volume of the central compartment V

cen
 was 

close to the species’ plasma volume, while the peripheral 
volume V

per
 was a fraction of the interstitial volume. This is 

often taken as a motivation for a common interpretation that 
the central compartment is identical to plasma and the 
peripheral compartment is identical to the interstitial space 
(or some part of it). This would also be in line with the 
extravasation being a rate‐limiting step of the tissue distribu
tion of therapeutic proteins (cf. Section  14.5). We have 
shown in [8], however, that this interpretation is not consis
tent with tissue distribution data and insight from a more 
mechanistic PBPK modeling approach: Although extravasa
tion is the rate‐limiting step for tissue distribution, the extent 
of elimination varies across tissues. In many cases, the tissue 
concentration–time profiles are just scaled  versions of the 
plasma concentration–time profile, while for tissues, such as 
the muscle and the skin, the concentration–time  profiles 
often look significantly different (see, e.g., [9, 10]). 
Consequently, a more consistent interpretation of the whole‐
body TMDD model is the following [8]:

 • The central compartment corresponds to plasma and 
tissues such as the heart, kidney, liver, lung, and the 
spleen, which behave kinetically similar to plasma.

 • The peripheral compartment corresponds to the most 
extravasation rate‐limited tissues. According to experi
mental data, these are the tissues such as adipose, bone, 
muscle, and the skin.

Given the structure of the simplified PBPK model for mAbs, 
presented in Section 14.5, this interpretation is also in line 
with our expectations from lumping of small molecule 
PBPK models.

The generic whole‐body TMDD model assumes the 
target to be present in the central compartment. For a given 
targeted system, the target might alternatively be assumed to 
be in the peripheral compartment, or in both. For example, 
the epidermal growth factor receptor (EGFR) is known to be 
expressed on skin cells. Consequently, a TMDD model with 
the target in the peripheral compartment would be physio
logically more consistent (see also Section 14.4). For soluble 
targets in plasma that also may distribute into the interstitial 
space, a TMDD model with targets in both central and 
peripheral compartments would be more consistent with the 
underlying physiology.

14.3.4 Parameter Identifiability and Model  
Reduction

It was noted that identifiability of TMDD model parameters 
from PK data alone is difficult, especially when dealing with 
relatively sparse clinical data, and/or if only either the free or 
the total drug concentration is available [11], see also [6]. 
One reason for this identifiability problem is the large 
 timescale difference between the cellular level (drug–target 
interaction, often on a minutes or hours timescale) and the 
PK level (characteristic half‐lives of days or weeks). There 
are at least three ways to resolve this problem:

 • Refined measurements quantifying in addition to the 
free drug in plasma the free target and the drug–target 
complex. Due to various reasons, this is sometimes, but 
not often an option.

 • Model reduction of the whole‐body TMDD model to 
obtain reduced TMDD models with less variables and 
parameters; this is currently realized most often (see 
below).

 • Integration of alternative sources of data, like in vitro 
data of the targeted system, resulting in cell‐level 
TMDD models (see Section 14.4).

In the literature, various names are associated with such 
approximate models: Michaelis–Menten approximation, 
extended Michaelis–Menten approximation, quasi‐steady 
state (QSS) approximation, quasi‐equilibrium approxima
tion, rapid‐binding model, and total QSS approximation 
(see, e.g., [6, 7, 11]). Unfortunately, the terminology is 
not used consistently across publications. In mathematical 
terms, all reduced TMDD models are based on a model 
reduction technique called singular perturbation theory; 
in the biological literature, this technique is known as the 
QSS approximation. Its underlying assumption is a 
 timescale separation, that is, the assumption that some 
variables evolve on much faster timescales than others. In 
our setting, the target dynamics are often on a much faster 
timescale than drug distribution. As a consequence of the 
different timescales, the fast variables are “instantaneous” 
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reaching their steady state, while the slow variables 
are  still slowly evolving. This (fast) steady state typi
cally depends on the slow states. It allows us to approx
imate the fast state as a function of the slow states. Since 
only the fast variables are considered in steady state (but 
not the slow ones), this approximation is called “quasi‐
steady‐state approximation”—a more intuitive name 
would be “partial steady‐state approximation.” In our 
context, for example, the drug–target complex RC often 
evolves on a fast timescale, resulting in the QSS approx
imation RC

QSS
 that depends on the slow free target and 

free drug variables R and C (see Eq. 14.1). Based on this 
approximation, the reduced model is derived by 
removing the ODE for the fast variables (e.g., delete 
ODE for RC) and replacing the fast variables by their 
QSS values (e.g., replace RC by RC

QSS
), wherever they 

appear in the remaining ODEs for the slow variables. 
This typically results in reduced models with less 
differential equations and less parameters.

The QSS approximation is called total QSS approxima
tion, if it is applied to a system where the total concentration 
of some quantity still evolves slowly overtime, while the 
corresponding free and bound concentrations evolve on a 
much faster timescale. Typically, the resulting equations 
contain a square‐root term to determine the free 
concentration as a function of the total concentration (see 
Sections 14.3.5 and 14.3.7). Mathematically, the total QSS 
approximation is also based on singular perturbation theory. 
The application of the QSS approximation to a specific 
biological system, where a substrate is metabolized by an 
enzyme, is called the Michaelis–Menten approximation 
[12, 13]. In the biological and pharmacological community, 
the term Michaelis–Menten approximation is now widely 
used to refer to models containing a term of the form 
V C K Cmax M/ ( ). The application of the total QSS approx
imation is called the extended Michaelis–Menten approxi
mation. Finally, in the special situation, where the QSS 
approximation is applied to a variable that is only involved 
in reversible reactions, the corresponding QSS is called a 
quasi‐equilibrium and the resulting approximation is called 
the “quasi‐equilibrium approximation” or “rapid‐binding 
model.”

Below, we discuss four different reduced TMDD 
models with both increasingly stronger assumptions and 
increasingly simpler structure. The reduced models differ 
in (i) whether target turnover is explicitly considered or 
assumed to be in QSS and (ii) whether only the elimina
tion aspect is considered, or whether elimination and target 
binding is considered. This is equivalent to use the QSS or 
total QSS assumption on the target dynamics. Table 14.1 
gives an overview of the different reduced models and 
their underlying assumptions. For the sake of clarity, we 
refer to the original whole‐body TMDD model as the full 
TMDD model.

14.3.5 Extended Michaelis–Menten Approximation 
with Target Turnover

The reduced TMDD model closest to the full TMDD model 
is based on Assumption RC: The drug–receptor complex RC 
is in quasi‐steady-state. This implies

 
RC

R C

K CQSS
tot

M

. (14.1)

based on the approximation R R RCtot QSS. Using also 
C C RCtot QSS (nM), we can establish the ODEs for R

tot
 

and C
tot

 from the full TMDD model. We obtain for the rate of 
change of the total central drug concentration C

tot
 and free 

peripheral drug amount A
per

, and the total receptor 
concentration R

tot
 the following equations5:
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with C C R Keff tot tot M (nM) and Michaelis constant 
(nM):

 
K

k k

kM
off degRC

on

. (14.2)

Note that a square‐root term as for C is typical for a saturable 
(binding) process. In the case of Rtot 0, the corresponding 
square‐root term gives C Ctot. In comparison to the full 
TMDD model, the number of ODEs and the number of 
parameters are reduced by one.

The ODE for R
tot

 gives further insight into the dynamics 
of the targeted system. In [6], three scenarios are distin
guished, depending on the relative magnitude of the degra
dation rate constants of the free and drug‐bound target:

 • if k kdegRC degR, then R Rtot 0, that is, the total target 
concentration stays constant;

 • if k kdegRC degR, then the total target concentration R
tot

 
temporarily increases, maximally to the value

 R k k* /syn degRC (14.3)

5 The initial conditions are C Vtot cendose( ) /0  (IV bolus, dose in (nmol)) or 
Ctot ( )0 0 (IV infusion), Aper ( )0 0, and R k ktot syn degR( ) /0 .
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 • if k kdegRC degR, then the total target concentration R
tot

 
temporarily decreases.

Thus, mAbs can effectively down‐ or upregulate the total 
receptor concentrations. Given the full TMDD model, the 
validity of Assumption RC can easily be verified: The difference

 RC RCQSS (14.4)

with RC and RC
QSS

 (based on Eq. 14.1) being predicted by 
the full TMDD model should instantaneously decay. This is 
exactly the interpretation of the QSS assumption on the 
drug–target complex: The quantity RC reaches almost 
instantaneously its partial steadystate RC

QSS
.

In [14], the extended Michaelis–Menten approximation 
with target turnover was referred to as “QSS approxima
tion.” As mentioned above, this term refers to the approxi
mation technique and is not uniquely characterizing the 
reduced model. We therefore prefer the term extended 
Michaelis–Menten approximation with target turnover.

14.3.6 Michaelis–Menten Approximation with 
Target Turnover

A further reduction is obtained, if we assume in addition to 
Assumption RC (see above) the Assumption B: The 
concentration of drug bound to the target is negligible com-
pared to the free drug concentration, that is, RC C . 
Approximating RC by RC

QSS
, Assumptions RC + B read

 
RC

R C

K C
RC CQSS

tot

M
QSSand

.
. (14.5)

A consequence of Assumption B is that free and total drug 
concentration in the central compartment are approximately 
equal, that is, C C RC Ctot QSS . Using this approxima
tion, we obtain for the rate of change of the central 
concentration C and the peripheral drug amount A

per
 the 

 following equations6:

 

d

d degC cp pc
per

cen
degRC

tot

M
int

C k k C k
A

V
k

R C

K C
k t

 

 

d

d per cp cen pc pert
A k V C k A

 

 

d

d tot syn degR tot degRC degR
tot

Mt
R k k R k k

R C

K C  

with K
M

 defined as above and the maximal elimination 
capacity (nM/min)

 V k Rmax degRC tot . (14.6)

Note that V
max

 is generally time dependent, since it depends 
on the total concentration of receptors, which typically 
changes over time (see Section 14.3.5). Again, given the full 
TMDD model, the validity of Assumption B can easily be 
verified. The ratio RC CQSS / , or equivalently

 

R

K C
tot

M

1 (14.7)

with R
tot

 and C as predicted by the full TMDD model should 
be very small.

In [14], the Michaelis–Menten approximation with target 
turnover was referred to as “Michaelis–Menten Model.” The 
same name is typically used to refer to the model presented in 
Section 14.3.8. Hence, we prefer to use the addition “with 
target turnover” to uniquely specify the model.

14.3.7 Extended Michaelis–Menten Approximation

A further reduction is achieved by making the stronger 
Assumption R + RC: All receptor species, that is, R and RC 
are in quasi‐steady-state. As a consequence, also 
R R RCtot  is in QSS with

 
R

k K C

k K k Ctot QSS
syn M

degR M degRC
,  (14.8)

TABLE 14.1 Underlying Assumptions of Different Reduced Models of the Whole‐Body TMDD Model

Reduced TMDD Models and Underlying Assumptions

Relevant Extent of Binding to the Target

Yes No

Target turnover much  
faster than PK

Yes Extended Michaelis–Menten  
approximation

Michaelis–Menten 
approximation

No Extended Michaelis–Menten  
approximation with target turnover

Michaelis–Menten approximation 
with target turnover

Note that the terminology is not uniquely used in the literature (see Section 14.3.4). See Section 14.3.5–14.3.8 for alternatively used model names, such as 
“quasi‐steady state model.”

6 The initial conditions are C V( ) /0 dose cen  (IV bolus, dose in nmol) or 
C( )0 0 (IV infusion), Aper ( )0 0, and R k ktot syn degR( ) /0 .
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Approximating R
tot

 by R
tot,QSS

 in Equation 14.1 results in

 
RC

k k C

k K k CQSS
syn degRC

degR M degRC

/

/
 (14.9)

Using C C RCtot QSS (nM), we derive an ODE for C
tot

 from 
the full TMDD model. We obtain for the rate of change of 
the total central drug concentration C

tot
 and the free peripheral 

drug amount A
per

 the following equations7:

 

d

d tot cp pc
per

cen
degC degRC

max

M
int

C k C k
A

V
k C k

B C

K C
k t

 

 

d

d per cp cen pc pert
A k V C k A

 

 
C C C k k K C

1

2
42

eff eff degR degRC M tot/
 

with C C B k k Keff tot max degR degRC M( / )  (nM) and maximal 
target capacity B

max
 (nM):

 
B

k

kmax
syn

degRC

 (14.10)

14.3.8 Michaelis–Menten Approximation

The simplest reduced TMDD model is based on 
Assumption R + RC and Assumption B, reducing the 
number of ODEs by two and the number of parameters by 
three in comparison to the full TMDD model. Hence, it is 
assumed that all target species are in QSS and that the 
concentration of drug bound to the target is negligible 
compared to the free drug concentration. Consequently, 
we do not distinguish between free and total drug 
concentration in the central compartment. Using the same 
approach as before yields for the rate of change of the 
free = total drug concentration in the central compartment 
C and the amount A

per
 in the peripheral compartment the 

following equations8:

 

d

d cp pc
per

cen
degC pc

per

cen

max

M
int

C k C k
A

V
k C k

A

V

V C

K C
k t

(14.11)

 

d

d per cen cp pc pert
A V k C k A , (14.12)

where maximal elimination rate V
max

 is a constant given by

 V kmax syn (14.13)

14.3.9 Model Selection

Typically, reduced TMDD models are used in a data‐driven 
modeling context. Based on the available data and statistical 
criteria for model comparison, some reduced TMDD model 
is selected to analyze the data. In this regard, the results pre
sented in [6] are of particular relevance. The authors con
sider a whole‐body TMDD model (in the absence of a 
peripheral compartment) and analyze the approximation 
quality of the Michaelis–Menten approximation (also in the 
absence of a peripheral compartment). This is done by com
paring the ability of the Michaelis–Menten approximation to 
reproduce the characteristic features of typical TMDD pro
files (see Section 14.3.2). Noteworthy, the authors conclude 
that the Michaelis–Menten approximation is in general not 
able to reproduce the initial decay as well as the slope of the 
terminal phase of TMDD profiles [6, p. 440]. They further 
make the crucial observation that by adding a peripheral 
compartment to the Michaelis–Menten model (while main
taining only a central compartment for the full TMDD 
model), the Michaelis–Menten model mimics also the slope 
of the terminal phase to some extent. This remarkable insight 
has fundamental consequences for the interpretation of the 
MichaelisMenten model. For example, in the outlined case, 
it would not be legitimate to interpret the peripheral 
compartment of the MichaelisMenten model in the common 
terms of drug distribution, since it is rather some artificial 
compartment compensating for the inability of the reduced 
model to reproduce certain features of the full model.

Mainly data‐driven modeling approaches are more prone 
to suffer from such problems. In the next sections, we pre
sent alternative approaches that aim at reducing this risk by 
constraining the model based on translating in vitro data into 
the in vivo context or integrating prior information on 
species‐dependent data and target‐independent distribu
tional processes.

14.4 CELL‐LEVEL TARGET‐MEDIATED DRUG 
DISPOSITION MODELS

There is a variety of kinetic models of therapeutically tar
geted systems in the field of systems biology (e.g., the 
BioModels database [15]). Systems pharmacology models 
aim at integrating such kinetic models into the whole‐body 
level. Here, we focus on membrane‐bound targets, resulting 
in cell‐level TMDD models, but an analogous approach can 
be taken for soluble targets (see, e.g., [16]). Cell‐level models 
are particularly suited to translate in vitro data into an in vivo 
context and are of increasing relevance for target identification 

7 The initial conditions are C Vtot cendose( ) /0  (IV bolus, dose in nmol) or 
Ctot ( )0 0 (IV infusion) and Aper ( )0 0.
8 The initial conditions are C V( ) /0 dose cen  (IV bolus, dose in nmol) or 
C( )0 0 (IV infusion) and Aper ( )0 0.
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and ranking in drug discovery [17, 18]. A recent prominent 
example is the use of a kinetic model to identify critical com
ponents in ErbB signaling pathways [19].

In this section, we illustrate cell‐level TMDD models for 
antibodies antagonistically inhibiting the EGFR system, a 
prominent target in cancer therapy. The binding of one of its 
natural ligands to the EGFR results in the activation of signal 
transduction pathways that mediate a variety of cellular 
responses that include cell proliferation, differentiation, 
survival, and angiogenesis. The cell‐level model is based on 
a generic model of ligand–receptor activation and trafficking 
[20–22]. In contrast to the whole‐body TMDD model, the 
cell‐level model is parameterized using rate constants that 
have been experimentally determined and validated in vitro. 
The choice of the biological processes considered in the cell‐
level model is motivated by the expectation to have an impact 
on the PK of the drug and to provide a link to more detailed 
systems biology models of downstream signaling pathways 
(e.g., [23]). For a more detailed and in depth description and 
analysis of the cell‐level TMDD model, see [24].

14.4.1 Cell‐Level TMDD Model with  
a Single‐Cell Type

The cellular level is depicted in Figure 14.3a. In the extracel
lular environment of the targeted system, the natural ligand 
and the drug competitively bind a membrane‐bound target 
(receptor) with associate rate constants k

onL
 and k

onC
 (1/

(nM. min). The membrane‐bound ligand–receptor complex 
dissociates with rate constant k

offL
 (1/min) or is internalized 

and subsequently degraded with rate constant k
degRL

 (1/min). 
In contrast, the membrane‐bound drug–receptor complex 
dissociates with rate constant k

offC
 (1/min) or is internalized 

and subsequently degraded with rate constant k
degRC

 (1/min). 
The free membrane‐bound receptor is synthesized with rate 
k

synR
 (nmol/min) and internalized with rate constant k

degR
 (1/

min). The internalized free receptor is recycled to the mem
brane with rate constant k

recyRi
 (1/min) or degraded with 

rate  constant k
degRi

 (1/min). We denote the numbers of 
 membrane‐bound ligand–receptor and drug–receptor com
plexes by RL and RC (nmol), and the numbers of free 
 membrane‐bound receptor and free internalized receptor by 
R and R

i
 (nmol), respectively. Extracellular ligand and drug 

are assumed to have units in (nM). For the whole‐body level, 
we consider a two‐compartment model with central and 
peripheral volumes V

cen
 and V

per
 (L), intercompartmental 

clearances q
pi
 and q

ip
 (L/min), and unspecific linear clearance 

CL
lin

 (L/min). Motivated by [8, 25], we consider the drug–
target interaction in the peripheral compartment.

In the cell‐level TMDD model, the single‐cell level is 
scaled up to the whole‐body level by multiplying the impact 
of a single cell by the number of accessible cells N

cell
, see 

Figure  14.3b for illustration. Hence, the single‐cell model 
describes the behavior of an average cell. Below, we show 

how this setting can be extended to include different cell 
types, such as normal and tumor cells. Denoting the total 
central and free peripheral concentrations of the drug by C

cen
 

and C
per

 (nM), respectively, and the receptor species per 
single cell (nmol) as above, the rate of change of cell‐level 
TMDD model is given by9
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t
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d
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d

d i degR recyRi i degRi it
R k R k R k R

 

 

d

d onL offL degRLt
RL k L R k RL k RL

 

 

d

d onC per offC degRCt
RC k C R k RC k RC

 

with k t r t Vin inf cen/  (nM) and infusion rate r
inf

(t) (nmol/
min). Since all single‐cell parameters are taken from in vitro 
experiments, the only unknown parameters are the number of 
relevant cells N

cell
 and the target‐unrelated parameters: 

compartment volumes V
cen

 and V
per

, intercompartmental 
clearances q

pi
 and q

pi
, and unspecific clearance CL

lin
. These 

parameters are estimated from PK data as before. Since we 
fixed all parameters of the targeted system, parameter 
identification is not expected to be a problem in this approach.

We finally remark that alternatively and as in [24], the 
receptor species might be given in the number of molecules. 
Then, an additional scaling factor SF Nunit avog109 /  from 
the  number of molecules (nmol) is needed, where 
Navog 6 02 1023.  (1/mol) denotes the Avogadro constant. 
To realize the different units, one simply has to replace N

cell
 

by N SFcell unit  in the equation above.

14.4.2 Cell‐Level TMDD Model with Normal 
and Tumor Cells

Due to the explicit representation of the cellular level in the 
model, it is easily possible to include different cell types, see 

9 The initial conditions are C Vcen cendose( ) /0  (IV bolus, dose in nmol) or 
Ccen ( )0 0 (IV infusion), and Cper ( )0 0, while the initial conditions for the 
receptor variables are chosen identical to the pretreatment steady‐state values.
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Figure  14.3c for illustration. This allows us to study, for 
example, the impact of different tumor cell type on drug effi
cacy. Tumor cells with increased receptor synthesis or 
decreased receptor internalization rate have been found 
experimentally [26–28]. In the absence of the drug, both 
alterations lead to increased receptor levels at the cell sur
face, often (imprecisely) termed “receptor overexpression.” 
Tumor cells with overexpressed receptors have been 
observed in certain tumor types, and down‐regulation of 
receptor levels is a therapeutic strategy. Using the subscript 
N for normal cells and the subscript T for tumor cells, the 
rate of change of the cell‐level TMDD model with normal 
and tumor cells is given by10
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FIGURE 14.3 Schematic illustration of the cell‐level TMDD model for analyzing the inhibitory effect on receptor activation of anti‐EGFR 
antibodies. (a) Cell‐level kinetic model of receptor activation and inhibition. (b) Cell‐level TMDD model including a single‐cell type (normal 
cells). (c) Cell‐level TMDD model including normal and tumor cells. See Section 14.4 for definitions and description.

10  The initial conditions are Ccen cendose( ) /0 V  (IV bolus, dose in 
nmol) or Ccen ( )0 0 (IV infusion), and Cper ( )0 0, while the initial 
conditions for the receptor variables (normal and tumor cells) are chosen 
identical to the pretreatment steady‐state values.
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Using the above model, we showed that tumor cells, overex
pressing receptor, responded very differently to drugs, 
depending on the underlying mechanistic cause (increased 
receptor synthesis or decreased internalization) [24].

In [25], an extended Michaelis–Menten approximation 
of the whole‐body TMDD model with the target in the 
peripheral compartment was used to analyze an anti‐EGFR 
mAb in cynomolgus monkeys. We have shown in [24] that 
a cell‐level TMDD model parameterized based on, for 
example, fibroblast cells [21, 22], is also consistent with 
the experimental PK data. Based on the cell‐level predic
tions of the activated receptor, that is, RL, we studied the 
impact of different drug properties, such as target affinity, 
internalization rate constant, as well as the dose on the 
impact of downregulating receptor activity. Including also 
different tumor cell types, we analyzed the impact of the 
tumor cell type on different measures of drug efficacy. The 
cell‐level TMDD modeling approach can be seen as an 
important first step toward integrating more detailed sys
tems biology models of downstream signaling processes 
relevant to human diseases [19, 29, 30]. Furthermore, we 
have shown that under certain assumptions, the receptor 
system equations can be solved analytically, which allows 
to develop simplified models about its role in signal trans
duction [31].

14.5 SIMPLIFIED PHYSIOLOGICALLY BASED 
PHARMACOKINETIC MODEL FOR mAbs

There is a wealth of anatomical and physiological data for 
various species available (see, e.g., [32, 33]). In addition, 
during the drug discovery and development process, various 
drug‐specific in vitro data are generated. PBPK models aim 

at integrating such species‐ and drug‐specific data into the 
modeling process and translate them into the in vivo context. 
This enables a-priori predictions, that is, predictions before 
any in vivo experiments [34], and also facilitates covariate 
modeling [35]. Applying lumping (model reduction) tech
niques to PBPK models allows to derive simple compartment 
models that are consistent with the knowledge represented in 
the PBPK model and, furthermore, gives a possible physio
logically based interpretation of classical compartment 
models [8, 36].

For small molecules, PBPK models have a long history in 
toxicokinetics [37]. In PK, the use of PBPK models was sig
nificantly advanced with the development of a-priori 
methods to predict tissue‐to‐plasma partition coefficients 
(see [38] for the seminal work by Poulin and Theil). Today, 
PBPK models are an integrated part of drug development 
and regulatory science [39]. With the development of ABCs 
for mAbs [40]—the analog to tissue‐to‐plasma partition 
coefficient of small molecules—a similar advance can be 
expected for this class of drugs. In the sequel, we review a 
PBPK modeling approach that allows to leverage this 
information by directly integrating ABC values. Alternative 
existing PBPK models are typically much more detailed 
(requiring to make a number of assumptions on unobserv
able processes) or are much more coarse‐grained (losing 
almost completely the level of individual organs); see 
Chapter 12 for details.

In the first part, we describe the PK properties for nontar
geting mAbs with the simplified PBPK model. This already 
enables us to also analyze the impact of target‐driven PK by 
comparing experimental data (with target) to predictions 
with the simplified PBPK model without a target. In the sec
ond part, we describe how to model the drug–target interac
tion in the PBPK context. Except for a reparameterization in 
terms of interstitial rather than organ tissue (i.e., interstitial 
and intracellular) volumes, the outline of the simplified 
PBPK model closely follows [8].

14.5.1 Target‐Independent Pharmacokinetics

The simplified PBPK model comprises the anatomical 
compartments of total plasma space and the interstitial 
spaces of the lung, adipose, bone, gut, heart, kidney, liver, 
muscle, skin, and the spleen, see Figure 14.4. The plasma 
compartment with volume V

pla
 (L) denotes the total 

arterial and venous plasma, including the vascular space 
associated with each organ. For interstitial space of each 
organ with volume11 V

int
 (L), an extravasation rate‐limited 

distribution model is assumed. This includes interstitial 
uptake by convection through large pores and transport 

11 More precisely, we should write V
org,int

 to denote the interstitial space of 
the organ “org.” For readability, we omit the reference “org” to the organ in 
the sequel.
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across the endothelial cell layer, and outflow into the 
plasma via the lymph flow or via cellular trafficking. The 
extravasation rate‐limited distribution model is parame
terized in terms of the organ lymph flow L

org
 (L) and some 

apparent, organ‐specific vascular reflection coefficient 
σ

vas
 (unitless). It accounts for the fact that only the fraction 

( )1 vas
 of the plasma concentration is accessible for 

extravasation. The apparent vascular reflection coeffi
cient is a mixed parameter, depending on drug properties, 
pore size in the vascular wall, and number of pores of the 
organ. Analogous to tissue distribution models for small 
molecule drugs, the outflow via the lymph into the plasma 
is parameterized in terms of organ‐specific partition coef
ficient K

int
, which is defined in terms of readily available 

ABC values (see below). Elimination of therapeutic anti
bodies is modeled by plasma or intrinsic interstitial organ 
clearance CLpla and/or CLint

int
 (L/min) that subsumes 

several processes, such as Fcγ receptor‐mediated clearance 
or nonspecific endocytosis, and subsequent degradation 
within lysosomes. The rate of change of the plasma and 

interstitial organ concentrations C
pla

 and C
int

 (nM) is given 
by the  following ODEs12:
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with k t r t Vin inf pla( ) ( ) /  (nM), where  r
inf

(t) (nmol/min) is the 
infusion rate. The second equation applies to each organ. In 
the first equation, C

in
 (nM) denotes the inflowing concen

tration into the plasma compartment that results from the 
lymph flowing into the plasma:

 
L C L

C

Kpla in
org

org
int

int  

where the sum is taken over all organs.13 A main advantage 
of the simplified PBPK model in comparison to existing, 
more detailed PBPK models is that it can easily be parame
terized in terms of known physiological, anatomical, and 
mAb‐specific parameters. Species‐specific data are available 
from, for example, [32, 33]. As it is commonly assumed, the 
lymph flow is defined as a percentage of the plasma flow, 
2 % and 4 % of plasma tissue flow for visceral and nonvis
ceral tissues, respectively (see also [41] and the discussion in 
[8] for reported differences in lymph flows). Tissue partition 
coefficients can be directly derived from the readily 
available ABC C Ctis tis pla/  via the relationship 
1 1vas int int intE K ABC  with ABC ABC fint tis int/  (cf. 

[42]) and interstitial volume fractions f V Vint int tis/  (see, 
e.g., [43, Table B‐I]). The interstitial extraction ratio E

int
 

(unitless) is defined in terms of the intrinsic clearance CLint
int

 
in the common way:

 
E

CLint K

CLint K Lint
int int

int int tis

 (14.14)

Importantly, we have shown in [8] that, based on com
monly available tissue data, only the total plasma clearance 
can be reliably identified. With the advent of richer experi
mental tissue data, for example, imaging data, the 
identification of the elimination capacity of different 
organs, that is, CLint

int
 or E

int
, becomes 
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FIGURE  14.4 Structure of the simplified mAb PBPK model. 
Organs are interconnected by plasma flow (solid lines) and lymph 
flow (dashed lines). The plasma compartment comprises total 
arterial and venous plasma and the vascular plasma space associ
ated with the organs. The remaining compartments represent the 
interstitial space of the organs. Elimination of mAb is accounted 
for from plasma and/or from organ interstitial space. See 
Section  14.5.1 for description of the target‐independent part and 
Section 14.5.2 for how to include the drug–target interaction.

12 The initial conditions are C Vpla pladose( ) /0  (IV bolus, dose in nmol) 
or Cpla ( )0 0 (IV infusion), and Cint ( )0 0  for all organs.
13 For the plasma compartment, the total plasma lymph flow L

pla
 and 

the  apparent total reflection coefficient σ
pla

 are defined as 

L L L Lpla
org

org pla pla
org

org vasand 1 1 .
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feasible. By definition, the ABC
int

 values characterize the 
interstitial‐to‐plasma concentration ratio of mAbs. As can 
be inferred from Table 14.2, the concentration in the inter
stitial space range from 30% to 75% of the plasma 
concentration. As observed in [40], for a given tissue, the 
ABC

tis
 values are constant across species. This observation 

greatly facilitates extrapolation between species and is 
much different from properties of tissue partition coeffi
cients for small molecule drugs. Vascular reflection coeffi
cients σ

vas
 are chosen based on the tissue properties, such as 

leakiness and tightness of the vascular wall (see [8]).
As mentioned in the introduction, already a simplified 

PBPK model without a target can be of use in characterizing 
the impact of TMDD in experimental data. Based on this 
model, we have shown in [8] that a common  interpretation of 
classical two‐compartment models for mAb disposition—
identifying the central compartment with the total plasma 
volume and the peripheral compartment with the interstitial 
space (or part of it)—is not consistent with current 
knowledge. Rather, as stated in Section 14.3.2, the central 
compartment comprises total plasma and the interstitial 
spaces of those organs that are kinetically similar to plasma, 
while the peripheral compartment comprises tissues that are 
kinetically much slower than the plasma, typically the 
adipose, bone, muscle, and the skin. In this sense, a PBPK 
model for mAbs is very similar to that for small  molecules 
(in particular, for drugs with low volume of distribution); 
only the PK evolves on much slower timescales.

14.5.2 Drug–Target Interaction

The simplified PBPK model can easily be extended to 
account for the presence of a target. We exemplify the 
extension for a membrane‐bound target by integrating a cell‐
level model and an extended Michaelis–Menten approxima
tion of the cell‐level model (see [24] for details).

For the integration of the cell‐level model into the simpli
fied PBPK model, we assume that the target is expressed on 
the cellular membrane of some organ (e.g., the EGFR in 
skin tissue). With the notation from Section  14.4.1, we 
simply have to replace the ODE for a given organ by
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where the receptor species (nmol) and the local ligand 
concentration (nM) are located on the membrane of the cells 
of the organs.

Alternatively, we may integrate an extended Michaelis–
Menten approximation to the above model, which has 
proven very good approximation quality to the cell‐level 
model (see [24] for details). This approximation is analo
gous to the extended Michaelis–Menten approximation in 
Section 14.3.7 with B

max
 (nmol) (rather than in nM) denot

ing the maximal target‐binding capacity and K
M

 (nM) 
denoting the corresponding Michaelis constant. For a given 
organ, we denote the amount of drug associated with the 
receptor system by A

RS
 (nmol) and the concentration in the 

interstitial space by C
int

 (nM). For the sake of clarity, we 
remark that C

int
 denotes the target‐independent concentration 

in the interstitial space. We next define the concentration 
Cint RS (nM) as

 C C A Vint RS int RS int/  (14.15)

which denotes the total concentration of mAb (interstitial 
space and receptor system), both with respect to the intersti
tial volume. Then, the rate of change of the concentration 
Cint RS in the given organ is given by the following differential 
and algebraic equations:

 

V
t
C L C

C

K
CLint Cint int RS org vas pla

int

int
int

d

d
1 iint

deg
max int

M int

k
B C

K C  

TABLE 14.2 Interstitial‐to‐Plasma Concentration Ratios ABC C Cint int pla/  Derived from the Antibody Biodistribution 
Coefficients in [40] and Interstitial Volume Fractions from [43] (Table B‐I)

Tissue Adipose Bone Gut Heart Kidney Liver Lung Muscle Skin Spleen

ABC
int

0.35 0.70 0.53 0.75 0.61 0.66 0.58 0.32 0.51 0.61

See text for more details.
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with interstitial concentration defined by

 
C C C K Cint eff eff M int RS

1

2
42  (14.16)

and C C B V Keff int RS max int M/  (nM).

14.6 CONCLUSION: LOOKING AT DATA 
THROUGH MODELS

Usually, we interpret data in a given context, that is, based on 
certain assumptions. Mathematical models are a way to 
express these assumptions in a formal language and in an 
explicit form. Predictions based on mathematical models are 
amenable for comparison to experimental data or communi
cation to other researchers [44]. In a way, models are like 
“glasses” to look at data.

In this chapter, we have presented different modeling 
approaches capable of simulating, analyzing, and inferring 
target‐driven PK of mAbs. A more detailed, physiologically 
based representation aims at a more accurate representation 
of the processes that are expected to be relevant. This enables 
as well as requires the integration of data from other sources, 
like in vitro data on the target dynamics or anatomical and 
physiological data on organ volumes and plasma/lymph 
flows. This can also be seen as a covariate modeling approach 
and facilitates extrapolation, for example, to other species. 
At the same time, integration of data from other sources con
strains the degrees of freedom of the model by reducing the 
number of unknown parameters. It can be expected to reduce 
the likelihood of encountering identifiability problems. Of 
course, such an approach also increases the number of 
assumptions made. If the confidence is high in made assump
tions and parameterizing data, this is surely the way to take. 
If confidence is reduced, then one has to balance an increase 
in detailedness with the increase in the number of assump
tions made. An alternative route is to reduce the detailedness 
of the model, resulting in reduced models with less equations 
and parameters.

In general, a model cannot be used to verify its own 
underlying assumptions. For example, the Michaelis–Menten 
approximation does not allow to verify whether free and 
drug‐bound targets present fast kinetics (QSS assumption) 
and whether the extent of target binding is negligible. These 
assumptions can only be verified in the context of more 
detailed models. As a consequence, rather than explicitly 
verifying assumption, more often we assume that the model 
and underlying assumptions are valid and compare the model 
predictions to experimental data. If the model allows to 
reproduce the experimental data (with reasonable parameter 
values/estimates), we consider the underlying assumptions 
and the represented processes are consistent with the experi
mental data. Yet, it is important to realize that parameters and 

considered processes may compensate for unresolved 
physiological details and therefore introduce some bias, as 
discussed in the context of the Michaelis–Menten approxi
mation of the TMDD model (see Section 14.3.9).

We have discussed in detail the different characteristics of 
TMDD profiles that are linked to different phases and 
concentration ranges. In the context of dose‐dependent 
target‐driven PK, it is important that experimental data 
include both high concentration ranges that saturate the 
target system and low concentration ranges that allow for 
linear target dynamics.

In silico modeling is constantly gaining importance to 
support drug development. For instance, the European 
Medicines Agency  has highlighted the importance of TMDD 
modeling for biologics in the context of the minimum antic
ipated biological effect level (MABEL) approach [45]. Here, 
TMDD models are used to predict receptor occupancy. Since 
multiple factors affect the relationship between dose and 
receptor occupancy, TMDD models have been proposed to 
predict human PK and support safe and effective first‐in‐
human doses within clinical trials [46].

In conclusion, nonlinear PK that is introduced by the 
target can be well described and explained using mathematical 
models. Seen through the “glasses” of a model, these nonlin
earities allow to obtain precious information about the target 
if used in the right way.
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15.1 INTRODUCTION

Biotherapeutics are a class of molecules that are produced 
by living organisms. They comprise monoclonal antibodies 
(mAbs), antibody–drug conjugates (ADCs), antibody frag
ments, fusion proteins, peptides, recombinant cytokines, 
vaccines, growth factors, oligonucleotides, and deoxyribo
nucleic acid (DNA) preparations. These modalities exert 
their biological functions by binding targets either in solu
tion in plasma and interstitial fluid, on circulating immune 
cells, or on the surface of cells immobilized in tissues. Most 
antibodies evaluated in oncology, for instance, target various 
glycoproteins, glycolipids, and carbohydrates that populate 
the surface of cancerous cells. A few mAbs in oncology target 
soluble proteins. The distribution and elimination pathways 
of mAbs along with different mechanisms of action to neu
tralize their targets are displayed in Figure 15.1. Experience 
with small molecular weight (MW) compounds has shown 
that mechanistic understanding of factors that govern drug 
absorption, distribution, and elimination is critical for devel
oping effective therapies. However, understanding of the 
pharmacokinetics (PK) of biotherapeutics is still emerging. 
Due to their large molecular size and specific interactions 
with their respective targets, the PK of therapeutic biologics 
is often different from that of small molecules. The absor
ption, distribution, and elimination of these molecules are 
influenced by factors such as target‐mediated clearance, the 
FcRn recycling for Fc‐containing proteins, immunogenicity, 
isoform heterogeneity, and metabolic stability in the case of 
relatively small MW proteins and peptides. These unique 

features are not shared with small MW compounds. All these 
processes are capacity limited and may induce nonlinear PK 
depending on the concentration of the biotherapeutics and 
its  target in relevant disposition compartments. Therefore, 
the understanding of their PK is critical to give the “right” 
dose to patients. In drug development, the PK of a new bio
therapeutic is first evaluated in animals and its parameters 
are extrapolated to man. It is now well established that 
target‐mediated clearance and antidrug–antibody‐mediated 
clearance for therapeutic biologics can be species dependent 
[2]. Whether PK is species dependent is linked to potential 
differences in target biology (e.g., binding affinity, expression, 
and target turnover) and host immune response to a biologic. 
Species differences have also been documented in FcRn/IgG 
interactions. Therefore, it is paramount to identify the factors 
that influence the disposition of biotherapeutics to assist in 
selecting doses for first‐in‐man studies [3]. Significant varia
tions in PK parameters of mAbs appear imputable to changes 
in antigen expression [3, 4]. One could then predict that dif
ferences in PK behavior of biotherapeutics can be observed 
between healthy and disease subjects, during the course of 
the therapy (i.e., as the level of the target subsides), between 
adults and pediatrics, and also between ethnic groups. 
Recently, the impact of off‐target binding has been docu
mented on the PK of mAbs; although unexpected, this could 
contribute to nonlinear behavior as well [5, 6].

This chapter reviews published data on the contribu
tion of target biology including expression, turnover, and 
binding on the PK of fusion proteins, mAbs, ADCs, cyto
kines, and recombinant proteins. Other factors contributing 
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to the nonlinear PK of biotherapeutics such as FcRn and 
Fcγ binding are covered in other chapters of the book.

15.2 PEPTIDE–FC FUSION PROTEINS

Peptide–Fc fusion proteins (or peptibodies) are construct pro
teins generated by fusing a biologically active peptide with 
the Fc domain of an immunoglobulin G (IgG). This construct 
combines the biologic activity of peptides with the stability 
of mAbs. Wu and Sun [7] have reviewed the PK of peptibod
ies with a total MW of less than 69 kDa. Romiplostim is 
composed of a peptide mimetic of thrombopoietin (TPO) 
fused with the Fc domain of IgG. Romiplostim was approved 
by the U.S. Food and Drug Administration (FDA) in 2008 
and the European Medicines Agency in 2009 for the treatment 
of chronic immune thrombocytopenia. Romiplostim binds to 
the TPO receptor with high affinity and promotes generation 
and maturation of megakaryocytes, the precursors of plate
lets. It has been shown that romiplostim exhibits nonlinear 
PK both in preclinical and clinical studies. Systemic clearance 
and volume of distribution for romiplostim are both dose 
dependent, due to its binding to the c‐Mpl receptor on plate
lets. Its half‐life has been reported to range from 1 to 34 h 
in  humans depending on baseline platelet counts, which 
influence the clearance of the drug [8, 9].

Trebananib is a peptibody that neutralizes the human 
Ang‐2/Tie2 and human Ang‐1/Tie2 interactions on cancer 
cells with IC

50
 values of 23 and 900 pM, respectively. However, 

its PK is linear over a wide range of dose levels [10, 11].
CNTO 528 comprises a 20 amino acid erythropoietin 

mimetic peptide 1 (EMP1) fused to the human IgG1 heavy 
chain that binds the erythropoietin (EPO) receptor and 
induces a potent hemoglobin response in animal models and 
in humans. CNTO 528 exhibits nonlinear PK. Its half‐life, 
which depends on clearance and volume of distribution, var
ies between 1 and 7 h [12]. The PK of other peptibodies such 
as CNTO 530, which bind the EPO receptor, dulaglutide, 
a glucagon‐like peptide 1–Fc fusion protein, and ANP–Fc 
(atrial natriuretic peptide (ANP)) directed against natriuretic 
peptide receptor‐A has linear PK with half‐lives ranging a 
few days [7].

Since fusion proteins contain two domains, one that con
veys the biological activity (binding to a ligand or a receptor) 
and the other improves its stability and half‐life (Fc portion), 
their PK is often complex. Chen et al. [13] have provided a 
classification of fusion proteins of much larger MW than 
peptibodies described previously (MW > 60 kDa) into two 
groups based on the binding properties of the specific 
functional domain [13]. In the first group, binding to the 
target does not affect the distribution or elimination of the 
fusion protein. This group corresponds to most drugs that 
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bind soluble proteins such as the receptor domain in etaner
cept binding soluble tumor necrosis factor (TNF) or Elspar 
and Alteplase, which are enzyme drugs, binding asparagine 
and plasminogen, respectively. Alefacept (MW of 115 kDa) 
is a dimeric fusion protein produced by Chinese hamster 
ovary (CHO) cells. It inhibits the interaction between antigen‐
presenting cells and T‐cells by antagonizing the association 
of their receptors through LFA‐3 and CD2. Its PK is also 
linear [14]. Drug belonging to this group have linear PK since 
they do not bind to target protein (e.g., intravenous immuno
globulin to treat primary immunodeficiencies) or their target 
binding does not lead to significant elimination. In the second 
class, binding to the biological target is responsible for an 
accelerated loss of its plasma concentration. As these drugs 
bind to their targets with high affinity and to a significant 
extent (relative to the dose), high tissue binding and/or elimi
nation leads to an alteration of their plasma concentrations. 
When the magnitude of the drug target (receptor) levels is 
similar or larger than the plasma drug levels, drug elimination 
through receptor‐mediated endocytosis (RME) becomes the 
predominant route of elimination. As a result, their PK is non
linear with dose‐dependent half‐lives. This observation has 
been documented for drugs that bind to cell surface receptors 
and are internalized and degraded through RME. Examples 
from this class of fusion proteins include rilonacept, which 
binds to  interleukin 1 (IL‐1) receptor on cell surface [15].

15.3 MONOCLONAL ANTIBODIES (mAbs)

Antibodies, also known as immunoglobulins (Igs), are large 
proteins used by the immune system to identify and neutralize 
foreign antigens such as bacteria and viruses. They are grouped 
into five classes according to the structure of their heavy 
chains: IgA, IgD, IgE, IgG, and IgM. IgG is the predominant 
class, representing about 80% of Igs in human serum. All of 
the approved therapeutic antibodies are IgGs. Tables 15.1 and 
15.2 represent the binding affinities and PK parameters for 
 several commercialized mAbs and fusion proteins.

15.3.1 Antibodies Absorption

mAbs are predominantly administered subcutaneously 
(SC) followed by the intravenous (IV) and intramuscular 
(IM) routes. The bioavailability of mAbs has been reviewed 
by several authors [4, 17, 18]. These reviews show that the 
bioavailability of mAbs and other biotherapeutics can vary 
between 30% and 100%. Although several hypotheses have 
been proposed to explain the poor bioavailability of some 
biotherapeutics, its mechanism is not fully understood. The 
extent of absorption depends on the importance of presys
temic antibody degradation by proteolytic enzymes. Using 
modeling techniques, Kagan et al. [19] have shown that 
binding (likely to FcRn) is an important determinant of the 

absorptive kinetics of rituximab in rats. However, proteolytic 
degradation may also be saturable, leading to a nonlinear 
bioavailability. Higher degradation is observed with low 
concentration of mAbs. Following IM administration, the 
bioavailability of alefacept (human IgG1 fusion protein) in 
healthy male subjects was approximately 80% [4, 20]. Since 
targets to some mAbs reside in the interstitial fluid as well 
as  in plasma, it is possible that their expression levels and 
turnover rates contribute to the nonlinearity observed in 
their  bioavailabilities. However, evidence to support this 
hypothesis is yet to be provided.

15.3.2 Antibodies Distribution

Distribution of mAbs is a sequential process involving 
convection, diffusion, extravasation/transcytosis, binding, 
and catabolism at the binding site. Because of their high 
MW and poor lipophilicity, the volume of distribution of 
mAbs is relatively small. In humans, typical values range 
from 2 to 3 L for the central volume and  from 3.5 to 7 L for 
the volume of distribution at steady state (V

ss
) [4, 21]. These 

values indicate that the distribution of mAbs is restricted to 
extracellular space including the blood stream and the inter
stitium. A low tissue:blood ratio is observed consistently for 
most mAbs, typically ranging from 0.1 to 0.5 [22].

Given that plasma volume is 3–5% of total body volume, 
antibody in plasma may be expected to comprise approxi
mately 20–50% of antibody in the body. This would result in 
a true V

ss
 for most antibodies about two to five times the 

plasma volume. When an antibody binds with high affinity 
to extravascular sites that are associated with high binding 
capacity, tissue:blood antibody concentration ratios may be 
much greater than 0.5. For example, it has been shown that 
the tissue concentrations of a mAb against keratan sulfate 
were much greater than blood concentrations, with concen
tration ratios of 5.9, 4.3, 3.5, and 2.6 for lung, esophagus, 
kidney, and liver, respectively [23]. It has been shown that 
tissue:blood concentration ratios for some mAbs against 
endothelial antigens are greater than 1, which has implica
tions that the volume of distribution would be 15‐fold higher 
than the plasma volume [24]. The volume of distribution of 
some mAbs such as efalizumab exhibits dose dependency 
due to internalization of the antigen–mAb complex. High 
affinity mAb–target binding contributes to the apparent 
volume of mAb distribution, as a high degree of binding 
leads to a high ratio of the quantity of mAb bound to cellular 
target proteins, relative to the concentration of mAb in blood. 
Scheidhauer et al. [25] showed that 131I‐labeled rituximab 
had decreasing ratios of tissue‐to‐whole‐body radioactivity 
over time in normal organs compared with increasing ratios 
in tumors, which was attributed to specific mAb binding 
[25]. The vast majority of PK analyses of antibody drugs 
have estimated V

ss
 via noncompartmental analysis or via 

computer fitting with mammillary compartmental models. 
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These analytical approaches are based on the assumption 
that the site of antibody elimination is in rapid equilibrium 
with plasma (i.e., it is assumed that all elimination is from 
the “central” compartment). This assumption may be valid 
for many antibodies, but incorrect for others (e.g., antibodies 
that bind to and internalize within cells in tissue sites) [4].

15.3.3 Mechanism of mAb Elimination

There are two distinctive routes for the elimination of 
therapeutic antibodies. The first  is a nonspecific, linear 
(first‐order) clearance pathway, which is mediated by inter
action between the Fc region of the antibody and Fc recep
tors (i.e., FcRn and Fcγ receptors). The second is a 
clearance pathway that is mediated by the specific inter
action between the Fab region of the antibody and its phar
macologic target.  In many cases, mAb–target binding 
precipitates the endocytosis of the mAb–target complex, 
with subsequent intracellular catabolism and elimination of 
the antibody. As such, target binding may lead to efficient 

mAb elimination. With increasing doses of mAb, the target 
becomes increasingly saturated with antibody, and this sat
uration leads to decreases in the rate of antibody clearance 
[26]. This elimination mechanism is nonlinear and often 
referred to as target‐mediated drug disposition (TMDD). 
The total clearance of an antibody can then be represented 
by the sum of nonspecific and specific processes: 
CL

TOT
 = CL

linear
 + CL

TMDD
 (CL = clearance)

.
 The specific 

clearance pathway can be  saturable, depending on the dose 
of mAb, the expression level, and turnover of the target. 
However, the nonspecific clearance pathway has a large 
capacity and clearance values associated with this pathway 
are generally linear in the therapeutic dose range of 
1–20 mg/kg for most marketed mAbs. Therefore, suprath
erapeutic doses of mAbs will display linear PK as well. 
IgGs have a longer half‐life of around 21 days in human 
compared with other isotypes (IgA: 6 days; IgE: 2.5 days; 
IgM: 5 days; IgD: 3 days) with low clearance values of 
about 3–5 mL/day/kg in humans in the linear dose range 
[27]. The low clearance may be due to the protection 

TABLE 15.1 Monoclonal Antibodies Fusion Proteins and Their Respective Targets [16]

Antibody Modality Type Target Target Localization kD (nM)

Abatacept Fusion CTLA‐4‐IgG1 CD80 Membrane 0.4
Abatacept Fusion CTLA‐4‐IgG1 CD86 Membrane 1.2
Alefacept Fusion 1‐92‐LFA‐3‐IgG1 CD2 Membrane 1
Basiliximab Chimeric IgG1 CD25 Membrane 0.1
Catumaxomab Rat‐murine IgG2 EpCAM‐CD3 Membrane 0.2
Daclizumab Humanized IgG1 CD25 Membrane 0.2
Gemtuzumab Humanized IgG4 CD33 Membrane 0.08
Ibritumomab Murine IgG2 CD20 Membrane 14
Alemtuzumab Humanized IgG1 CD52 Membrane 10
Efalizumab Humanized IgG1 CD11a Membrane 3
Rituximab Chimeric IgG1 CD20 Membrane 8.0
Brentuximab Chimeric IgG1 CD30 Membrane 2
Ipilimumab Human IgG1 CTLA‐4 Membrane 5.25
Muromonab‐CD3 Murine IgG2a CD3 Membrane 0.83
Ofatumumab Humanized IgG1 CD20 Membrane 4.7
Tositumomab Murine IgG2 CD20 Membrane 1.4
Trastuzumab Humanized IgG1 HER‐2 Membrane 5.0
Cetuximab Chimeric IgG1 EGFR Membrane 0.15
Denosumab Human IgG2 RANKL Membrane 0.002
Palivizumab Humanized IgG1 RSV Membrane 0.96
Natalizumab Humanized IgG4 α4β1‐Integrin Membrane 0.3
Abciximab Chimeric IgG1‐Fab Glycoprotein‐IIa–IIIa Membrane 5
Adalimumab Human IgG1 TNF‐α Soluble 0.1
Belimumab Human IgG1 BAFF Soluble 0.2
Bevacizumab Humanized IgG1 VEGF Soluble 1.1
Golimumab Human IgG1 TNF‐α Soluble 1.89
Infliximab Chimeric IgG1 TNF‐α Soluble 0.044
Infliximab Chimeric IgG1 TNF‐α Membrane 1.62
Tocilizumab Humanized IgG1 IL‐6R Soluble/Membrane 0.71/2.54
Ustekinumab Human IgG1 IL12/IL23 Soluble NA
Omalizumab Humanized IgG1 IgE Soluble 0.17
Panitumumab Human IgG2 EGFR Membrane 0.05
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provided by the FcRn, a heterodimer comprising a β2‐
microglobulin (β2 m) light chain and a major histo
compatibility complex class I‐like heavy chain [28]. FcRn 
is ubiquitously expressed in cells and tissues including 
vascular endothelium, profess ional antigen‐presenting 
cells, adult gut, blood–brain barrier (BBB), kidney, lung, 
and others [28].

15.3.4 Antibody–Drug Conjugates

ADCs are produced by combining a mAb and a cytotoxic 
drug (small molecule drug) through a linker. These mole
cules target antigen that are expressed at higher density on 
malignant cells as compared to normal tissues. There are 
currently around 30 ADCs in clinical development for the 
treatment of blood cancers and solid tumors. Two ADCs, 
brentuximab vedotin (Adcetris®) and adotrastuzumab emtan
sine (Kadcyla®), are currently approved by the U.S. FDA 

[29]. Deslandes [30] has reviewed the PK of ADC con
structs. However, given the large number of different tar
gets,  dif ferences between ADC constructs, and differences 
between  dosing regimens and patient populations, the 
comparison of ADC PK is not obvious. Deslandes [30] have 
analyzed dose/clearance relationships of nine ADCs with 
complete PK information and found two distinct patterns. In 
the first group, a decrease in clearance with increasing doses 
was observed with AVE9633, BT062, MLN2704, and ado
trastuzumab emtansine, which suggested target‐mediated 
disposition. Upon increasing dose levels, the curve reaches 
a  plateau when the target‐mediated, saturable clearance 
becomes negligible compared with the target‐independent, 
linear IgG clearance. These profiles were irrespective of the 
ADC target location (hematologic cancer or solid tumors). A 
dose‐dependent PK profile of ADC constructs may suggest 
high internalization by the tumor, or the presence of an 
antigen sink in tissues. This is particularly important for 

TABLE 15.2 Pharmacokinetic Parameters for Monoclonal Antibodies [16]

Antibody PK Cmt T
1/2

 (d) CL (L/d) V
1
 (L) V

2
 (L) V

ss
 (L) V

max
 (mg/d) K

m
 (mg/L) CL

int
 (L/d)

Abatacept Linear 2 16.7 0.346 2.68 2.14 4.82
Alefacept Linear 11.1 0.403 6.3
Basiliximab Linear 2 8.7 1.33 5.47 1.78 7.25
Catumaxomab Linear 2.5
Daclizumab Linear 1 17 0.385 10.2
Gemtuzumab Linear 1 1.9 2.74 6.58 8.38 14.96
Ibritumomab Linear 2 1.17
Alemtuzumab Non‐LE 2 6 11.3 41.5 52.8 24.48 0.338 72.4
Efalizumab Non‐LE 2 12–44 0.535 5.14 4.18 9.32 2.73 0.0973 28.06
Rituximab Non‐LE 2 8.6 0.257 2.98 3.64 6.62
Ipilimumab 13.21 0.228 4.4
Muromonab‐CD3 0.75
Tositumomab 1.17 1.636
Trastuzumab Linear 2 0.225 2.95 4.79 7.74
Cetuximab Non‐LE 2 3–4 0.273 2.83 2.43 5.26 105 74 1.42
Denosumab Non‐LE 2 28 0.066 2.38 1.59 3.97 0.0878 0.164 0.54
Palivizumab 7.5 0.343
Natalizumab 16.00 0.314
Abciximab Linear 1 0.021 9.263
Adalimumab Linear 2 14 0.269 6.0
Belimumab Linear 2 19.4 0.215 2.56 2.73 5.29
Bevacizumab Linear 2 20 0.207 2.66 2.76 5.42
Canakinumab Linear 1 26 0.174 6.01
Certolizumab Linear 1 14 0.408 6.4
Eculizumab Linear 1 11.3 0.528 7.7
Etanercept Linear 2 4.26 1.67 5.46 2.01 7.47
Infliximab Linear 2 8.0–9.5 0.273 3.06 2.94 6
Infliximab Linear 2 0.407 3.29 4.13 7.42
Tocilizumab Linear 8–14 0.3 3.5 2.9 6.4 7.5 2.7
Ustekinumab Linear 1 15–32 0.465 15.7
Omalizumab Non‐LE 2 26 0.176 5.9
Panitumumab Non‐LE 2 7.5 0.273 3.95 2.59 6.54 12.1 0.426 28.40
Golimumab 0.4 3.07 3.68 6.75

CL
int

, intrinsic clearance; Cmt, compartment; and non‐LE, nonlinear.
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ADCs that exhibit therapeutic windows that are dependent on 
the difference in the level and distribution of target between 
normal tissues and tumors.

The second group of ADC constructs, huC242‐DM1, 
IMGN901, and PSMA‐ADC showed no dose‐dependent 
change of clearance [30]. Brentuximab vedotin was admin
istered in a narrow range of three doses; therefore, the effect 
of dose on clearance could not be evidenced. More detailed 
analysis should be performed in the context of the character
istics of the targets, such as receptor copy number, heteroge
neity, and specificity of expression, internalization rate, and 
intracellular trafficking; however, these data from patients 
are usually not available in the literature. The prediction of 
these effects in the clinic from in vitro studies may be biased 
by other factors such as cytokinetics, cytogenetics, multi
drug resistance, and other prognostic factors. The influence 
of target expression and turnover on ADC PK may also be 
evaluated by comparing PK parameters between the first 
cycle of administration and several cycles of therapy. The 
impact of reducing target expression by the mAb‐based 
therapy gives mechanistic insight on how the target pharma
cology drives PK. One can therefore use PK as a biomarker 
of the effect of mAbs on target biology. This feature is 
unique to mAbs contrary to small molecules.

15.3.5 Recombinant Proteins

TPO, a 353 amino acid cytokine, is a primary regulator of 
platelet production. Receptor mediated endocytosis (RME) 
has been reported to be its major elimination pathway. Jin 
and Krzyzanski [31] showed, using a mathematical model 
of human data, that the first‐order internalization rate 
constant of TPO in platelets was 0.1/h. The endogenous 
binding capacity was 164.0 pM. The second‐order binding 
association constant k

on
 was 0.055/h/pM and the first‐order 

dissociation constant k
off

 was estimated at 2.5/h, which gives 
an equilibrium dissociation constant K

D
 as 45.5 pM.

EPO, the primary hormone responsible for the stimulation 
of erythrocyte production is a heavily glycosylated protein. 
Veng‐Pedersen et al. [32] have shown that EPO is eliminated 
via a Michaelis–Menten saturable mechanism in sheeps and 
humans. They speculated that the Michaelis–Menten‐type 
elimination is consistent with the hypothesis that recombinant 
human erythropoietin (r‐HuEPO) is primarily eliminated by 
irreversible endocytosis of EPO by its receptors on erythroid 
progenitor cells.

There are three major groups of interferons (INFs), which 
reflect antigenic and structural differentiation. INF‐α (leuko
cyte INFs) is produced by B lymphocytes, null lymphocytes, 
and macrophages that can be induced by foreign, virus‐
infected, tumor, or bacterial cells. INF‐β (fibroblast INF) is 
produced by fibroblasts, epithelial cells, and macrophages 
that can be induced by viral and other foreign nucleic acids. 
INF‐γ (immune INF) is produced by activated T lymphocytes 

that are induced by foreign antigens. Mager et al. [33] have 
developed a pharmacokinetic/pharmacodynamic (PK/PD) 
model for IFN‐1α that depicts receptor binding as a key fea
ture controlling nonlinear elimination, nonstationary kinetics 
(time‐dependent) in monkeys. In their study, repeated daily 
SC dosing produced modestly elevated IFN‐1α and bio
marker concentrations as compared to simulated values from 
single‐dose data. The authors were able to describe the data 
as downregulation of the maximum stimulatory effect of 
INF‐1α on the biomarker neopterin (S

max
) and a downregula

tion of its receptors.

15.4 PARAMETERS CONTROLLING TARGET‐
DRIVEN NONLINEAR PHARMACOKINETICS 
OF BIOTHERAPEUTICS

15.4.1 Target Localization

mAbs against soluble antigens with low endogenous levels 
such as TNF‐α, IFN‐α, VEGF (vascular epidermal growth 
factor), and IL‐5 have usually dose‐independent linear 
clearance, which is primarily driven by nonspecific, target‐
independent mechanism. As a consequence, exposure to the 
biotherapeutics as measured by AUC, for instance, increases 
in proportion with dose. For example, linear PK has been 
documented for a humanized mAb directed to human IL‐5 
following IV administration of a 6000‐fold dose range 
(0.05–300 mg/kg) in cynomolgus monkeys [34]. Adalimumab, 
a mAb against TNF‐α, has linear PK in humans. The mean 
total serum clearance and the estimated mean terminal half‐
life of adalimumab (0.5–10 mg/kg) range from 0.012 to 
0.017 L/h and 10.0 to 13.6 days, respectively, with an overall 
mean half‐life of 12 days [35]. However, mAbs against sol
uble antigens with high endogenous levels (such as IgE) 
exhibit nonlinear PK. Target with fast turnover (fast syn
thesis and fast clearance) might also be responsible for non
linear PK. Omalizumab has a linear PK only at doses greater 
than 0.5 mg/kg [36, 37]. It has been shown that soluble 
antigen in circulation resulting from the cleavage of the 
antigen from the surface of tumor cells (“shed” antigen), 
or  from secretion of a soluble form of the antigen, can  
sometimes influence the PK and the efficacy of an ADC. 
Soluble antigen can bind to the circulating ADC, potentially 
enhancing clearance of the  latter and/or interfering with tar
geting of the antigen on tumor cells. A correlation between 
high peripheral blood antigen load and decreased efficacy 
has been suggested for gemtuzumab ozogamicin in acute 
myeloid leukemia [38] and for an anti‐MUC1 (hCTM01)–
calicheamicin conjugate in ovarian cancer [39, 40]. For other 
antibodies and ADCs, such as trastuzumab and IMGN242, 
high peripheral blood antigen levels have been correlated 
with altered PK [41]. The half‐life of trastuzumab was 
reported to be 2 ± 1 days for patients with circulating levels 
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of human epidermal growth factor receptor 2 (HER2) extra
cellular domain ≥500 ng/ml, as compared with a half‐life of 
9 ± 5 days for patients with less than 500 ng/ml serum HER2 
[41]. Dose‐dependent clearance and half‐life are more com
monly observed in mAbs that interact with cell membrane‐
expressed antigens. Koon et al. [42] demonstrated a strong 
inverse correlation between cellular expression of CD25+ 
and apparent half‐life of daclizumab (a mAb specifically 
binding to CD25) [3, 43]. In patients with advanced tumors 
overexpressing epidermal growth factor receptors (EGFRs), 
cetuximab, an anti‐EGFR mAb, had an approximately two
fold faster clearance at a dose of 100 mg/m2 compared with 
the dose of 400 mg/m2 (0.837 vs 0.374 L/day) [44]. The dis
position of murine antihuman CD3 Abs may be determined 
by the disappearance of their target antigens [3, 45]. In 
addition, Ng et al. [46] have demonstrated that anti‐CD4 
mAb had about fivefold faster total clearance at a dose of 
1 mg/kg compared with the dose of 10 mg/kg (7.8 ± 0.6 vs 
37.4 ± 2.4 mL/day/kg) in healthy volunteers. This suggested 
that the receptor‐mediated clearance was greater at the 
lower dose since nonspecific clearance is constant across 
dose levels [3, 47]. When the expression level of a target 
(i.e., antigen density) is modulated by a mAb, it leads to a 
time dependency of its PK. Serum concentration levels of 
rituximab, a chimeric anti‐CD20 mAb, were inversely cor
related with tumor size and the number of circulating B 
cells in patients with non‐Hodgkin’s lymphoma (NHL) 
[48]. After the first dose of rituximab, target B cells were 
depleted. As a result, the clearance evaluated in the following 
treatment cycles was significantly reduced compared with 
the first cycle (approximately fivefold difference) [3, 49].

15.4.2 Target Affinity

The high affinity binding of mAb to target proteins within 
solid tumors may act as a barrier to distribution, which is 
referred to as the “binding‐site barrier” hypothesis. Fujimori 
et al. [50] using modeling analysis have shown that high 
affinity (KA > 1.0 × 109/M) mAbs exhibit heterogeneous 
tumor distribution, with the majority of the molecules being 
restricted to the sites proximal to the point of extravasation 
within the tumor. The results of their simulations suggested 
that moderate affinity mAb (KA = 5 × 107 to 1 × 108/M) would 
allow optimal distribution. Their predictions have been cor
roborated by experimental findings of Juweid et al. [48]. 
Following low doses, mAb intratumoral distribution was 
limited to areas adjacent to blood vessels, and the extent of 
tumor distribution was enhanced following high doses of 
mAb, consistent with the saturation of the binding‐site 
barrier. RME has also been utilized for efficient drug delivery 
to the target cells with high expression of the receptors. 
Brain delivery of traditional therapeutic proteins with large 
MW is almost impossible due to tight junction of the blood
brainbarrier. In order to enhance brain delivery, molecular 

Trojan horse (MTH) method has been used to deliver 
therapeutic proteins to brain through receptor‐mediated 
endocytosis and transcytosis. Insulin receptor (IR) and trans
ferrin receptor (TfR) are mostly used with the MTHs because 
of their high expression levels in the brain endothelial cells. 
The MTH is generally constructed by fusing a therapeutic 
protein to each of the heavy chain of a genetically engineered 
chimeric mAb against the TfR or IR [51].

15.4.3 Target Turnover

HER2 is a member of the human epidermal growth factor 
receptor family. Amplification or overexpression of this 
oncogene has been shown to play an important role in the 
development and progression of certain aggressive types of 
breast cancer. It is cleaved by proteolysis and can be found in 
the serum of patients with breast cancer. Some authors have 
suggested that circulating serum HER2 extracellular domain 
(HER2 ECD) affect the kinetic profile of trastuzumab given 
alone [41] or combined with cisplatin [52]. Patients with 
serum shed ECD above 0.5 mg/L display a shorter half‐life 
for trastuzumab than patients with ECD less than 0.5 mg/L 
(2.9 ± 3.2 days vs 9.2 ± 5.3 days given alone and (4 ± 2.6 
days  vs 11 ± 4.4 days) combined with cisplatin). Plasma 
alemtuzumab concentrations of a patient with low levels of 
sCD52 were higher than those of a patient with high levels 
of sCD52 [53].

15.4.4 Target Baseline and Disease Progression

Significant variations in PK parameters of mAbs appear 
imputable to changes in antigen expression. For instance, 
gemtuzumab ozogamicin clearance has been shown to 
decrease by twofold between the two doses. Moreover, a 
relationship has been shown between the percentage of vari
ation of peripheral blasts cells (the target of gemtuzumab 
ozogamicin) and the changes in the area under the 
concentration–time curve (AUC) of the antibody [54]. 
Therefore, the increase in systemic exposition to gemtu
zumab ozogamicin could be related to the disappearance of 
circul ating leukemic targets. Similarly, Berinstein et al. 
[55] found a significant decrease in rituximab clearance, 
which in turn resulted in an increase in the terminal half‐life 
between the first and the fourth perfusions. This was attrib
uted to variation of the CD20 antigen expression on 
peripheral immune cells. An inverse correlation was also 
reported between the count of blood B cells at baseline and 
rituximab concentrations determined at various times in 
patients with NHL. The author showed that the anti‐CD20 
antibody serum concentrations correlated inversely with 
the pretreatment tumor mass [55]. These findings show that, 
for mAb exhibiting TMDD, intra‐ and interpatient variability 
in target expression may lead to clinically relevant PK 
variability.
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15.4.5 Off‐Target Binding

Despite being specific to a given antigen, mAbs may 
show off‐target binding that may result in faster clearance. 
Antirespiratory syncytial virus mAb A4b4 had poor PK in 
rats and cynomolgus monkeys due to broad nonspecific 
tissue binding and sequestration [56]. The fast elimination of 
a humanized antihuman amyloid β peptide (Aβ2) mAb, anti‐
Aβ Aβ2, in cynomolgus monkeys was linked to off‐target 
binding to cynomolgus monkey fibrinogen [57]. In addition, 
a humanized anti‐fibroblast growth factor receptor 4 
(FGFR4) mAb had fast clearance in mice that was attribut
able to binding to mouse complement component 3 (C3). 
Hotzel et al. [58] have developed an assay based on ELISA 
(enzyme‐linked immunosorbent assay) detection of nonspe
cific binding to baculovirus particles that can identify anti
bodies having an increased risk for fast clearance.

15.5 IMPACT OF TARGET‐DRIVEN NONLINEAR 
PHARMACOKINETICS OF BIOTHERAPEUTICS 
ON HALOMETRIC SCALING

Interspecies scaling is used to predict human PK for first‐
in‐human clinical trials. In general, mAbs display much 
higher affinity and specificity for their respective target than 
small molecules. It has been shown that a therapeutic mAb 
normally does not cross‐react with its target in most animal 
species, which considerably limits the information available 
for interspecies scaling. In general, cross‐species activity for 
therapeutic mAbs is limited to one or a few animal species. 
Even in a cross‐reactive species, there may be differences in 
relevant target interaction parameters such as IC

50
 or K

D
. The 

regulation of the target and its expression level is likely dif
ferent between animal species and humans. This difference 
can be quite large. For example, Duconge et al. [59] showed 
that allometric scaling is not appropriate to predict clearance 
of a murine anti‐EGF/r3mAb in cancer patients. It was 
hypothesized that this finding is likely due to the low affinity 
of murine antibodies for human FcRn and the increased 
target‐mediated clearance in cancer patients.

Body weight (BW)‐based allometric scaling may be 
sufficient to scale animal dose to humans or adult doses to 
children for mAbs with linear kinetics. Such scaling is 
often accomplished using a simple power model of the 
form Y = a*BWb, where Y is the parameter of interest (CL or 
V

ss
), BW is the body weight, a is the allometric coefficient, 

and b is the allometric exponent. Literature on adult data 
suggests that PK parameters for many mAbs change in a 
less than BW‐proportional manner as respective allometric 
exponents for clearance and volume of distribution were 
estimated to range from 0.3 to 0.7 [60, 61]. There are only 
a few examples where strong BW effects were observed as 
indicated by exponents greater than 0.75 [60]. It should be 

noted that allometric exponents determined for within 
species scaling are typically smaller than those observed 
for between species scaling, which is likely the result of a 
narrower BW range in adults for a given species (approxi
mately two‐ to threefold) [59].

Since BW ranges in children is wider than that in adult, 
further research is necessary to determine appropriate allo
metric exponents in children [60]. For example, clearance 
exponents were estimated to be 0.823 [61] for canakinumab in 
systemic juvenile idiopathic arthritis (SJIA) patients, whereas 
a value of 0.75 was found appropriate for palivizumab and 
infliximab when scaling from adults to children [63, 64].

Using mathematical models and computer simulations, 
Zheng et al. [65] have investigated the impact of differences 
in target expression between adults and children on pediatric 
dosing for mAbs exhibiting nonlinear kinetics. Their results 
indicate that BW‐based dosing is superior to fixed dosing for 
the same target concentration, whereas the opposite holds 
true for the same target amount in adults and children.

15.5.1 Ethnic Differences

The evaluation of drugs in Japan often requires bridging PK 
studies. Chiba et al. [66] have evaluated the PK of several 
mAbs between Caucasian and Japanese subjects. They found 
three mAbs that showed differences in clearance between 
the two ethnic groups: ibritumomab tiuxetan and rituximab, 
which target cell surface antigens, and ustekinumab targets 
soluble antigens. The ethnic differences in the PK of ibritu
momab tiuxetan and rituximab were explained by differences 
between Japanese and Caucasians with regard to CD20 levels. 
Ethnic differences in cell surface expression of the molecular 
targets of rituximab and ibritumomab tiuxetan could affect 
their exposure because the PK of mAbs is associated with the 
immune complex concentration. The authors conclude that 
the difference in receptor expression level depends on the 
target disease and, most importantly, dose adjustment might 
not be necessary given the small difference in clearance 
 between the two ethnic groups.

15.6 CONCLUSIONS AND PERSPECTIVES

Biotherapeutics display both linear and nonlinear kinetics. 
The extent of nonlinearity often depends on target receptor 
availability, the efficiency of drug–receptor complex endo
cytosis, the affinity to the target, and the dose levels admin
istered. Available data show that biotherapeutics that bind to 
ligands on cell membranes will display more often nonlinear 
volume of distribution and clearance. In general, biothera
peutics that bind to soluble ligands will exhibit linear PK 
unless the concentration of the ligand is high as compared to 
the biotherapeutics concentration. The PK of biotherapeutics 
that exhibit TMDD are controlled by the level of target 
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expression, turn over, and affinity. In addition to nonlinear 
PK, TMDD may be responsible for time‐dependent PK, 
which may necessitate changing dosing regimen as the level 
of target is reduced as seen with an efficacious treatment. 
The characterization of the PK of biotherapeutics has to be 
 performed in the context of PK/PD evaluations. This neces
sitates the use of mathematical models as some parameters 
such as the rate of production of the target or the rate of inter
nalization of the biotherapeutics–ligand complex may  not 
always be experimentally accessible (Fig.  15.2). TMDD is 
often the source of inter‐ and intrasubject variability in 
response to treatments with biotherapeutics. This phenomenon 
should be considered when selecting the animal species for 
the evaluation of toxicity, scaling PK parameters between 
animals and humans, between healthy and disease subjects, 
between adults and pediatrics, and to a lesser extend bet
ween ethnic groups. Improvement in the present under
standing of antibody PK/PD will significantly contribute to 
the development of biotherapeutics.

REFERENCES

[1] Ezan E. Pharmacokinetic studies of protein drugs: past, pre
sent and future. Adv Drug Deliv Rev 2013;65:1065–1073.

[2] Andersen JT, Daba MB, Berntzen G, Michaelsen TE, Sandlie I. 
Cross‐species binding analyses of mouse and human  neonatal 
Fc receptor show dramatic differences in immunoglobulin G 
and albumin binding. Biol Chem 2010;285:4826–4836.

[3] Deng R, Jin F, Prabhu S, Iyer S. Monoclonal antibodies: what 
are the pharmacokinetic and pharmacodynamic consider
ations for drug development? Expert Opin Drug Metab 
Toxicol 2012;8:141–160.

[4] Lobo ED, Hansen RJ, Balthasar JP. Antibody pharmacokinetics 
and pharmacodynamics. J Pharm Sci 2004;93:2645–2668.

[5] Freeman DJ, McDorman K, Ogbagabriel S, Kozlosky C, Yang 
BB, Doshi S, Perez‐Ruxio JJ, Fanslow W, Starnes C, Radinsky 
R. Tumor penetration and epidermal growth factor receptor 
 saturation by panitumumab correlate with antitumor activity in 
a preclinical model of human cancer. Mol Cancer 2012;11:47.

[6] Van CE, Peeters M, Siena S, Humblet Y, Hendlisz A, Neyns 
B, Canon JL, Van Laethem JL, Maurel J, Richardson G, Wolf 
M, Amado RG. Open‐label phase III trial of panitumumab 
plus best supportive care compared with best supportive care 
alone in patients with chemotherapy‐refractory metastatic 
colorectal cancer. J Clin Oncol 2007;25:1658–1664.

[7] Wu B, Sun YN. Pharmacokinetics of peptide‐Fc fusion pro
teins. J Pharm Sci 2014;103:53–64.

[8] Bussel JB, Buchanan GR, Nugent DJ, Gnarra DJ, Bomgaars 
LR, Blanchette VS, Wang YM, Nie K, Jun S. A randomized, 
double‐blind study of romiplostim to determine its safety and 
efficacy in children with immune thrombocytopenia. Blood 
2011;118:28–36.

[9] Kumagai Y, Fujita T, Ozaki M, Sahashi K, Ohkura M, 
Ohtsu T, Arai Y, Sonehara Y, Nichol JL. Pharmacodynamics 
and  pharmacokinetics of AMG 531, a thrombopoiesis‐ 
stimulating peptibody, in healthy Japanese subjects: a rando
mized, placebo‐controlled study. J Clin Pharmacol 2007;47: 
1489–1497.

Input
mAb in periphery
V1

Free receptor+

Distribution of mAb and
linear catabolic clearance

Dose-dependent nonlinear clearance (TMDD)

mAb–receptor
complexmAb in plasma

V1

QV2 QV1 ksyn

koff

kon

kdegCLlinear/V1 kint

FIGURE 15.2 General pharmacokinetic model of target‐mediated drug disposition. V
1
, volume of central compartment; V

2
, volume of 

peripheral compartment; Q, intercompartmental clearance; CL
linear

, linear clearance; k
syn

, rate constant for receptor synthesis; k
deg

, rate constant 
for receptor degradation; k

on
, rate constant for association of the complex; k

off
, rate constant for dissociation of the complex; k

int
, rate of inter

nalization of the complex.



222 TARGET‐DRIVEN PHARMACOKINETICS OF BIOTHERAPEUTICS

[10] Oliner J, Min H, Leal J, Yu D, Rao S, You E, Tang X, Kim H, 
Meyer S, Han SJ, Hawkins N, Rosenfeld R, Davy E, Graham 
K, Jacobsen F, Stevenson S, Ho J, Chen Q, Hartmann T, 
Michaels M, Kelley M, Li L, Sitney K, Martin F, Sun JR, 
Zhang N, Lu J, Estrada J, Kumar R, Coxon A, Kaufman S, 
Pretorius J, Scully S, Cattley R, Payton M, Coats S, Nguyen 
L, Desilva B, Ndifor A, Hayward I, Radinsky R, Boone T, 
Kendall R. Suppression of angiogenesis and tumor growth 
by  selective inhibition of angiopoietin‐2. Cancer Cell 
2004;6:507–516.

[11] Herbst RS, Hong D, Chap L, Kurzrock R, Jackson E, 
Silverman JM, Rasmussen E, Sun YN, Zhong D, Hwang YC, 
Evelhoch JL, Oliner JD, Le N, Rosen LS. Safety, pharmaco
kinetics, and antitumor activity of AMG 386, a selective 
angiopoietin inhibitor, in adult patients with advanced solid 
tumors. J Clin Oncol 2009;27:3557–3565.

[12] Bouman‐Thio E, Franson K, Miller B, Getsy J, Cohen A, Bai 
SA, Yohrling J, Frederick B, Marciniak S, Jiao Q, Jang H, 
Davis H, Burggraaf J. A phase I, single and fractionated, 
ascending‐dose study evaluating the safety, pharmacokinetics, 
pharmacodynamics, and immunogenicity of an erythropoietin 
mimetic antibody fusion protein (CNTO 528) in healthy male 
subjects. J Clin Pharmacol 2008;48:1197–1207.

[13] Chen X, Zaro JL, Shen WC. Pharmacokinetics of 
recombinant bifunctional fusion proteins. Expert Opin Drug 
Metab Toxicol 2012;8:581–595.

[14] Biogen. 2003. Clinical pharmacology review of alefacept. 
Available at http://www.fda.gov/downloads/Drugs/Development 
ApprovalProcess/HowDrugsareDevelopedandApproved/
ApprovalApplications/TherapeuticBiologicApplications/
ucm086010.pdf. Accessed 2015 Jun 10.

[15] Hoffman HM, Throne ML, Amar NJ, Sebai M, Kivitz AJ, 
Kavanaugh A, Weinstein SP, Belomestnov P, Yancopoulos 
GD, Stahl N, Mellis SJ. Efficacy and safety of rilonacept 
(interleukin‐1 Trap) in patients with cryopyrin‐associated 
periodic syndromes: results from two sequential placebo‐
controlled studies. Arthritis Rheum 2008;58:2443–2452.

[16] Dostalek M, Gardner I, Gurbaxani BM, Rose RH, Chetty M. 
Pharmacokinetics, pharmacodynamics and physiologically‐
based pharmacokinetic modelling of monoclonal antibodies. 
Clin Pharmacokinet 2013;52:83–124.

[17] Richter WF, Bhansali SG, Morris ME. Mechanistic determi
nants of biotherapeutics absorption following SC 
administration. AAPS J 2012;14:559–570.

[18] Richter WF, Jacobsen B. Subcutaneous absorption of bio
therapeutics: knowns and unknowns. Drug Metab Dispos 
2014;42:1881–1889.

[19] Kagan L, Turner MR, Balu‐Iyer SV, Mager DE. Subcutaneous 
absorption of monoclonal antibodies: role of dose, site of 
injection, and injection volume on rituximab pharmacoki
netics in rats. Pharm Res 2012;29:490–499.

[20] Vaishnaw AK, TenHoor CN. Pharmacokinetics, biologic 
activity, and tolerability of alefacept by intravenous and 
intramuscular administration. J Pharmacokinet Pharmacodyn 
2002;29:415–426.

[21] Keizer RJ, Huitema AD, Schellens JH, Beijnen JH. Clinical 
pharmacokinetics of therapeutic monoclonal antibodies. 
Clin Pharmacokinet 2010;49:493–507.

[22] Baxter LT, Zhu H, Mackensen DG, Jain RK. Physiologically 
based pharmacokinetic model for specific and nonspecific 
monoclonal antibodies and fragments in normal tissues and 
human tumor xenografts in nude mice. Cancer Res 1994;54: 
1517–1528.

[23] Kairemo KJ, Lappalainen AK, Kaapa E, Laitinen OM, 
Hyytinen T, Karonen SL, Grönblad M. In vivo detection of 
intervertebral disk injury using a radiolabeled monoclonal 
antibody against keratan sulfate. J Nucl Med 2001;42: 
476–482.

[24] Danilov SM, Gavrilyuk VD, Franke FE, Pauls K, Harshaw 
DW, McDonald TD, Miletich DJ, Muzykantov VR. Lung 
uptake of antibodies to endothelial antigens: key determi
nants of vascular immunotargeting. Am J Physiol Lung Cell 
Mol Physiol 2001;280:L1335–L1347.

[25] Scheidhauer K, Wolf I, Baumgartl HJ, Von Schilling C, 
Schmidt B, Reidel G, Peschel C, Schwaiger M. 
Biodistribution and kinetics of (131)I‐labelled anti‐CD20 
MAB IDEC‐C2B8 (rituximab) in relapsed non‐Hodgkin’s 
lymphoma. Eur J Nucl Med Mol Imaging 2002;29: 
1276–1282.

[26] Glassman PM, Balthasar JP. Mechanistic considerations for 
the use of monoclonal antibodies for cancer therapy. Cancer 
Biol Med 2014;11:20–33.

[27] Morell A, Terry WD, Waldmann TA. Metabolic properties of 
IgG subclasses in man. J Clin Invest 1970;49:673–680.

[28] Junghans RP. Finally! The Brambell receptor (FcRB). 
Mediator of transmission of immunity and protection from 
catabolism for IgG. Immunol Res 1997;16:29–57.

[29] Mullard A. Maturing antibody‐drug conjugate pipeline hits 
30. Nat Rev Drug Discov 2013;12:329–332.

[30] Deslandes A. Comparative clinical pharmacokinetics of 
antibody‐drug conjugates in first‐in‐human phase 1 studies. 
MAbs 2014;6:859–870.

[31] Jin F, Krzyzanski W. Pharmacokinetic model of target‐mediated 
disposition of thrombopoietin. AAPS J 2004;6:86–93.

[32] Veng‐Pedersen P, Widness JA, Pereira LM, Schmidt RL, 
Lowe LS. A comparison of nonlinear pharmacokinetics of 
erythropoietin in sheep and humans. Biopharm Drug Dispos 
1999;20:217–223.

[33] Mager DE, Neuteboom B, Efthymiopoulos C, Munafo A, 
Jusko WJ. Receptor‐mediated pharmacokinetics and 
 pharmacodynamics of interferon‐beta1a in monkeys. J 
Pharmacol Exp Ther 2003;306:262–270.

[34] Zia‐Amirhosseini P, Minthorn E, Benincosa LJ, Hart TK, 
Hottenstein CS, Tobia LA, Davis CB. Pharmacokinetics 
and  pharmacodynamics of SB‐240563, a humanized 
 monoclonal antibody directed to human interleukin‐5, in 
monkeys. J Pharmacol Exp Ther 1999;291:1060–1067.

[35] den Broeder A, van de Putte L, Rau R, Schattenkirchner M, 
Van Riel P, Sander O, Binder C, Fenner H, Bankmann Y, 

http://www.fda.gov/downloads/Drugs/DevelopmentApprovalProcess/HowDrugsareDevelopedandApproved/ApprovalApplications/TherapeuticBiologicApplications/ucm086010.pdf
http://www.fda.gov/downloads/Drugs/DevelopmentApprovalProcess/HowDrugsareDevelopedandApproved/ApprovalApplications/TherapeuticBiologicApplications/ucm086010.pdf
http://www.fda.gov/downloads/Drugs/DevelopmentApprovalProcess/HowDrugsareDevelopedandApproved/ApprovalApplications/TherapeuticBiologicApplications/ucm086010.pdf
http://www.fda.gov/downloads/Drugs/DevelopmentApprovalProcess/HowDrugsareDevelopedandApproved/ApprovalApplications/TherapeuticBiologicApplications/ucm086010.pdf


REFERENCES 223

Velagapudi R, Kempeni J, Kupper H. A single dose, 
placebo controlled study of the fully human anti‐tumor 
necrosis factor‐alpha antibody adalimumab (D2E7) in patients 
with rheumatoid arthritis. J Rheumatol 2002;29:2288–2298.

[36] Arceci RJ, Sande J, Lange B, Shannon K, Franklin J, 
Hutchinson R, Vik TA, Flowers D, Aplenc R, Berger MS, 
Sherman ML, Smith FO, Bernstein I, Sievers EL. Safety and 
efficacy of gemtuzumab ozogamicin in pediatric patients with 
advanced CD33+ acute myeloid leukemia. Blood 2005;106: 
1183–1188.

[37] Meno‐Tetang GM, Lowe PJ. On the prediction of the human 
response: a recycled mechanistic pharmacokinetic/pharma
codynamic approach. Basic Clin Pharmacol Toxicol 
2005;96:182–192.

[38] van der Velden VH, Boeckx N, Jedema I, te Marvelde JG, 
Hoogeveen PG, Boogaerts M, van Dongen JJ. High CD33‐
antigen loads in peripheral blood limit the efficacy of gemtu
zumab ozogamicin (Mylotarg) treatment in acute myeloid 
leukemia patients. Leukemia 2004;18:983–988.

[39] Hamann PR, Hinman LM, Beyer CF, Lindh D, Upeslacis J, 
Shochat D, Mountain A. A calicheamicin conjugate with a 
fully humanized anti‐MUC1 antibody shows potent antitu
mor effects in breast and ovarian tumor xenografts. 
Bioconjug Chem 2005;16:354–360.

[40] Davies Q, Perkins AC, Frier M, Watson S, Lalani E, Symonds 
EM. The effect of circulating antigen on the biodistribution 
of the engineered human antibody hCTM01 in a nude mice 
model. Eur J Nucl Med 1997;24:206–209.

[41] Baselga J, Tripathy D, Mendelsohn J, Baughman S, Benz CC, 
Dantis L, Sklarin NT, Seidman AD, Hudis CA, Moore J, 
Rosen PP, Twaddell T, Henderson IC, Norton L. Phase II 
study of weekly intravenous recombinant humanized anti‐
p185HER2 monoclonal antibody in patients with HER2/neu‐
overexpressing metastatic breast cancer. J Clin Oncol 
1996;14:737–744.

[42] Koon HB, Severy P, Hagg DS, Butler K, Hill T, Jones AG, 
Waldmann TA, Junghans RP. Antileukemic effect of dacli
zumab in CD25 high‐expressing leukemias and impact of 
tumor burden on antibody dosing. Leuk Res 2006;30 
:190–203.

[43] Sievers EL, Larson RA, Stadtmauer EA, Estey E, Löwenberg 
B, Dombret H, Karanes C, Theobald M, Bennett JM, 
Sherman ML, Berger MS, Eten CB, Loken MR, van Dongen 
JJ, Bernstein ID, Appelbaum FR, Mylotarg Study Group. 
Efficacy and safety of gemtuzumab ozogamicin in patients 
with CD33‐positive acute myeloid leukemia in first relapse. 
J Clin Oncol 2001;19:3244–3254.

[44] Krop IE, Beeram M, Modi S, Jones SF, Holden SN, Yu W, 
Girish S, Tibbitts J, Yi JH, Sliwkowski MX, Jacobson F, 
Lutzker SG, Burris HA. Phase I study of trastuzumab‐DM1, 
an HER2 antibody‐drug conjugate, given every 3 weeks to 
patients with HER2‐positive metastatic breast cancer. J Clin 
Oncol 2010;28:2698–2704.

[45] Teicher BA. Antibody‐drug conjugate targets. Curr Cancer 
Drug Targets 2009;9:982–1004.

[46] Ng CM, Stefanich E, Anand BS, Fielder PJ, Vaickus L. 
Pharmacokinetics/pharmacodynamics of nondepleting anti‐
CD4 monoclonal antibody (TRX1) in healthy human volun
teers. Pharm Res 2006;23:95–103.

[47] Jain RK. Normalization of tumor vasculature: an emerging 
concept in antiangiogenic therapy. Science 2005;307: 
58–62.

[48] Juweid M, Neumann R, Paik C, Perez‐Bacete MJ, Sato J, 
van Osdol W, Weinstein JN. Micropharmacology of mono
clonal antibodies in solid tumors: direct experimental evi
dence for a binding site barrier. Cancer Res 1992;52: 
5144–5153.

[49] Mukherjee S, Richardson AM, Rodriguez‐Canales J, 
Ylaya K, Erickson HS, Player A, Kawasaki ES, Pinto PA, 
Choyke PL, Merino MJ, Albert PS, Chuaqui RF, Emmert‐
Buck MR. Identification of EpCAM as a molecular target 
of prostate cancer stroma. Am J Pathol 2009;175: 
2277–2287.

[50] Fujimori K, Covell DG, Fletcher JE, Weinstein JN. A mod
eling analysis of monoclonal antibody percolation through 
tumors: a binding‐site barrier. J Nucl Med 1990;31: 
1191–1198.

[51] Xiao G, Gan LS. Receptor‐mediated endocytosis and brain 
delivery of therapeutic biologics. Int J Cell Biol 2013;2013: 
703545.

[52] Pegram MD, Lipton A, Hayes DF, Weber BL, Baselga JM, 
Tripathy D, Baly D, Baughman SA, Twaddell T, Glaspy JA, 
Slamon DJ. Phase II study of receptor‐enhanced chemosen
sitivity using recombinant humanized anti‐p185HER2/neu 
monoclonal antibody plus cisplatin in patients with HER2/
neu‐overexpressing metastatic breast cancer refractory to 
chemotherapy treatment. J Clin Oncol 1998;16: 
2659–2671.

[53] Albitar M, Do KA, Johnson MM, Giles FJ, Jilani I, O’Brien 
S, Cortes J, Thomas D, Rassenti LZ, Kipps TJ, Kantarjian 
HM, Keating M. Free circulating soluble CD52 as a tumor 
marker in chronic lymphocytic leukemia and its implica
tion in therapy with anti‐CD52 antibodies. Cancer 
2004;101:999–1008.

[54] Dowell JA, Korth‐Bradley J, Liu H, King SP, Berger MS. 
Pharmacokinetics of gemtuzumab ozogamicin, an antibody‐
targeted chemotherapy agent for the treatment of patients 
with acute myeloid leukemia in first relapse. J Clin 
Pharmacol 2001;41:1206–1214.

[55] Berinstein NL, Grillo‐Lopez AJ, White CA, Bence‐Bruckler I, 
Maloney D, Czuczman M, Green D, Rosenberg J, 
McLaughlin P, Shen D. Association of serum Rituximab 
(IDEC‐C2B8) concentration and anti‐tumor response in the 
treatment of recurrent low‐grade or follicular non‐Hodgkin’s 
lymphoma. Ann Oncol 1998;9:995–1001.

[56] Wu H, Pfarr DS, Johnson S, Brewah YA, Woods RM, Patel 
NK, et al. Development of motavizumab, an ultrapotent 
antibody for the prevention of respiratory syncytial virus 
infection in the upper and lower respiratory tract. J Mol Biol 
2007;368:652–65.



224 TARGET‐DRIVEN PHARMACOKINETICS OF BIOTHERAPEUTICS

[57] Vugmeyster Y, Szklut P, Wensel D, Ross J, Xu X, Awwad M, 
et al. Complex pharmacokinetics of a humanized antibody 
against human amyloid beta peptide, antiabeta Ab2, in non
clinical species. Pharm Res 2011;28:1696–706.

[58] Hotzel I, Theil FP, Bernstein LJ, Prabhu S, Deng R, Quintana 
L, Lutman J, Sibia R, Chan P, Bumbaca D, Fielder P, Carter 
PJ, Kelley RF. A strategy for risk mitigation of antibodies 
with fast clearance. MAbs 2012;4:753–760.

[59] Duconge J, Fernandez‐Sanchez E, Alvarez D. Interspecies 
scaling of the monoclonal anti‐EGF receptor ior EGF/r3 
antibody disposition using allometric paradigm: is it 
really suitable? Biopharm Drug Dispos 2004;25: 
177–186.

[60] Bai S, Jorga K, Xin Y, Jin D, Zheng Y, Damico‐Beyer LA, 
Gupta M, Tang M, Allison DE, Lu D, Zhang Y, Joshi A, 
Dresser MJ. A guide to rational dosing of monoclonal anti
bodies. Clin Pharmacokinet 2012;51:119–135.

[61] Wang DD, Zhang S, Zhao H, Men AY, Parivar K. Fixed 
 dosing versus body size‐based dosing of monoclonal 
 antibodies in adult clinical trials. J Clin Pharmacol 2009;49: 
1012–1024.

[62] European Medicines Agency. 2015. Available at http://www. 
ema.europa.eu/docs/en_GB/document_library/EPAR_‐_ 
Assessment_Repor t_‐_Var ia t ion/human/001109/ 
WC500152041.pdf.Accessed 2015 Jul 7.

[63] Xu Z, Davis HM, Zhou H. Rational development and utiliza
tion of antibody‐based therapeutic proteins in pediatrics. 
Pharmacol Ther 2013;137:225–247.

[64] Robbie GJ, Zhao L, Mondick J, Losonsky G, Roskos LK. 
Population pharmacokinetics of palivizumab, a humanized anti‐
respiratory syncytial virus monoclonal antibody, in adults and 
children. Antimicrob Agents Chemother 2012;56:4927–4936.

[65] Zheng S, Gaitonde P, Andrew MA, Gibbs MA, Lesko LJ, 
Schmidt S. Model‐based assessment of dosing strategies in 
children for monoclonal antibodies exhibiting target‐mediated 
drug disposition. CPT Pharmacometrics Syst Pharmacol 
2014;3:e138.

[66] Chiba K, Yoshitsugu H, Kyosaka Y, Iida S, Yoneyama K, 
Tanigawa T, Fukushima T, Hiraoka M. A comprehensive 
review of the pharmacokinetics of approved therapeutic 
monoclonal antibodies in Japan: are Japanese phase I studies 
still needed? J Clin Pharmacol 2014;54 (5):483–494.

http://www.ema.europa.eu/docs/en_GB/document_library/EPAR_-_Assessment_Report_-_Variation/human/001109/WC500152041.pdf
http://www.ema.europa.eu/docs/en_GB/document_library/EPAR_-_Assessment_Report_-_Variation/human/001109/WC500152041.pdf
http://www.ema.europa.eu/docs/en_GB/document_library/EPAR_-_Assessment_Report_-_Variation/human/001109/WC500152041.pdf
http://www.ema.europa.eu/docs/en_GB/document_library/EPAR_-_Assessment_Report_-_Variation/human/001109/WC500152041.pdf


ADME and Translational Pharmacokinetics/Pharmacodynamics of Therapeutic Proteins: Applications in Drug Discovery and Development,  
First Edition. Edited by Honghui Zhou and Frank-Peter Theil.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

16.1 IntroductIon

Biologics, particularly monoclonal antibodies, form a rap
idly growing field of cancer therapeutics. These molecules 
have exquisite specificity for their targets, thereby reducing 
off‐target effects. Their large size also provides many 
opportunities for engineering multiple functions into a 
single molecule including immune cell recruitment, mul
tiple and independent binding sites for separate targets, and 
carrier payloads of radiation or small molecule therapeu
tics. For all their benefits, however, there are inherent chal
lenges in managing the pharmacokinetics of biologics. In 
this chapter, we will focus on how mechanisms of distribu
tion and efficacy play out at the site of action for cancer 
biologics: the tumor.

The chapter is organized into two main sections. The 
first describes the distribution of antibodies and other 
macromolecules in tumors comprising the effects of tissue 
physiology, drug properties, and their interaction. A brief 
review of fluid transport in healthy and tumor tissues is 
followed by mechanisms that determine antibody distri
bution. The second section details how this distribution 
ultimately impacts efficacy. The section starts with an 
overview of cell‐killing mechanisms leading into a 
discussion on how particular delivery issues impact each 
of these strategies. The term antibody will be interchanged 
with macromolecule and biologic throughout the chapter, 
but most of the concepts apply equally to other binding 
proteins including alternate scaffolds, antibody frag
ments, and peptides.

16.2 tuMor PHArMAcoKInEtIcS

16.2.1 tissue Physiology, Fluid Balance, 
and Macromolecular transport

The physiology of tumors is significantly different than healthy 
tissue. In healthy tissue, blood is pumped to all the organs in the 
body through progressively smaller arteries, arterioles, and cap
illaries, at which point the large surface area of these vessels 
maximizes exchange of oxygen, nutrients, and waste products 
with the tissue. The large hydrostatic pressure in the arteries 
forces blood toward the lower pressure at the venous end of the 
capillaries. This high pressure in the vessel also forces some 
fluid from the plasma into the surrounding tissue. The small 
gaps between the endothelial cells and glycocalyx [1] act as a 
filter, keeping larger proteins within the vessel lumen. As fluid 
continues to leak out along the length of the vessel, the 
concentration of macromolecules increases. Oncotic pressure 
(osmotic pressure exerted by macromolecules) rises toward the 
end of the vessel while the hydrostatic pressure drops to the 
lower venous level. Starling’s equation describes how eventually 
the oncotic pressure can be higher than the hydrostatic pressure, 
and some of the fluid is resorbed from the interstitial space 
within the tissue. Any fluid that is not resorbed exits the tissue 
through the lymph vessels. This keeps the interstitial pressure of 
most tissues close to zero. This well‐ordered system bathes the 
tissue in interstitial fluid that is constantly exchanged as a small 
amount of plasma leaks into the interstitial space and leaves as 
lymph. The efficient vascular system maintains adequate blood 
flow (often millimeters per second velocity in capillaries [2–4]), 
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and the whole system is able to effectively remove metabolic 
wastes and deliver oxygen, nutrients, and drugs to the tissue.

There are multiple failures in this delivery system within 
tumors. First, there are structural abnormalities that affect 
blood velocity. The progressively smaller vessels ending in 
capillaries are not found within tumors. Rather, a heteroge
neous and stochastic infiltration of vessels provides hyper‐
vascularization in some areas and no vessels, resulting in 
necrosis, in others [5]. Blood flow velocities are often much 
slower, erratic, and can even reverse direction [6]. Tumors are 
inflammatory environments [7], and the action of several 
mediators of angiogenesis, particularly vascular‐endothelial 
growth factor (VEGF), increases the permeability of the ves
sels to macromolecules including the formation of fenestrae. 
These immature tumor vessels also lack pericyte coverage and 
therefore form loose junctions between the endothelial cells 
[8]. The increased macromolecular permeability disrupts the 
resorption of fluid. This alone would not be problematic if the 
lymph system was capable of removing the extra fluid. 
However, the lymph system is nonfunctional or nonexistent in 
tumors [2]. While lymph vessels are a major conduit for local 
metastases, this is prevalent only in the tumor periphery. The 
solid stress of disorganized and dividing tumor cells can 
 collapse blood and lymph vessels [9], causing the extravasated 
fluid to build within the tumor. The interstitial pressure increases 
from close to zero until it approaches the pressure within the 
blood vessels (elevated interstitial pressure) [10, 11].

Molecules are transported through tissue by two main 
physical mechanisms—convection and diffusion. Convection 
results from the bulk transport of fluid from an area of high 
pressure to low pressure carrying with it all the molecules 
dissolved in that fluid. If fluid flows from an area of high 
concentration to tissue of lower concentration, the 
concentration within that tissue will increase. In other words, 
the change in concentration over time ( [C]/ t in Eq. 16.1) 
will be positive. Diffusion results from random Brownian 
motion caused by thermal movement in a liquid. On average, 
more molecules in a highly concentrated region will ran
domly move to an area of low concentration compared to the 
number moving in the reverse direction. Therefore, mole
cules always diffuse from a region of higher concentration to 
lower concentration according to Fick’s law (Eq. 16.2).
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where C is the concentration (mol/L) of the antibody, v the 
fluid velocity (mm/s), z the distance, and D the diffusion 
coefficient (cm2/s).

Elevated interstitial pressure within tumors limits convection 
in the tissue. Note that this does not raise interstitial pressure 

above the blood vessel pressure, since these vessels are the 
source of interstitial fluid and the higher pressure [9]. Blood‐
borne molecules do not have to travel “upstream” against 
convection. However, this elevated interstitial pressure 
reduces flow from the vessel into the interstitium. Therefore, 
they lose the benefit of flowing “downstream.” In the absence 
of significant convection to transport molecules in the tissue, 
diffusion is the dominant mechanism. The rate of diffusion is 
dependent on the molecular weight of a compound, so larger 
molecules such as antibodies are slow to diffuse within tumor 
tissue. The movement of molecules by convection is propor
tional to the distance (1/ z) while, for diffusion, it is propor
tional to the distance squared (1/ z2). Diffusion is therefore 
inefficient at transporting molecules long distances. However, 
due to the poor blood flow, incomplete vascularization, 
shunting, and necrosis within tumors, molecules must diffuse 
long distances to reach all of the cells. While most cells lie 
within one or two cell diameters of a capillary in healthy 
tissue (10–20 µm), diffusion distances of 100 µm or more 
exist in tumors [12].

As molecules diffuse through the tissue, they encounter a 
very heterogeneous tumor microenvironment. Depending on 
the grade and type of tumor, cells may be organized into 
sheets or consist of a disorganized mixture of cell types. 
Additionally, endothelial cells, pericytes, tumor‐associated 
macrophages (TAMs), carcinoma‐associated fibroblasts 
(CAFs), and other inflammatory cells reside within the 
tissue [7]. The consistency can vary from diffuse cells in a 
pleural effusion to hard desmoplastic tumors. Much of this is 
driven by the variability in the extracellular matrix of the 
tumor. This is constantly being reorganized by matrix metal
loproteinases (MMPs) that can promote metastasis. The 
irregularity in oxygen and nutrient supply, diversity of ge
netic clones, and different cell types result in heterogeneous 
cell packing throughout the tumor.

Decades of research have been conducted studying the 
mechanisms, progression, and variability within the tumor 
microenvironment. In the face of such complexity, a single 
drug or antibody cannot be designed to independently 
address all these challenges. However, there are a few domi
nant rates that determine the majority of antibody behavior 
in tumors. Tools exist to engineer molecules that overcome 
the obstacles inherent in these rates, and many molecules 
have demonstrated promising outcomes in the clinic.

16.2.2 tumor transport—An overview

In its simplest form, tumor pharmacokinetics can be described 
as a competition between delivery and clearance. Delivery 
occurs in four major steps: blood flow, extravasation, intersti
tial transport, and binding (Fig. 16.1). Concurrently, drugs 
are being cleared from the blood and locally within the tissue. 
Fast delivery and slow clearance result in a high tumoral 
concentration, and the reverse is true for slow delivery and 
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fast clearance. Distinct from the total amount of antibody in 
the tumor is the distribution, which is a function of diffusion 
and binding. Since most antibodies bind quickly to their 
target relative to diffusion, these molecules are immobilized 
as soon as they exit a blood vessel, trapping them in a perivas
cular distribution.

Delivery for larger tumors is almost exclusively from 
tumor blood vessels. (Smaller micrometastases can have 
significant uptake due to diffusion from their surface [13].) 
There are two important mechanisms of clearance for anti
bodies, however. The first is systemic clearance, or removal 
of the macromolecular drug from the plasma. If the plasma 
concentration drops below the concentration in the tissue, 
molecules will stop diffusing from the plasma into the tumor 
and reverse direction. While the bound antibody will remain 
immobilized to its target, no more free antibody will exist to 
diffuse deeper into the tissue and bind more cells. This rapid 
clearance is often seen for small proteins and peptides that 
are quickly filtered by the kidneys. Antibodies, however, have 
some of the longest plasma half‐lives of any molecule [14]. 
With multiple doses, a continuous concentration of drug is 
present in the blood. This is where local clearance becomes 
dominant. Antibodies typically bind cell surface proteins that 
are internalized, and the antibody is degraded. If the rate at 
which antibodies are internalized and degraded equals the 
rate at which the antibodies exit the blood vessel, no free drug 
will remain intact to target cells deeper in the tissue.

The specific properties of an antibody determine the exact 
behavior in the tissue, and a more detailed understanding of 
the mechanisms provides ways to overcome some of these 
delivery limitations.

16.2.3 Mechanisms of tumor transport

16.2.3.1 Blood Flow versus Extravasation All systemic 
molecules that target a tumor must undergo four major steps 
in transport: blood flow to the tissue, extravasation outside 

the vessel, diffusion through the tissue, and binding at the 
site of action. It is the relative rates of these steps, all within 
the tumor, that determine uptake. This is sometimes a point 
of confusion, since the rates are often compared to healthy 
tissue instead of with each other. For example, although 
blood flow in tumors is slow (compared to healthy tissue) 
and macromolecular permeability is high (compared to 
healthy tissue), the flow of antibodies in tumor vessels is 
much faster than the rate at which they extravasate. The ratio 
of these two rates, defined as the vessel depletion number, 
can be used to quantify this result:
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where P is the vessel permeability, S/V the blood vessel surface 
area per tumor volume, and their product determines the rate of 
extravasation. Q is the volumetric blood flow (volume of whole 
blood per volume of tissue per second) and H the hematocrit 
(since protein therapeutics are generally excluded from blood 
cells). A list of typical parameter values can be found in 
Table 16.1. Depicting the vessels as idealized cylinders within 
the tissue, this ratio can also be expressed on a microscopic 
(single vessel) scale:
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where L is the characteristic length of the vessel, v the blood 
velocity, and R

cap
 the capillary radius.

The vessel depletion number can be used to calculate the 
amount of drug that exits the blood vessels on a single pass 
through a tumor. This is also known as the extraction fraction. 
For antibodies in tumors, this value is close to zero. So little 
of the antibody leaks out into the tumor that the plasma 
concentration exiting the tumor is not measurably different 
than the entering concentration [28, 29]. The equation 
describing the extraction fraction is [30]

 E 1 exp  (16.5)

Because of the low extraction fraction, the concentration 
within tumor vessels does not change significantly with 
changes in blood flow. Therefore, the variable and low blood 
flow within the tumor does not have a significant effect on total 
tumor uptake. The surface area of functional vessels does.

16.2.3.2 Extravasation versus Diffusion The permeability 
of blood vessels has been modeled using several different 
forms including meshes, one, and two pore models [1]. Here, 
the analysis is based on an effective permeability from 
experimental measurements, so the actual mechanism 
(convection vs diffusion across the capillary endothelium) 
does not impact the results.

Cell

(b) Local clearance(a) Systemic clearance

(4)
(3)

(2)

(1)

FIgurE 16.1 Steps in systemic targeting—all agents entering a 
tumor must (1) flow through the local blood vessels, (2) extravasate 
into the tissue, (3) diffuse through the interstitium, and (4) bind to 
their target. As these steps are occurring, the molecules are cleared 
(a) from the systemic circulation and (b) locally within the tissue.
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After molecules extravasate into the interstitial space 
around the vessel, they diffuse deeper into the tissue. The 
ratio between these two rates determines the concentration 
in the tissue relative to the blood. If a molecule has very 
high permeability relative to diffusion, it will rapidly equil
ibrate across the blood vessel wall, and the tissue 
concentration outside the vessel will approach the plasma 
concentration. If molecules quickly diffuse away from the 
vessel after slow extravasation, the tissue concentration can 
be much lower than that in the blood. The ratio of these 
rates is known as a mass transfer Biot number [31] (named 
after a French physicist):
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where ε is the tumor void fraction (interstitial volume divided 
by the tissue volume).

The drop in concentration from the plasma to just 
outside the blood vessel can be estimated using the Biot 
number. At subsaturating concentrations, the concentration 

right outside the vessel, [C]
tissue

, relative to the plasma 
concentration, [C]

plasma
, is approximately
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If the permeability is very high (e.g., many small molecule 
drugs), the Biot number is large, and the tissue concentration 
is similar to the plasma concentration. For Biot numbers 
much less than 1, the ratio between the two concentrations 
approaches the value of the Biot number itself.

A typical Biot number is approximately 0.02 for a mono
clonal antibody. This means that the average interstitial 
concentration is approximately 50 times lower than the 
plasma concentration. This phenomenon is often masked by 
high binding within the tissue. Although the free concentration 
in the tissue is low, the bound concentration can be very high. 
The large concentration difference between the plasma and 
interstitium may be surprising compared to small molecules 
that rapidly extravasate, but this high ratio is often used for 
intravital microscopy experiments where macromolecules 
delineate the vasculature simply based on slow extravasation 
into the tissue [32]. The low interstitial concentration relative 
to the plasma is a major reason why micromolar plasma 
concentrations are required in vivo while only nanomolar 
concentrations are required to saturate cells in vitro.

16.2.3.3 Diffusion versus Binding Antibodies, due to 
their large size, diffuse through the interstitial spaces between 
cells. The diffusion rate is slower than the diffusion rate in 
water for several reasons. The extracellular matrix proteins 
can impede the free movement of the molecules, the mole
cules are excluded from cells so they have less area to diffuse, 
and they must go around the cells rather than in a straight 
path (tortuosity). All these factors contribute to an effective 
diffusion coefficient that is several‐fold lower than the diffu
sion coefficient in water. However, experimental measure
ments have demonstrated that the transport in tissue can be 
reasonably represented by Fickian diffusion with an effective 
diffusion coefficient of approximately 10 µm2/s [33–35].

Despite the diffusion of macromolecules being “slow” 
relative to small molecules, absolute terms can again be mis
leading. A nonbinding antibody can diffuse 100 µm—far 
enough to reach most cells in a tumor—within minutes. The 
heterogeneous delivery seen within most tissues is due to the 
relative rates of diffusion versus binding. This can slow down 
the penetration rate by many orders of magnitude and, as dis
cussed below, may prevent penetration indefinitely.

If a molecule is immobilized (e.g., by target binding) at a 
rate much faster than the rate of diffusion, that molecule will 
be trapped just outside the vessel resulting in a perivascular 
distribution. If the molecule diffuses through the tissue at a 
rate much faster than it is immobilized, the distribution will 

tABLE 16.1 typical Parameters for Antibodies

Symbol Parameter Typical Value References

P Permeability 3 × 10−3 µm/s [15]
S/V Vessel surface area per 

tumor volume
60 cm2/cm3 [16]

Q Blood flow per tumor 
volume

0.1 min−1 [17]

H Hematocrit 0.45 [18]
R

cap
Capillary radius 10 µm [19]

R Half intercapillary 
distance

60 µm [12]

ε Void fraction 0.2 [20]
D Diffusion coefficient 10 µm2/s [21]
k

on
Binding rate 105 M−1 s−1 [22]

k
off

Dissociation rate 1 × 10−4 s−1

K
d

Dissociation constant 
(k

off
/k

on
)

1 nM [23]

[T] Target density (receptors 
per cell multiplied by 
cells/mL)

800 nM [24, 25]

[Ab]
0

Initial plasma 
concentration

5 mg/kg or 
~500 nM

[26]

A Fraction of alpha 
clearance

0.66 [19]

kα Alpha phase clearance 1.6 × 10−4 s−1 
(1.2 h 
half‐life)

kβ Beta phase clearance 1.2 × 10−6 s−1 
(160 h 
half‐life)

k
e

Internalization rate 1.3 × 10−5 s−1 
(15 h 
half‐life)

[27]
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be much more even throughout the tissue. The ratio between 
these two rates, binding and diffusion, is called the 
Damköhler number (named after a German chemist):
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where k
on

 is the binding/association rate constant, [T] the 
target concentration in the tissue, and R the diffusion dis
tance (typically half the intercapillary distance). For values 
greater than 1, the protein does not significantly reach the 
distance R within the tissue.

The reversible nature of binding results in four modes of 
diffusion with binding depending on the association and dis
sociation rates of a molecule (Fig. 16.2a). Most antibodies 
fall within the “fast‐on, slow‐off” category due to their high 
affinity and high binding‐site density. High affinity anti
bodies bind the first antigen they encounter in the tissue and 
are effectively irreversibly bound. The target antigen will 
be  internalized before the antibody would dissociate from 
the surface. The only way antibodies penetrate deeper into 
the tissue is if the first layer of cells is saturated, then more 
antibodies can diffuse to the next cell layer. The antibodies 
travel as a saturation front moving through the tissue. 
Although antigens exist throughout the tumor, the antibodies 
are immobilized only around vessels (Fig. 16.2b).

Low affinity antibodies are able to dissociate (before 
internalization) and diffuse deeper into the tissue [37–39]. 
Slow‐on and slow‐off molecules are able to diffuse evenly in 
the tissue before binding, resulting in a more homogeneous 
delivery. This includes macromolecules [13] and small mol
ecule drugs [36] with slow cellular uptake rates. Finally, 

molecules that bind slowly and dissociate quickly have very 
low affinities and are essentially nonbinding molecules.

The heterogeneous distribution of antibodies in tumors 
is often referred to as a “binding‐site barrier [40].” Unfortunately, 
this term is often misinterpreted to mean a physical barrier. In 
fact, it is a dynamic and moving “front” in the tissue, and the 
distance this front travels is dependent on multiple factors 
including the dose, target density, internalization rate of the 
target, and time after injection [41]. It is also not unique to mac
romolecules, since small molecules that show rapid tissue 
binding relative to diffusion also show this binding‐site front in 
tumors [36].

16.2.3.4 Rate‐Limiting Step in Uptake Of the four steps 
that all molecules undergo to localize in tissue, often one is 
much slower than the others, and this limits uptake in the 
tissue. Given that blood flow is faster than extravasation for 
antibodies (low vessel depletion number), diffusion is faster 
than extravasation (low Biot number), and binding is faster 
than diffusion (large Damköhler number), extravasation is 
the slowest rate in uptake. This limits the amount of antibody 
reaching the tissue, and it is the ratio of extravasation 
(uptake) versus clearance that ultimately determines the 
overall tissue concentration.

16.2.4 revisiting tumor transport theory

Now that the steps in uptake have been discussed in more 
detail, the uptake and clearance rates can be quantified to 
accurately predict the penetration depth of an antibody into 
tumor tissue. The two limitations discussed in the overview 
were: (i) systemic clearance faster than uptake and (ii) local 
clearance faster than uptake.

Fast on
(a) (b)
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ff

 

Slow on
Cetuximab

EGFR
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FIgurE 16.2 Tumoral distribution—there are four modes of binding and diffusion in tissue depending on the binding rate and dissociation 
(off) rate. (a) Due to high target concentrations and association rates relative to diffusion, most antibodies are “fast‐on, slow‐off” molecules 
(large Damköhler number). Some molecules, owing to faster diffusion or slower binding, are “slow‐on, slow‐off” molecules with a small 
Damköhler number. The reversible nature of binding yields two additional possibilities. If the molecule can completely dissociate quickly, it 
can diffuse deeper and more homogeneously in the tissue (fast‐on, fast‐off). Molecules that bind slowly and dissociate rapidly behave as non
binding agents. (b) Whole tumor (left) and magnification of box (right) showing fluorescent cetuximab in an A431 tumor [36]. Ex vivo staining 
with a noncompetitive anti‐EGFR antibody shows that antigen exists throughout the tumor (except in some large areas of necrosis). An isolated 
capillary (box) shows how the antibody only penetrates a couple of cell layers.
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To determine the amount of time it takes to saturate a 
target within the tissue, the total number of targets (antigen 
molecules) is divided by the rate at which antibodies are 
delivered. Considering an infusion (with constant plasma 
concentration), the saturation time is
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where [T] is the target concentration and [Ab] the antibody 
concentration in the plasma.

Because diffusion is much faster than extravasation (i.e., 
low Biot number), the exact geometry of the vessels does not 
have a major impact on the results. If we assume an “ideal
ized” Krogh cylinder for vessels (a cylindrical blood vessel 
surrounded by a layer of tissue) within the tumor:
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High affinity antibodies travel as a saturation front moving 
through the tissue, and if the free molecules are cleared from 
the plasma faster than the saturation front can reach all cells, 
this front will stall without any more unbound antibody to 
bind new target (Fig. 16.3, left). The ratio of uptake to plasma 
clearance defines the clearance modulus [19]:
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where R is the penetration distance, [Ab]
0
 the initial anti

body concentration in the plasma, A the fraction alpha 
phase, kα the alpha‐phase clearance rate, B the fraction of 

beta‐phase clearance, and kβ the beta‐phase clearance 
rate. To convert to half‐lives:
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The clearance modulus is the ratio of the characteristic 
time to saturate the tumor versus the characteristic time of 
antibody in the plasma. If the value is greater than 1, anti
bodies will not reach the distance R. The plasma characteristic 
time is the clearance half‐life if the concentration drops 
according to an exponential decay, or the weighted clearance 
half‐life for the more commonly observed biexponential 
decay:
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Rapid clearance can be problematic for smaller proteins 
and protein fragments, such as scFvs, Fab, and F(ab′)

2
 frag

ments [42]. While the molecular weight dependence is not a 
sharp cutoff, globular proteins approximately less than 
60 kDa in size, linear polymers approximately less than 
25 kDa, and nanoparticles approximately less than 5.5 nm 
are rapidly filtered by the kidneys and removed from the 
plasma [21, 43].

For most monoclonal antibodies, rapid clearance is not an 
issue. These molecules are some of the longest circulating 
proteins in the body due to their stability and large size to 
avoid renal filtration. Importantly, not only do the molecular 
properties determine the long half‐life in the blood, but the 
FcRn recycling system reduces nonspecific metabolism in 
many body tissues [44]. The long half‐life combined with 
multiple doses sustains a high concentration in the blood of 
treated patients. However, a second mechanism can limit 
penetration of these molecules.

Local clearance (metabolism within the target tissue) can 
also limit therapeutic protein distribution within tumors. 
After antibodies bind their target, they are internalized from 
the cell surface at variable rates [45, 46]. Although higher 
order clustering of cell surface receptors can drive rapid 
internalization [47, 48], bivalent interactions typically do 
not have this effect. The internalization rate of the bound 
antibody is often similar to the rate of the antigen itself. 
This can range from minutes to days depending on the target 
[27, 49, 50]. Constitutive turnover of the cell membrane 
results in a moderate internalization half‐life of approxi
mately 15 h [27].

Similar to systemic clearance, if the time required to sat
urate the tissue is longer than the time required for the tissue 
to degrade the protein, the tissue will never be saturated. The 
time for degradation is 1/k

e
, where k

e
 is the net internaliza

tion rate for the target. The ratio of saturation time to degra
dation time is known as the Thiele modulus (named after 

Capillary

Bolus
dose

Plasma
clearance

Radius

Cell

Thiele > 1
modulus

Clearance > 1
modulus

FIgurE 16.3 Competition between uptake and clearance—if an 
antibody is cleared from the plasma faster than it can penetrate the 
tissue, no more free antibody remains to target antigen farther from 
the vessel (left). This can be predicted when the clearance modulus is 
greater than unity. If antibodies are internalized and degraded in the 
tissue faster than they are taken up in the tumor, no intact antibody 
will be able to reach all the cells in the tissue even if dosed continu
ously (right). This occurs when the Thiele modulus is greater than 1.
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E.W. Thiele who described the diffusion of chemicals in a 
catalyst pellet). The Thiele modulus for a tumor is [19]
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where the 1/k
e
 in the denominator has been moved to the 

numerator, and the Thiele modulus is written as the square of 
the value based on historical convention [51]. If the Thiele 
modulus is greater than 1, antibody will be able to penetrate the 
tissue to the distance R. If the value is less than 1, the antibody 
will be consumed by local internalization and degradation 
before reaching this distance (Fig. 16.3, right). Typical values 
for these dimensionless numbers are found in Table 16.2.

16.2.5 Impact of drug targeting Parameters  
on distribution

16.2.5.1 Dose One of the most straightforward approaches 
to targeting all cells within a tumor is increasing the dose. 
A larger dose increases the concentration gradient, driving 
more drugs into the tumor and saturating the target sites. The 
plasma concentration, [Ab]

0
, is in the denominator of both 

the Thiele and clearance moduli, and experimental results 
with several tumor models validate this prediction [52, 53]. 
Major tradeoffs include increased cost, dosing frequency, 
and potentially toxicity.

16.2.5.2 Affinity The ability to readily engineer the 
affinity of therapeutic proteins raises the question of what 
the optimal affinity should be. This depends on the particular 
application, which will be discussed in the next section. 
Here, the impact on distribution is addressed.

First, for a low affinity antibody to diffuse deeper into 
the tissue compared to a high affinity antibody, the dissoci
ation rate must be faster than the internalization rate. 
Otherwise, the antibody will be internalized before it disso
ciates. Since monoclonal IgG antibodies are bivalent, both 
arms must dissociate together, which often occurs only for 
a very weak monovalent affinity. This is one reason why the 
vast majority of antibodies fall into the “fast‐on/slow‐off” 

category (Fig. 16.2). Finally, the dissociation constant, K
d
, 

must be larger than the local free antibody concentration. If 
not, the high concentration will cause saturation of the 
receptor, and the distribution will be similar to a high 
affinity antibody [54].

If all the above conditions are met, the antibody may dis
tribute more evenly throughout the tissue. The diffusion rate 
and binding kinetics determine how the antibody “jumps” 
through the tissue for a “fast‐on/fast‐off” antibody (Fig. 16.2). 
Conceptually, the diffusion coefficient (D) versus the binding 
rate (k

on
[T]/ε) determines the distance of each “jump,” and the 

dissociation rate (k
off

) determines the number of “jumps” in a 
given time. Therefore, the diffusion distance for a low affinity 
molecule depends on the K

d
 (K

d
 = k

off
/k

on
). To diffuse a given 

distance R before internalization, the following version of the 
Thiele modulus must be less than 1:
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To diffuse this distance before the molecule is cleared 
from the plasma, an alternate version of the clearance mod
ulus is used:
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In practice, the effective K
d
 often needs to be similar to 

the target concentration to yield homogeneous distribution 
in the tumor, and this is seen experimentally [37, 38].

One critical point must be mentioned about the impact of 
affinity. Although lower affinity antibodies have been shown to 
distribute more homogeneously throughout tumors, this does 
not increase the concentration in the tumor. In fact, it is often 
reduced for lower affinity antibodies. It only changes the distri-
bution of the antibodies that do reach the tumor. For example, if 
a high affinity antibody binds 100% of the targets on 10% of the 

tABLE 16.2 Sample calculations for dimensionless numbers

Uptake Ratios Uptake versus Clearance

Vessel depletion number Biot number Damköhler number Clearance modulus Thiele modulus
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versus uptake
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Values from Table 16.1 are used.
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cells adjacent to the vessel, an equivalent dose of a low affinity 
antibody would bind 10% of the target on 100% of the cells.

16.2.5.3 Molecular Weight The size of a targeting protein 
has multiple effects on the distribution. One of the most 
important was already mentioned in reference to the molec
ular weight: larger proteins are generally cleared slower from 
the blood. Smaller protein scaffolds have been investigated for 
increased penetration into tissue [55]. They have similar 
binding kinetics but larger diffusion coefficients, thereby 
decreasing the Damköhler number. While this does increase 
the penetration depth, often the penalty of faster clearance 
outweighs any potential benefit. An insightful analysis of tar
geting molecules across a wide size range indicated that scFvs 
have the worst combination of properties [21]. They are small 
enough to be cleared rapidly by the kidneys but large enough 
that they are taken up slowly by the tumor. Either larger or 
smaller protein scaffolds have more efficient uptake.

16.2.6 Experimental Validation and comparison  
with Small Molecules

The impact of targeting parameters on distribution has been 
quantified in tumor spheroids where the environment can be 
more precisely controlled [39, 56, 57]. Lower affinity mole
cules distribute more homogeneously but at a lower level of 
saturation. Slowing down internalization, either through 
modifying the temperature or selecting a more slowly inter
nalizing target, achieves higher penetration depths.

Many xenograft experiments by several laboratories have 
been used to validate the theoretical predictions. These 
include radiolabeled [52], fluorescently labeled [53], and 
ex  vivo‐stained antibodies [58]. In these experiments, it 
is  important to differentiate the antibody from the label. 
Fluorophores and radiolabels can be residualizing (trapped 
within the cells) even after the intact antibody has been 
degraded. The secondary labeling method (binding intact 
antibody ex vivo) even shows a “receding” antibody binding 
front [58] whereas residualizing labels get trapped at the far
thest distance they penetrate.

Clinical data on the distribution of antibodies are more 
difficult to obtain, but the heterogeneous distribution has 
also been confirmed within these tumors. Microscopic 
models of antibody distribution [59] can be integrated to 
yield the bulk tissue concentration, and these values also 
agree with data collected in the clinic [60].

Given the vast experience and literature on small molecule 
distribution, it is prudent to compare the two classes of drugs. 
First, the extravasation rate of small molecules is much higher 
than macromolecules (often 100‐ to 1000‐fold faster). This can 
sometimes deplete the concentration of small molecules along 
the length of capillaries (high extraction fraction), reducing 
uptake in tumors due to poor blood flow. The rapid extravasa
tion equilibrates the concentration across the blood vessel wall 

(large Biot number). The plasma concentration is therefore 
often more relevant to the tissue concentration for small mole
cules than macromolecules. Nonspecific mechanisms of uptake 
(e.g., protein binding and uptake within lipid membranes) often 
dominate over specific target interaction. This leads to distribu
tion based on physicochemical properties (such as the log P) 
more than specific target interactions. This is another reason 
why target‐mediated drug distribution can be more prevalent 
with macromolecules [61]. The specific target interactions are 
often equal or larger in magnitude than nonspecific uptake, 
resulting in a greater impact on overall systemic distribution.

Macromolecules reside within the extracellular space, and 
this accounts for the parameter epsilon, which is required to 
convert the overall tissue concentration into an “effective” 
concentration in the interstitium (Fig.  16.4). This is analo
gous to R values used to convert tissue concentrations to 
“effective” free drug concentrations [62]. The reversible 
nature of these protein and lipid interactions allows the small 
molecule to eventually reach most of the tissue. Some notable 
exceptions include molecules with high target densities 
including DNA and microtubules [63, 64]. These drugs often 
show strong gradients in the tissue for the same reasons as 
macromolecules. Finally, metabolism of small molecule 
drugs often predominates in the liver. If there is no local 
metabolism (Thiele modulus ~ 0) and the drug is dosed con
tinuously (clearance modulus ~ 0), the small molecule drug 
can efficiently reach most cells in the tumor. This can be 
impacted by drug transporters, but these are beyond the scope 
of this chapter.

16.3 IMPAct oF tuMor PHArMAcoKInEtIcS 
on EFFIcAcY

The impact of tumor pharmacokinetics on the efficacy of 
therapeutic proteins is heavily dependent on the mechanism 
of cell killing. Therefore, this section starts with a brief over
view of the major therapeutic mechanisms (both clinical and 
experimental).

16.3.1 overview of cell‐Killing Mechanisms

Multiple regions of an antibody can exert therapeutic effects, 
and often clinical antibodies utilize several mechanisms 
[65]. Starting with the variable region, binding to a specific 
receptor can produce several effects. First, this may induce 
specific signal blockade as in the case of cetuximab and 
trastuzumab. These agents prevent binding of growth factors 
or receptor dimerization, thereby shutting down the growth 
signals of these pathways. Downregulation itself can reduce 
the number of receptors available for signaling. Finally, 
binding may induce a signal that sensitizes a cell to other 
therapies or directly induces apoptosis, a mechanism studied 
with rituximab [66].
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The Fc region and other secondary binding sites (in the case 
of bispecific antibodies) are responsible for multiple effects. 
First, they can recruit immune cells bearing Fc gamma receptors 
that then kill the cell through antibody‐dependent cell‐mediated 
cytotoxicity (ADCC) [67, 68]. The Fc region can also recruit 
complement factors (depending on the particular subclass) 
resulting in complement‐dependent cytotoxicity (CDC) [69, 70]. 
The multitude of possible bispecific antibodies can work in a 
similar manner, recruiting additional proteins, cells, or more 
 efficiently downregulating receptors [71, 72].

Antibodies can also carry toxic payloads including 
 antibody–drug conjugates (ADCs), immunotoxins (ITs), and 
radioimmunotherapy (RIT). ADCs are currently available 
for solid tumors [73] and lymphomas [74] with many others 
in the pharmaceutical pipeline. These agents typically must 
be internalized and degraded for release of the small mole
cule drug, which then diffuses to its site of action within the 
cell. Immunotoxins are under active investigation, and these 
molecules often have intracellular targets that are usually 
reached after internalization and escape to the cytosol [75].

RIT is only clinically available for leukemias and lym
phomas. Several types of radioactive isotopes have been 
investigated for therapy. Current clinically approved RIT 
drugs use beta emitters [76] that have fairly long path lengths 
from the site of decay (~5 mm), while other experimental 
isotopes have much shorter path lengths (e.g., alpha particles 

with ~100 µm path length or Auger electron emitters <1 µm) 
[77]. The path length of the isotope has a direct impact on 
the relevance of heterogeneity within the tumor.

Finally, some antibodies have nontoxic or indirect mecha
nisms of action. This includes bevacizumab, which binds the 
soluble ligand VEGF, preventing it from interacting with its 
receptor. This can “normalize” the tumor vasculature, affecting 
the local physiology and delivery of drugs. Other antibodies 
have been found to cause this same effect indirectly [78].

16.3.2 Pharmacokinetic Impact on Efficacy

16.3.2.1 Dose Increasing the dose will increase the pene
tration depth of a high affinity antibody until all cells are tar
geted and there is no heterogeneity due to binding [52, 53]. 
For signaling blockage of receptors, often a saturating dose is 
required for efficacy [79]. However, the doses required for 
saturation are often very high. Clinical concentrations of anti
bodies in the plasma are often in the micromolar range [80] 
even though 1–10 nM may be sufficient to saturate the recep
tors in vitro. The need for such a high dose is illustrated by 
the clearance modulus and Thiele modulus [19, 53]. The slow 
extravasation of antibodies compared to plasma and/or local 
clearance requires a large dose to drive a sufficient number of 
molecules into the tumor for saturation [81, 82]. Doses sig
nificantly above saturation are likely detrimental to efficacy, 
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FIgurE 16.4 Void fraction—the void fraction for a macromolecule is required in many calculations to compensate for the fact that the 
molecule transports through the extracellular space. The void fraction adjusts the overall concentration in the tissue to an effective concentration 
in the interstitial space (left). This is analogous to R values used for small molecule drugs. Molecules bound to proteins or in membranes are 
excluded to adjust the overall tissue concentration to the “effective” free drug concentration able to engage its target (right).
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however, with little to no therapeutic benefit and the potential 
for increased toxicity.

16.3.2.2 Affinity Lower affinity antibodies can dis
tribute more evenly in tissue at subsaturating doses, albeit 
at lower fractional coverage of surface receptors [37–39]. 
Due to the bivalent nature of antibodies, this often requires 
very low monovalent affinity [83]. The impact on efficacy 
depends on the mechanism of cell death. In principle, a 
highly toxic compound that does not require targeting of 
a million receptors per cell, for example, would be more 
effective if that same dose were spread more evenly 
throughout the tissue. A high affinity antibody would 
deliver a much higher dose than necessary to cells adjacent 
to blood vessels (cellular overkill) while completely avoid
ing cells farther away. The tumor would then have to be 
treated for a longer time (to kill cells layer by layer) or with 
a higher dose (and higher corresponding toxicities).

In practice, lower affinity improving efficacy is 
uncommon for several reasons. First, receptor targeting 
often requires saturating doses as discussed above, in which 
case there is no binding‐site front. For ADCC, CDC, and 
cell‐signaling blockade mechanisms, low affinity reduces 
the efficacy of these molecules [23, 84] once they reach the 
site of action, reducing any benefit of more uniform delivery. 
For ADCs, highly toxic compounds must be used to obtain 
efficient cell killing [85], so it is unknown whether there is 
sufficient “overkill” in cells near the vessels. One important 
point of consideration is off‐target toxicity. If significant 
shed complexes form in the blood and are taken up in the 
liver, a moderate affinity antibody (with a high avidity for 
the target cell surface but low monovalent affinity for shed 
antigen) may strike a balance between avoiding liver toxicity 
while maintaining tumor targeting [86].

In RIT, isotopes that spread their cytotoxic ionizations 
over a path length of millimeters would not be strongly 
impacted by heterogeneity on the hundreds of microns 
length scale. For alpha emitters and Auger electron emitters, 
however, a more uniform distribution is required for radia
tion to reach all cells. However, both cold (unlabeled) and 
hot (radiolabeled) antibodies contribute to the distribution 
profile, complicating the picture. A large amount of “cold” 
dosing will enhance distribution of the radiolabeled mole
cules by occupying some of the binding sites. In summary, 
while there is a theoretical possibility of more efficient cell 
killing with lower affinity targeting, a lower potency often 
results in a negligible or negative impact at the target site.

16.3.2.3 Internalization Rate The impact of target inter
nalization on efficacy is highly dependent on the mechanism 
of cell killing. Slow internalization (or efficient recycling 
[49]) allows deeper penetration due to a lower Thiele mod
ulus, but many ADCs must be internalized to deliver their 
payload to the site of action. The same is true for Auger 

 electron emitters in RIT, which must decay next to the 
nucleus to damage DNA. For cell‐signaling blockade, inter
nalization can often drive downregulation of the receptor, 
enhancing efficacy. However, if the antibody dissociates and 
the receptor is efficiently recycled, internalization could be 
detrimental. Ideally, internalization would be just fast 
enough to achieve cellular toxicity.

Several mechanisms require the antibody to remain on 
the cell surface to engage other cells or molecules. These 
include ADCC, CDC, some bispecific applications, and pre
targeting approaches [87, 88]. Here, a much slower rate of 
internalization would allow more time to engage Fc gamma 
receptors, complement factors, or other bispecific targets. 
Some ADCs with labile linkers have also been tested that do 
not require internalization for drug release [89], although the 
released molecules must then enter cells.

For antibodies with toxic payloads, the fate of the drug or 
radioisotope is also important. Some molecules are trapped 
within cells for extensive periods of time (residualizing 
drugs/probes/isotopes) while others leak out of the cell 
quickly. For radioisotopes, many metals such as indium are 
trapped for extended periods of time while iodine rapidly 
leaks from the cells [90]. In principle, small molecule drugs 
from ADCs can also diffuse to nearby cells. However, the 
targets of many of these drugs are present at high concentra
tions, such as microtubule‐binding sites or DNA. The diffu
sion of these small molecules must also overcome the 
obstacle of a binding‐site front in the tissue.

16.3.2.4 Shedding Like internalization, shedding can 
have both positive and negative impacts depending on the 
particular system being investigated. Many times, shed 
antigen has a negative impact on efficacy. For disrupting cell 
signaling, inducing ADCC or CDC, or delivery of intracel
lular payloads [91], binding to antigen that has detached 
from the cell surface cannot accomplish the desired impact 
but raises the necessary dose for saturation.

Underscoring the need to monitor cellular processing of 
antibodies under development, shed antigen appears to help 
in some instances [92]. If the internalization rate is suffi
ciently high to prevent penetration into the tissue (large 
Thiele modulus), the shed antigen can “rescue” the antibody 
from degradation. The shed antigen–antibody complex can 
then penetrate deeper into the tissue and target cells upon 
dissociation.

16.3.2.5 Stability Under most circumstances, it is desired 
that biologics are stable systemically and in the tumor micro
environment to allow adequate targeting. This reduces both 
plasma clearance and local metabolism in the clearance 
modulus and Thiele modulus. Stability can be compromised 
by the inflammatory environment of tumors with TAMs 
engulfing molecules nonspecifically [13, 36] and a variety of 
extracellular proteases degrading macromolecules in the 
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interstitium. One of the most well‐studied families is the 
MMPs. These proteins are secreted to degrade extracellular 
matrix and release growth factors in both wounding healing 
and tumorigenesis [93].

For ADCs, stability is important up to the point of cellular 
targeting, when the ADC can be degraded intracellularly to 
deliver the payload. A problem with labile linkers is the pos
sibility of accumulating significant unconjugated antibody 
in the blood after deconjugation [94]. If there is a mixture of 
unconjugated and drug‐loaded antibody in the blood and the 
total antibody dose is saturating, it is expected that the tumor 
cell surface will be targeted with an equivalent ratio as to 
what is in the plasma. For example, if the plasma has 30% 
unconjugated antibody and 70% ADC, then the cell surface 
would likely have 70% ADC and 30% unconjugated anti
body, all other things being equal. If the total dose is sub
saturating, the Krogh cylinder model predicts that the same 
amount of ADC will reach the tumor, but the distribution 
will be spread over more cells as the unconjugated antibody 
occupies a fraction of the binding sites.

In several instances, investigators have taken advantage 
of labile linkers for efficacy. “Prodrug” formulations of anti
bodies block the binding‐site before cleavage by tumor‐
associated proteases [95, 96]. This is primarily to reduce 
off‐target binding, but in principle it can be used to obtain 
more homogeneous distribution if the cleavage kinetics are 
slower than diffusion. ADCs that typically require internaliza
tion have also been targeted to extracellular matrix proteins 
[89]. Following cleavage of the linker, the small molecule 
drug is able to enter cells and bind its target. It is important to 
note that the distribution of the small molecule drug is also 
subject to the same principles of diffusion versus target 
binding. Small molecule drugs with high target densities 
(e.g., microtubules or DNA) often show gradients in tumors 
[63, 64, 97]. Other small molecules have been shown to dis
tribute more homogeneously if they enter cells slowly since 
they are able to diffuse farther before engaging their target [36].

16.3.2.6 Plasma Clearance Slower plasma clearance 
can lower the dose required for saturation according to the 
clearance modulus, and more stable linkers can reduce 
clearance of ADCs by deconjugation. Two additional factors 
should be considered when optimizing plasma clearance for 
target‐site effect: increased whole antibody clearance from 
modification and toxicity to the clearance organs. Particularly 
for ADCs, an increase in the number of drugs per antibody 
can alter the physicochemical properties of the molecule 
(such as surface charge [98]) and increase clearance [99]. 
This effect is not unique to drugs but occurs with other small 
molecule modifications and fluorophores.

Excretion is critical for these molecules, particularly 
ADCs and radiolabeled antibodies, due to toxicity. 
Overlabeling antibodies can increase clearance by the liver, 
concentrating the drug in a single organ relative to the more 

diffuse degradation of unlabeled antibodies. Detoxification 
is an important step in minimizing off‐target activity [100]. 
RIT is particularly problematic, since much of the dose 
never reaches the tumor, and decay in the periphery can be 
very toxic. Smaller, more rapidly cleared agents are filtered 
by the kidney but taken up in the proximal tubule by several 
mechanisms including degradation/amino acid transporters 
[101] and scavengers of peptides and larger proteins [102].

16.3.2.7 Modifying Tumor Physiology The poor drug 
transport properties in tumors have led investigators to 
modify the tumor microenvironment to improve drug 
delivery. One of the most well studied mechanisms arose 
from antiangiogenic treatments targeted at VEGF [103]. 
Originally developed to block the formation of new tumor 
blood vessels, these therapies also significantly modify the 
tumor vasculature, reducing macromolecular permeability, 
lowering interstitial pressure, increasing blood flow, and 
increasing oxygenation [11, 104]. These effects have far‐
reaching implications; for example, higher oxygen levels 
can increase drug sensitivity [105]. Many small molecule 
drugs are limited by blood flow to the tumor (high extrac
tion fraction), and the increased blood flow delivery pro
vides a synergistic effect. It is important to note that it 
reduces macromolecular permeability, and since this is the 
rate‐limiting step in antibody targeting, it lowers uptake. 
While the percentage of functional vessels within the tumor 
can increase due to pruning of nonfunctional capillaries, 
the total functional surface area is time dependent and also 
decreases, lowering delivery [106, 107]. Reduced delivery 
of macromolecules does not automatically result in lower 
efficacy (since competing effects could include increased 
sensitivity of the cells due to higher oxygenation). However, 
this antagonism is important when considering drug 
combinations.

In contrast to reduced permeability of anti‐VEGF therapy, 
other investigators have increased the vascular permeability 
[108, 109]. This strategy can improve the delivery of mole
cules by increasing the rate‐limiting step of antibody target
ing. An optimal balance must be achieved, however, since 
large increases in vascular permeability can induce vessel 
collapse [110]. While this has its own therapeutic benefit, it 
would antagonize the delivery of therapeutic antibodies.

16.4 concLuSIonS

Tumor targeting with protein therapeutics is a complicated 
multistep process occurring in the presence of large 
physiological variability within the tissue. By examining the 
fundamental rates in uptake, however, the distribution within 
tumors can be quantified, and the effect of modifications to 
dose, molecular weight, binding affinity, and other parame
ters can be predicted with reasonable accuracy. These factors 
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must then be combined with the impact on pharmacody
namics for a complete view of efficacy within the tumor 
microenvironment.

The effect of distribution on efficacy is dependent on the 
particular system being studied, so no universal answer 
works in every case. Rather than striving to always increase 
affinity, improve stability, slow plasma clearance, and use 
the maximum tolerated dose, a look at the therapeutic mech
anism of action and the biology of the target can help eluci
date the best targeting strategy. The quantitative parameters 
outlined in the first section can provide some insight into the 
tradeoffs of each parameter, helping to design experiments 
and interpret in vivo results. Ultimately, these considerations 
can help focus design efforts and improve the efficiency of 
development of these complex molecules.
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In 2007, William Pardridge gave an excellent summary on 
drug delivery to the central nervous system (CNS) [1]. He 
stated that out of greater than 7000 drugs in the Comprehensive 
Medicinal Chemistry database only 5% are used for CNS 
treatment, and that these drugs are limited to depression, 
schizophrenia, and insomnia [2]. The fact that so few drugs 
cross the blood–brain barrier (BBB) appears problematic 
considering that the number of people with a CNS disorder 
will grow with an aging population. The number of people 
older than 65 years will increase by 50% by 2020, and one 
out of every three individuals will have a CNS condition dur-
ing their lifetime [3]. A major reason for the very low acces-
sibility of the brain is the so‐called blood–brain barrier made 
up of brain capillaries (Fig. 17.1). In the human brain, these 
capillaries form a network of approximately 600 km length, 
which operates as a regulator of ion balance, a mediator of 
nutrient transport, and a barrier to xenobiotics and potentially 
harmful molecules. The capillaries are formed by brain 
microvessel endothelial cells, which are surrounded by peri-
cytes and a basal lamina of 30–40 nm thickness and are 
covered by astrocyte foot processes being in close neighbor-
hood to neurons. The basal membrane consists of heparin 
sulfate proteoglycans, fibronectin, collagen type IV, laminin, 
and other extracellular matrix proteins. The endothelial cells 
are connected to each other by extremely tight junctions and 
adherence junctions, preventing almost completely paracel-
lular movement across the barrier. The whole cellular com-
plex is termed “neurovascular unit.” However, due to its 
protective function, the BBB also represents a major obstacle 

for the development of CNS drugs. Although several carrier 
proteins and receptors are expressed in the BBB, which serve 
mainly for nutrient transport across the barrier (Fig.  17.2), 
most of the small molecules and almost all large molecule 
drugs, for example, recombinant peptides or antisense agents, 
are normally excluded from the brain [1, 4, 5]. Beside the 
tight junctions, the expression of various ABC export pumps 
recognizing an abundance of small molecules, but also some 
macromolecules, constitutes a major hurdle for efficient 
CNS  drug delivery. In humans, particularly p‐glycoprotein 
(ABCB1) and breast cancer‐resistance protein (ABCG2) are 
involved in drug export back into the blood circulation (for 
a review, see [6–8]).

In the past decade, biologics became a new therapeutic 
option for the treatment of a variety of CNS‐related diseases 
including neurodegenerative diseases, stroke, or brain 
tumors. In general, the number of biotherapeutic agents 
entering the pharmaceutical sector is rapidly increasing and, 
according to EvaluatePharma’s “World Preview 2014” 
report, the annual growth rate of biologics is expected to be 
8.5% from 2008 to 2014, 8–10 times greater than the growth 
rate of small molecules. Distinct from chemically synthe-
sized drugs, biologics are defined as engineered macromo-
lecular medicinal products, such as nucleic acid‐based or 
recombinant therapeutic proteins including antibodies. 
Despite promising in vitro results, the in vivo efficacy of 
such brain‐directed drugs remains mostly disappointing 
after intravenous (IV) administration because they are not 
able to cross the BBB.
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Hence, the understanding of the morphology of the BBB 
as well as the molecular and cellular mechanisms that deter-
mine its function is an inevitable prerequisite for successful 
delivery of macromolecules to the brain. Here, we review 
present knowledge about receptors in brain capillary endo-
thelial cells (BCECs) and delivery systems, which can be 
used to move biologics across the barrier and have an impact 
on their therapeutic efficacy.

17.1 CYTOTIC PROCESSES AT THE BBB

Beside membrane transport proteins for small molecular nutri-
ents such as glucose or amino acids, the BBB contains a variety 
of receptors, which might be utilized for the transfer of macro-
molecules. These receptors act in three different ways: (i) only 
endocytosis into the brain capillary endothelium without net 
transport across the barrier, (ii) transcytosis of their ligands 
from the blood circulation into the brain, and (iii) reverse tran-
scytosis from brain to blood. One of these receptors is the 
insulin receptor, which transports insulin of peripheral origin 
into the brain [9, 10]. Further receptors at the BBB are insulin‐
like growth factor I and II receptors (IGFIR, IGFIIR) [1, 11], 
low density lipoprotein (LDL) receptor, leptin receptor (OBR 
[12]), or the receptor of advanced glycation endproducts 
(RAGE, [13]). The latter is of particular interest in the patho-
genesis of Alzheimer’s disease as it is involved in the cerebral 
homeostasis and clearance of amyloid‐β [14, 15]. In general, 
these receptors may provide targets for the brain‐directed 
delivery of drugs, which under normal circumstances do not 
cross the BBB, including large biopharmaceutics. For example, 
it had been suggested that the Fc receptor (FcR; [16]) moves 
IgG molecules from the brain into the blood. However, these 
findings are questioned by others [17] showing that there was 
no significant difference in brain distribution of IgG in FcRn‐
deficient mice and C57BL/6J control mice.

The scavenger receptor (SR) at the BBB does not mediate 
transcytosis but only endocytosis into the brain microvessel 
endothelium. It transports acetylated LDL into endothelial 
cells but not across the barrier [18]. Further receptors at the 
BBB are the low density lipoprotein receptor‐related Proteins 
1 (LRP1) and 2 (LRP2, megalin; [19]). Ligands of LRP1 are 
melanotransferrin (p97) or the synthetic peptide Angiopep‐2 
[20, 21], but their rate of transcytosis seems to be lower than 
that of antibodies targeting the transferrin receptor [5]. The 
transferrin receptor is expressed at luminal as well as at the 
abluminal membrane of endothelial cells in the BBB and 
acts in a bidirectional way [16, 22]. It moves apotransferrin 
in the brain‐ to‐blood direction and holotransferrin from 
blood to brain.

In addition to these specific receptor‐mediated internaliza-
tion mechanisms, there are two other pathways mediated by 
caveolae or plasmalemmal vesicles and clathrin‐coated pits/
vesicles (reviewed in [23]). Caveolae‐mediated permeation 

across endothelial cells has been described as bulk‐phase or 
fluid‐phase transcytosis, which is independent of interactions 
between the transported molecules and the caveolar vesicle 
membrane. In brain capillaries, the occurrence of caveolae is 
relatively low, and thus it is not really clear to what extent this 
mechanism plays a role for transfer across the BBB [24]. 
In contrast, the expression density of clathrin‐coated pits/ves-
icles at the BBB seems to be much higher [25]. But, because 
of the negative surface charge of the clathrin‐coated pits, only 
very few of the plasma proteins can be transcytosed randomly 
within the fluid phase of clathrin‐coated vesicles. However, 
this pathway is of interest for the transport of positively 
charged molecules including artificially cationized proteins, 
such as albumin [26]. Electrostatic interactions may occur 
between the positively charged protein moieties and nega-
tively charged membrane surface regions on the endothelial 
cells [27]. Thus, all these mechanisms may be used to trans-
port macromolecules in either one or both directions across 
the BBB.

17.2 RECEPTORS AT THE BBB AS TARGETS  
FOR BIOLOGICS

17.2.1 Transferrin Receptor

The high expression of the transferrin receptor makes it an 
ideal candidate as target for the delivery of macromolecules. 
Beside its natural ligands, it also recognizes other macro-
molecules as well as colloidal delivery systems, such as lipo-
somes or nanoparticles, coupled to either transferrin or 
antibodies directed versus the receptor. The receptor exists 
in two subtypes TfR1 and TfR2 [28, 29]. At the BBB, TfR1 
is expressed [30]. But, although the engagement of the TfR 
has been used in several previous studies as an approach to 
facilitate the movement of large molecules across the BBB, 
the understanding of the determinants of effective transport 
is limited [31–34]. Shortly after the detection of the receptor 
at the BBB [35], it was shown that it is able to transfer small 
molecules coupled to antireceptor antibodies such as metho-
trexate [36] or small antisense oligonucleotides [37]. 
Recently, Pardridge published a profound overview on the 
receptor and its transport capacity [38]. He showed that 
brain uptake of murine anti‐rat TfR antibody OX26 is 
approximately 0.44% injected dose/gram brain, which is 
about half of the amount of Diazepam, which is almost 
100% extracted by brain at single pass.

Several examples have been published showing success-
ful transfer of macromolecules via the transferrin receptor 
across the BBB, including a conjugate of epidermal growth 
factor EGF [39]. Radiolabeled human EGF was biotinylated 
with NHS‐PEG3400‐biotin, and then conjugated to a com-
plex of a monoclonal antibody (OX 26) versus the rat trans-
ferrin receptor, which was coupled to streptavidin. In vivo 
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studies demonstrated that this conjugate could be used for 
imaging brain tumors beyond the BBB.

Yu et al. [32] showed that reducing the affinity of an anti‐
TfR antibody enhanced receptor‐mediated transcytosis 
across the BBB into mouse brain, thereby reaching thera-
peutically relevant drug concentrations. Anti‐TfR antibodies 
exhibiting a high affinity to TfR remained associated with 
the BBB, whereas lower affinity anti‐TfR antibody variants 
showed a broad distribution 24 h after dosing. In a further 
study, bispecific antibodies have been tailored against TfR 
and γ‐secretase (BACE1: β‐amyloid cleaving enzyme‐1), 
which is a prime therapeutic target for Alzheimer’s disease. 
The therapeutic effect of an anti‐BACE1 antibody in inhibit-
ing Aβ production had been demonstrated in vivo [40]. The 
antibodies traverse the BBB and reduce β‐amyloid levels in 
the brain [41]. Limits of this approach are as follows: chang-
ing the affinity of the antibody construct to the transferrin 
receptor significantly altered the intracellular trafficking of 
TfR. High affinity binding to TfR resulted in a dose‐
dependent reduction of TfR levels in the brain. These anti-
bodies facilitated the trafficking of TfR to lysosomes and 
thus induced the degradation of TfR. As the authors say, 
their findings “reveal a fundamental cellular principle with 
translational implications, namely that TfR cellular traf-
ficking is modulated by TfR antibody affinity…current 
therapeutic strategies targeting TfR with high‐affinity 
 antibodies using chronic dosing paradigms may be severely 
hindered by the gradual loss of TfR, resulting in limited 
brain antibody uptake and also impacting physiological iron 
transport into the brain.”

A similar study showed that a difference between monova-
lent and bivalent antibody influenced the efficacy and that the 
binding mode to the TfR is absolutely crucial for  successful 
transport of antibodies across the BBB [42]. A TfR–antibody 
conjugate with an anti-amyloid‐β antibody, which used a 
monovalent binding mode to the TfR increased amyloid‐β 
target engagement in a mouse model of Alzheimer’s disease 
by 55‐fold compared to the parent  antibody, whereas a  bivalent 
binding mode led to lysosome sorting.

17.2.2 Insulin Receptor

Shortly after the mention of insulin receptors at the BBB 
[43–45], it was suggested to utilize them for drug delivery 
across the BBB [45, 46]. Wu et al. [47] aimed to deliver a 
radiopharmaceutical peptide (Aβ1–40) to the brain by cou-
pling it to a monoclonal antibody versus the insulin receptor. 
They observed a marked increase in the peptide in rhesus 
monkey brain within 3 h after IV administration, whereas no 
uptake of the peptide was seen in the absence of the delivery 
system. The same group demonstrated nonviral gene transfer 
(plasmids encoding either luciferase or β‐galactosidase) to 
primate brain after encapsulation into PEGylated immunoli-
posome, which had been coupled to a monoclonal antibody 

to the human insulin receptor. The level of luciferase gene 
expression in the brain was shown to be 50‐fold higher in the 
rhesus monkey as compared to the rat, and the neuronal 
expression of the β‐galactosidase gene in brain was demon-
strated by histochemistry and confocal microscopy [48]. 
This delivery approach was developed further by the produc-
tion of a genetically engineered fusion protein, where the 
amino terminus of human brain‐derived neurotrophic factor 
(BDNF) was fused to the carboxyl terminus of the heavy 
chain of a chimeric human insulin receptor monoclonal anti-
body (HIRMAb). The pharmacokinetics of the fusion pro-
tein was examined in rhesus monkeys where therapeutic 
levels of BDNF could be produced in brain following IV 
administration. Consequently, it was postulated that neuro-
trophins, such as BDNF, can be reformulated to enable these 
molecules to cross the human BBB and that such fusion pro-
teins may represent a novel class of neurotherapeutics [49]. 
This strategy was also used to couple α‐l‐iduronidase, an 
enzyme that can be utilized for the treatment of the lyso-
somal storage disease mucopolysaccharidosis (MPS) type I, 
also known as Hurler’s syndrome. The specific activity of 
the affinity purified fusion protein was comparable to the 
specific activity of recombinant enzyme. The fusion con-
struct was again rapidly transported into the brain of rhesus 
monkey following IV administration [50]. Several further 
studies demonstrated successful application of this strategy 
for delivery of other biologics including erythropoietin 
(EPO) [51], the decoy receptor human tumor necrosis factor 
receptor (TNFR) [52], or Iduronate 2‐sulfatase for the 
treatment of MPS type II [53].

However, a drawback of these studies is given by the fact 
that most of the experiments used a mouse antibody, which 
could lead to immunogenic reactions in humans. As one way 
to address this disadvantage, the antibody was reengineered. 
A chimeric antibody [54] and a fully humanized form of the 
antibody against the human insulin receptor have been 
 created [55]. A detailed summarizing description of these 
modifications is given by Jones and Shusta [56].

17.2.3 Insulin‐Like Growth Factor Receptor

The insulin‐like growth factor II (IGF‐II) receptor is also 
known as mannose 6‐phosphate (M6P) receptor. M6P plays a 
role in the recognition of lysosomal enzymes and their sort-
ing to lysosomes. Obviously, this receptor is mainly active in 
newborns as transport of β‐glucuronidase across the BBB 
was only observed in newborn but not in adult mice [11].

17.2.4 LDL Receptor

The presence of an LDL binding receptor (LDLR) was first 
described in bovine brain capillaries by Méresse et al. [57]. 
Apparently, the expression of this receptor is modulated by 
soluble factors released from astrocytes [58]. A recent study 
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gave evidence that LDLR was involved in the uptake of 
siRNA, when a cholesterol‐conjugated 21/23‐mer siRNA 
targeting OAT3 (organic anion transporter 3)  mRNA was IV 
injected into mice after its incorporation into extracted 
endogenous lipoproteins [59]. Consequently, it was postu-
lated that siRNA may be delivered into BCECs in vivo by 
using endogenous lipoprotein, which could make this 
strategy useful as a new gene‐silencing therapy for diseases 
involving BCECs. Furthermore, from phage‐display biopan-
ning, a series of peptide ligands for LDLR was developed 
with improved receptor‐binding affinity. A single peptide 
and its analogs were identified, which was demonstrated to 
efficiently and quickly cross CNS barriers. The binding of 
this peptide on the extracellular LDLR domain was studied 
in NMR‐oriented structural studies and docking experiments 
[60]. In an attempt to link a biologic to an LDLR ligand, the 
lysosomal enzyme α‐l‐iduronidase (IDUA) was coupled to 
a receptor‐binding peptide from apolipoprotein E (Apo‐E) in 
order to treat MPS type I in a mouse model [31]. Two fusion 
candidates were generated, showing receptor‐mediated 
binding, endocytosis, and transendothelial transport into 
nonendothelium perivascular cells, neurons, and astrocytes 
within 2 days of treatment as well as appropriate lysosomal 
enzyme trafficking and biological function. Five months 
after long‐term delivery of one of the conjugates, 2–3% of 
normal brain enzyme activities were obtained in these mice, 
and the fusion enzyme was detected in neurons and astro-
cytes throughout the brain.

A further approach to use the LDLR as a route for drug 
delivery was the development of dual‐targeting paclitaxel‐
loaded nanoparticles for brain tumor treatment, which were 
decorated with a peptide with special affinity for the receptor 
to transport the drug across the BBB, and then target brain 
tumor cells. Cellular uptake mechanism experiments showed 
that uptake of these nanoparticles by endothelial cells and 
glioma C6 cells was energy‐dependent and caveolae‐ and 
clathrin‐mediated endocytosis pathways were involved. The 
nanoparticles significantly increased the transport ratio of 
Paclitaxel across the BBB and induced apoptosis of C6 
glioma cells below the BBB, and these effects were signifi-
cantly inhibited by excess of free decorating peptide. In vivo 
fluorescence imaging indicated that the nanoparticles labeled 
with a near‐infrared dye permeated across the BBB and 
accumulated at the glioma site. The median survival time of 
glioma‐bearing mice administered with dual‐targeting 
nanoparticle‐bound paclitaxel was significantly prolonged 
and the treatment induced significantly more cell apoptosis 
and tumor necrosis than other treatments [61].

17.2.5 Low Density Lipoprotein Receptor‐Related 
Protein 1

Low density lipoprotein receptor‐related protein 1 (LRP1/
CD91/α2‐macroglobulin receptor), which is structurally 

similar to the LDL receptor, is a multifunctional scavenger 
transporter and signaling receptor [62, 63]. It appears to 
transport a variety of ligands across the BBB including 
amyloid‐β [64–66], tissue‐type plasminogen activator [67], 
Apo‐E2 and Apo‐E3 in free form as well as in complexes 
with amyloid‐β [68], receptor‐associated protein [69], and 
others. In plasma, a soluble form of LRP1 is the major trans-
port protein for peripheral Aβ; in brain endothelium, it is 
postulated to mediate Aβ efflux across the BBB [70].

17.2.6 Low Density Lipoprotein Receptor‐Related 
Protein 2

LRP2 or megalin is expressed primarily in a subset of 
 epithelial and endothelial cell layers including renal proximal 
tubules, the ciliary body of the eye, thyroid colloid, epidid-
ymis, alveolae, and brain vasculature [71, 72]. Studies by 
Zlokovic et al. [73], and Shayo et al. [74], gave evidence that 
megalin mediates cellular uptake and transport of Apo‐J and 
A‐β (1–40)/Apo‐J complex at the cerebral vascular 
endothelium.

17.2.7 Leptin Receptor (OBR)

Leptin, a peptide hormone consisting of 167 amino acids, is 
a major regulator of body weight [12] and controls together 
with the peptide hormone ghrelin hunger and satiety. Zhang 
et al. [75] suggested a negative feedback loop between 
leptin and bodyweight. Fat‐induced leptin crosses the BBB 
by transcytosis and interacts with leptin receptors in the 
arcuate nucleus to inhibit feeding and increase thermogen-
esis, which decreases fat mass. Absent or impaired leptin 
receptors are discussed to be a cause of obesity in humans. 
In a recent in vitro study [76], a 30 amino acid peptide 
derived from leptin was used as brain‐targeting ligand. 
Dendrigraft poly‐l‐lysine (DGL) was used as nonviral gene 
vector and DGL‐PEG‐Leptin30 was complexed with 
plasmid DNA to yield nanoparticles. The targeted particles 
were transported across an in vitro BBB model and accumu-
lated in rodent brains after IV administration resulting in 
relatively high gene transfection efficiency.

17.2.8 Receptor of Advanced Glycation Endproducts

RAGE is a 35‐kD transmembrane receptor of the immu-
noglobulin superfamily, which was first characterized by 
Neeper et al. [13]. It is a multiligand receptor involved in 
inflammatory disorders, diabetic complications, tumor 
growth, and Alzheimer’s disease [15]. Similar to LRP1, 
RAGE appears to interact with amyloid β resulting in the 
transport of amyloid‐β across the BBB [77, 78]. While 
the majority of findings claim export of amyloid‐β through 
the BBB, there are also findings describing apical‐to‐
basolateral transport of amyloid‐β peptides through BBB 
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cells by this receptor, making it interesting as drug target 
[79]. New findings suggest that amyloid‐β reduces 
p‐ glycoprotein in the BBB through a RAGE‐NF‐kB sig-
naling pathway [80].

17.2.9 Scavenger Receptor (SR)

The presence of an SR being responsible for the uptake of 
polyanions such as succinylated proteins was first shown in 
cultured bovine brain microvessel endothelial cells [81], 
when large succinylated proteins were taken up, whereas no 
significant uptake was observed for native proteins and small 
succinylated proteins. RT–PCR studies confirmed the 
expression of SR types I and II in cerebral microvessels [82]. 
In porcine BCECs, SR class B, type I is expressed and con-
tributes to selective uptake of HDL‐associated vitamin E 
[83]. SR class B, type I may also play a role in the passage 
of surface modified nanoparticles, which can be used for the 
delivery of biologics, across the BBB [84, 85].

17.3 “TROJAN HORSE” APPROACHES 
TO TARGET BBB RECEPTORS

Within the past 2 decades, it became obvious that a “Trojan 
horse” approach might be useful to deliver macromolecular 
drugs to the CNS, by coupling the respective drug to an 
endogenous substrate or an antibody versus one of the 
abovementioned receptors in the luminal membrane of the 
BBB. One of the first examples showing the usefulness of 
this approach was the linkage of monobiotinylated vasoac-
tive intestinal peptide (VIP) to a covalent conjugate of avidin 
and the OX26 monoclonal antibody to the rat transferrin 
receptor. Systemic infusion of a low dose chimeric peptide 
in rats resulted in an in vivo CNS pharmacologic effect, 
namely a 65% increase in cerebral blood flow. Without the 
brain transport vector, the VIP was ineffective [86]. In 
another study, a plasmid bearing a fusion gene consisting of 
transferrin and the enzyme α‐l‐iduronidase has been con-
structed, which in vivo resulted in the production of high 
levels of an enzymatically active protein that was transported 
into the CNS by transferrin receptor‐mediated endocytosis 
in mice [87]. Furthermore, an anti-amyloid‐β antibody was 
made, which uses a monovalent binding mode to the trans-
ferrin receptor. This construct increased β‐amyloid target 
engagement in a mouse model of Alzheimer’s disease by 55‐
fold compared to the parent antibody. Interestingly, monova-
lent binding facilitated transcellular transport, whereas a 
bivalent binding mode led to lysosome sorting [42].

The most potent Trojan horses known include monoclonal 
antibodies for the human insulin receptor, the murine OX26 
monoclonal antibody to be used in rats, or the rat 8D3 anti-
body that targets the mouse transferrin receptor. Bacterial β‐
galactosidase being conjugated to the rat monoclonal 

antibody versus the transferrin receptor via a streptavidin‐
biotin linkage was successfully delivered to the brain of mice 
as determined by the measurement of enzyme activity in the 
CNS [88]. An elegant study demonstrated the development of 
a murine monoclonal antibody to the human insulin receptor 
to be used as shuttle across the BBB. Humanization of the 
antibody was achieved by complementarity determining 
region grafting on the FR (framework regions) of the human 
B43 IgG heavy chain and the human REI κ light chain [55]. 
The affinity of this humanized antibody to the human insulin 
receptor was somewhat lower as compared to the murine 
monoclonal antibody, but IV injection of 125I‐labeled human-
ized antibody to rhesus monkeys resulted in a rapid transport 
into all parts of the primate brain. The antibody was rapidly 
taken up into the gray and white matter of the brain and the 
recovered amount was approximately 1% of the injected 
dose, which is very high for a large molecule. The list in 
Table 17.1 shows some examples of fusion conjugates of bio-
logics with such antibodies that have been suggested to be 
delivered to the brain.

However, some data in primates are conflicting. While 
the mentioned studies indicated brain penetration of insulin‐
receptor–antibody fusion proteins, there are also data 
 showing lack of a pharmacological action in primates [101].

An antibody recognizing amyloid plaques at Alzheimer’s 
disease is gantenerumab [102]. A bispecific antibody was 
reengineered with one domain being a monovalent single‐
chain transferrin receptor monoclonal antibody [42]. 
However, brain concentration of the monovalent antibody 
was very low with a brain uptake of less than 0.1% injected 
dose/g in the mouse. Another bispecific antibody, where a 
therapeutic arm is combined with a BBB‐transcytosing arm, 
was recently designed by Farrington et al. [103]. BBB‐
permeable single‐domain antibody FC5 was isolated by phe-
notypic panning of a naive llama single‐domain antibody 
phage‐display library. FC5 was engineered as a mono‐ and 
bivalent fusion with the human Fc domain in order to use it 
as a modular brain delivery platform. The bivalent fusion of 
FC5 with Fc increased the rate of transcytosis across brain 
endothelial monolayers by 25% compared with monovalent 
fusion. In rats, an up to a 30‐fold enhanced apparent brain 
exposure of FC5 compared with control domain antibody–
Fc fusions was seen after systemic dosing. The pharmaco-
logical potency of this construct was evaluated in a model of 
inflammatory pain using the BBB impermeable neuropep-
tides dalargin and neuropeptide Y chemically conjugated 
with FC5–Fc fusion proteins. Improved serum pharmacoki-
netics of Fc‐fused FC5 contributed to a 60‐fold increase in 
pharmacological potency compared with the single‐domain 
version of FC5; bivalent and monovalent FC5 fusions with 
Fc exhibited similar potency.

Tumor necrosis factor α (TNFα) is of special interest in 
ischemic stroke. This proinflammatory cytokine is synthe-
sized in brain within 1 h of an acute experimental ischemic 
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stroke. Etanercept is a decoy receptor‐type TNF inhibitor 
(TNFI), which is widely used to suppress TNFα action in 
inflammation in peripheral organs. However, etanercept is 
not applicable for the treatment of brain stroke because it 
does not cross the BBB. In order to enable delivery of TNFI, 
type II human TNFR was fused to the genetically engineered 
chimeric monoclonal antibody (mAb) against the mouse 
TfR (cTfRMAb–TNFR fusion protein) [104]. Forty‐five 
minutes after IV administration of 1 mg/kg of this construct, 
the fusion protein caused a 40–50% reduction in hemi-
spheric, cortical, subcortical stroke volumes, and neural 
 deficit. Treatment with 1 mg/kg etanercept itself had no 
significant changes in either stroke volume or neural deficit 
measurements.

In addition, a fusion protein between TNFR and antibody 
versus the human IR, HIRMAb‐TNFR, has been engineered 
[52]. TNFR–Fc fusion protein did not cross the primate BBB 
in vivo, but the uptake of the HIRMAb–TNFR fusion protein 
was high and 3% of the injected dose was taken up by the 
primate brain. The TNFR was selectively targeted to brain, 
relative to peripheral organs, following fusion to the 
HIRMAb. In a similar way, a fusion construct HIRMAb–
EPO was engineered by fusing human EPO to the carboxyl 
terminus of the heavy chain of a chimeric monoclonal 
 antibody against the human insulin receptor [51]. EPO is a 
neurotrophic factor that could be developed as a drug for 

diverse brain disorders. Studies in rhesus monkeys showed 
that the fusion protein was selectively transported across 
the BBB. The permeability–surface area product ratio, as a 
 measure for permeability, between HIRMAb–EPO and the 
unmodified EPO increased approximately 3–10 times in 
brain  compared to other organs.

A general concern of all fusion proteins is their safety. 
A  recent study demonstrated safety of a TfRMAb–GDNF 
fusion protein following 12 weeks of twice‐weekly IV injec-
tion of 2 mg/kg/injection in mice [105]. Organ histology 
revealed no pathologic changes in brain, pancreas, liver, 
kidney, spleen, and heart. Body weight did not change, 
serum parameters remained unaltered, plasma clearance and 
volume of distribution did not change, and brain uptake of 
the fusion protein was constant indicating no change in 
receptor expression. Furthermore, plasma antibody titers 
against the fusion protein were very low and were not related 
to the clearance of the protein. Similar observations were 
made for other fusion proteins [34].

In addition to antibodies, several peptides have been iden-
tified to be receptor ligands and to have high permeability 
across the BBB [20, 21]. For example, therapeutic peptides 
and proteins have been conjugated to Angiopep‐2, an LRP1‐
ligand for efficient brain delivery. Aprotinin, a pancreatic 
trypsin inhibitor, which contains the KPI (Kunitz protease 
inhibitor) sequence, is a ligand of LRP [106]. Transport of 

TABLE 17.1 Examples of fusion conjugates of biologics with antibodies that have been suggested to be delivered to the brain

Ligand Vector Receptor References Indication

Vasoactive intestinal  
peptide

OX26 MAb Rat TfR [86] Vasodilatation, ischemic brain 
damage

α‐l‐Iduronidase HIRMAb Human insulin receptor [50] Mucopolysaccharidosis type I, 
Hurler’s syndromeMurine TfRMAb Murine transferrin receptor [89, 90]

Glial‐derived neurotrophic  
factor (GDNF)

MAb Human insulin receptor [91, 92] Parkinson, stroke, motor neuron 
disease

Brain‐derived neurotrophic  
factor (BDNF)

OX26 MAb Rat transferrin receptor [93, 94] Stroke

Arylsulfatase a MAb Human insulin receptor [95] Metachromatic leukodystrophy 
(lysosomal storage disease)

N‐Sulfo‐glucosamine 
sulfohydrolase  
(sulfamidase)

MAb Human insulin receptor [96] Mucopolysaccharidosis type 
IIIA (Sanfilippo type A 
syndrome)

TNF‐receptor (decoy  
receptor)

MAb Human insulin  
receptor

[52] Stroke, traumatic brain  injury, 
spinal cord injury, 
neurodegeneration, depression

Recombinant human  
soluble CD4

128.1 MAb Human TfR [97] HIV
OX26 MAb Rat TfR

Human epidermal growth  
factor

OX26 MAb Rat TfR [39] Brain tumor diagnosis

Nerve growth factor OX26 MAb Rat TfR [98] Huntington’s disease
PNA antisense to luciferase 

mRNA
OX26 MAb Rat TfR [99] Diagnostic

PNA antisense to  
Huntington gene

8D3 MAb Murine TfR [100] Huntington’s disease
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aprotinin across the BBB is mediated by LRP [107]. By 
aligning the amino acid sequence of aprotinin with the 
Kunitz domain of human proteins, the family of Angiopep 
peptides was identified [20]. Among these peptides, 
Angiopep‐2 showed the best ability, with three to seven 
times higher endocytosis in comparison to aprotinin. In situ, 
brain distribution of Angiopep‐2 was much higher than that 
of aprotinin.

Besides the delivery of various small molecules such as 
doxorubicin or paclitaxel, the Angiopep‐2 system has also 
been used to deliver macromolecules. For example, genetic 
fusion of the gene encoding human catalase and the gene 
encoding Angiopep‐2 was performed in order to transfer 
 catalase into BCECs for the treatment of oxidative stress 
caused by excessive production of hydrogen peroxide. The 
fusion protein retained the same specific enzymatic activity 
of the native enzyme. About 0.1 μM of the fusion protein 
entered brain endothelial cells within 15 min, while internal-
ization of the native protein was not observed. Treatment of 
the cells with 20 units of the fusion protein for 30 min 
showed protection against H

2
O

2
 up to 5.0 mM, whereas this 

protective effect was not observed from treatment with the 
native protein [108].

Another option for drug delivery to the CNS offer cell‐ 
penetrating peptides, which are quite heterogeneous in size 
(10–27 amino acid residues), but all possess positive charges. 
Cell‐penetrating peptides derived from natural proteins 
include the transcription‐activating factor (Tat), penetration, 
and the so‐called Syn‐B vectors as well as engineered short 
peptides such as the homoarginine vectors, transportan or 
sequence signal‐based peptide (SBP), and fusion sequence‐
based peptide [23]. The exact mechanisms, by which these 
peptides are internalized and carry their payload, are still 
under discussion and may be different for the distinct  peptides, 
but several studies indicate a crucial role of basic residues in 
the translocating ability of these molecules [109–112].

However, one drawback of “Trojan horses,” where the 
drug of interest is coupled directly to the vector is the limited 
extent of drug loading per shuttle molecule. But a significant 
advancement of this technology consists in the linkage of 
colloidal carriers to a brain‐directed vector such as  polymeric 
nanoparticles or liposomes, which might contain thousands 
of drug molecules. For example, for daunomycin‐carrying 
liposomes coupled to the murine OX26 monoclonal  antibody 
versus the rat transferrin receptor, it has been calculated that 
one liposome might host ≥10,000 drug molecules [113].

17.4 COLLOIDAL CARRIERS FOR DRuG 
DELIVERY

Colloidal carriers used for brain‐directed drug delivery are 
mainly polymeric nanoparticles, liposomes, or solid lipid 
nanoparticles. These carriers are particles in a size range 

from 1 to 1000 nm, in which therapeutics can be covalently 
attached, entrapped, or be absorbed. They offer several 
advantages versus the simple Trojan horse approach. Many 
thousands of drug molecules can be incorporated, the 
 stability of the drug may be retained, its membrane barrier 
permeation limiting characteristics may be masked, and thus 
the system may allow access across the previously imperme-
able membrane of brain endothelial cells. Once the colloidal 
carrier reaches brain tissue, drugs may be released by desorp-
tion, diffusion across the carrier matrix, or by erosion/degra-
dation of the particle. On the other hand, such carriers need 
to fulfill a series of requirements to be used a drug shuttles. 
They must be nontoxic, nonimmunogenic, and noninflam-
matory, the material should ideally be biodegradable, and 
the particles need to be nonthrombogenic. In addition, all 
colloidal carriers have to be stable in blood, which means 
that they may not be opsonized by blood proteins leading to 
recognition by the reticuloendothelial system, not activate 
neutrophil blood cells, or lead to platelet aggregation. 
Avoidance of interaction with the blood components is nor-
mally achieved by PEGylation through coupling of polyeth-
ylene glycol (PEG) chains to the surface of the colloidal 
[114, 115], resulting in a steric stabilization and a prolonged 
circulation half‐life of the colloidal carriers. Liposomes ful-
fill most of the listed requirements. But, this is not enough to 
achieve targeting of the BBB. Significant progress has again 
been made by attaching BBB‐directed targeting vector. For 
example, liposomes have been coupled to thiolated above-
mentioned OX26 monoclonal antibody versus the rat trans-
ferrin receptor using a bifunctional 2000‐Da PEG, which 
contained a lipid for liposome incorporation at one side and 
a maleimide for antibody coupling at the other side. These 
liposomes were able to deliver their load (daunomycin) to 
the CNS of rats after IV administration [113]. This concept 
was successfully extended to the CNS delivery of a biologic 
[116] in an experimental 6‐hydroxydopamine model of 
Parkinson’s disease in order to normalize tyrosine hydroxy-
lase activity in the striatum of adult rats. The tyrosine 
hydroxylase expression plasmid was incorporated into 
immunoliposomes that were targeted to the rat TfR to 
undergo both receptor‐mediated transcytosis across the BBB 
and receptor‐mediated endocytosis into neurons behind the 
BBB by accessing the TfR. Thus, the striatal tyrosine 
hydroxylase activity ipsilateral to the intracerebral injection 
of the neurotoxin could be normalized.

In a similar way, plasmids encoding either luciferase or 
β‐galactosidase had been incorporated into PEGylated 
immunoliposomes, which were administered to rhesus mon-
keys and targeted to the brain with a monoclonal antibody to 
the human insulin receptor [48]. The rate of transport of this 
construct across the primate BBB was nearly 10‐fold greater 
than the rate of transport of an antihuman transferrin receptor 
monoclonal antibody across the primate BBB in vivo [117]. 
The gene expression of luciferase was 50‐fold higher in the 
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brain of rhesus monkeys than in brain of rats, where OX26 
had been coupled to the liposomes as the targeting vector. 
Neuronal expression of the β‐galactosidase gene in the brain 
of the monkeys was demonstrated by histochemistry and 
confocal microscopy. The study also revealed a global 
delivery of the exogenous gene to the primate brain. Gene 
expression was higher in gray matter as compared to white 
matter, which could be explained with an approximate three-
fold greater vascular density of gray matter relative to white 
matter [118].

Significant targeting to the brain of mice of double‐
stranded oligodeoxynucleotide/polyethylenimine complexes 
by biotinylated PEG‐stabilized liposomes, which had been 
coupled to anti‐mouse transferrin receptor antibody 8D3, 
has been presented by Ko et al. [119]. PEGylated liposomes 
without the vector showed virtually no brain uptake after 
correction for organ plasma volume. However, 8D3‐targeted 
liposomes showed increased brain uptake of 0.33%ID/g at 
1 h after IV bolus injection. The authors explicitly emphasize 
the delivery of intact double‐stranded native, phosphodiester‐
based oligodeoxynucleotide because the delivery system 
protects the integrity in the systemic circulation during the 
delivery process. 8D3‐coupled liposomes were also useful 
to  deliver bacterial β‐galactosidase together with a brain‐
specific promoter taken from the 5′ flanking sequence of the 
human glial fibrillary acidic protein (GFAP) gene [120]. 
Confocal microscopy colocalized immunoreactive bacterial 
β‐galactosidase together with immuno GFAP in brain 
astrocytes.

Beside liposomes, nanoparticles made from biodegrad-
able polymers may be used for brain delivery of biologics. 
Many factors may influence the BBB transport mechanism of 
such particles, including the type of polymers, size of the NP, 
types of surfactants, or the drug molecule. Common poly-
mers include alkylcanoacrylates, polylactide, or lactide/gly-
colide copolymers degrading within days or weeks dependent 
on the kind of polymer used. Polymeric nanoparticles are 
fabricated either by emulsion polymerization, interfacial 
polymerization, desolvation evaporation, or solvent deposi-
tion. A potential disadvantage of such particles may be the 
requirement of free radicals, radiation, UV, or hydroxyl ions 
light to trigger the polymerization process, which makes the 
incorporation of sensitive peptides and proteins difficult. 
Similar to liposomes, nanoparticles need a brain‐directed 
vector to achieve effective drug delivery. A  very elegant 
method is the incorporation or coating with surfactants such 
as polysorbates or poloxamers. It has been suggested that 
apolipoproteins, preferentially Apo‐E, adsorb to surfactant‐
coated nanoparticles during their circulation in blood. 
Consequently, polysorbate‐coated nanoparticles are subject 
to the same endocytotic process as LDLs undergo at the BBB 
[121]. Alternatively, Apo‐E or fragments thereof as well as 
Apo‐AI or Apo‐B100 have been coupled directly to nanopar-
ticles consisting of alkylacrylates or albumin [122]. Electron 

microscopy as well as laser scanning fluorescence micros-
copy gave clear evidence for appearance of surfactant treated 
and/or Apo‐E‐covered particles beyond the BBB [123, 124].

Interestingly, drugs including biologics appear not neces-
sarily be incorporated into the nanoparticles, but may also just 
be adsorbed. For example, nerve growth factor A (NGF) has 
been described to be adsorbed to poly(butylcyanoacrylate) 
(PBCA) nanoparticles coated with polysorbate and to exert 
a significant central pharmacological effect after IV admin-
is tration [125]. NGF is essential for the survival of both 
peripheral ganglion cells and central cholinergic neurons in the 
basal forebrain. It is able to prevent the degradation of cholin-
ergic neurons in adult rats having experimental lesions mim-
icking the cholinergic deficit in Alzheimer’s disease [126]. 
Accelerated loss of central cholinergic neurons during 
Alzheimer’s disease may suggest a possible therapeutic benefit 
from treatment with NGF. NGF adsorbed to polysorbate‐ 
80‐coated PBCA nanoparticles was administered in a model 
of  acute scopolamine‐induced amnesia in rats as well as 
in a model of 1‐methyl‐4‐phenyl‐1,2,3,6‐tetrahydropyridine 
(MPTP)‐induced Parkinsonian syndrome. IV administration 
of nanoparticle‐bound NGF successfully reversed scopolamine‐
induced amnesia and improved recognition and memory. In 
addition, a significant reduction in the basic symptoms of 
Parkinsonism (oligokinesia, rigidity, and tremor) was observed. 
Efficient transport of NGF across the BBB was confirmed by 
measurement of NGF concentrations in the murine brain. The 
highest cerebral concentration of NGF was observed 45 min 
after administration, but, after 24 h, NGF concentration in 
brain was still higher in animals treated with particulate NGF 
compared to animals treated with free NGF (Fig. 17.3).

The abovementioned membrane penetrating carrier  peptide 
Angiopep‐2 is also used for the delivery of nanoparticles 
across the BBB. For example, a PAMAM‐PEG‐Angiopep/
DNA nanoparticulate system used polyamidoamine 
(PAMAM) coupled to PEG and DNA to deliver DNA to brain 
glioma [127, 128]. The PAMAM‐PEG‐Angiopep/DNA parti-
cles accumulated especially at the tumor site. Glioma‐bearing 
mice showed a significantly prolonged median survival time 
when treated with these particles. In a similar approach, an 
angiopep‐conjugated DGL‐based gene delivery system was 
manufactured, in which the therapeutic gene encoding human 
glial cell line‐derived neurotrophic factor (hGDNF) was 
incapsulated. In a rotenone‐induced chronic model of 
Parkinson’s disease, rats showed best improved locomotor 
activity and apparent recovery of dopaminergic neurons when 
treated with these particles compared to those in other groups.

17.5 OTHER BRAIN‐DIRECTED CARRIERS

Besides apolipoprotein, antibody, and Angiopep‐2 modified 
carriers, several other systems have been engineered to deliver 
biologics across the BBB. For example, brain‐targeting 
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peptide sequences can be directly incorporated into the 
therapeutic protein. A recently published study demonstrates 
the successful delivery of the endopeptidase neprilysin, which 
may be used to reduce the accumulation of Aβ. The authors 
characterized a recombinant neprilysin that contained a 38 
amino acid brain‐targeting domain (ASN12) for pharma-
cology in a mouse as well as efficacy in 2 APPtg mouse 
models of AD. The recombinant ASN12 transited to the brain 
with a t

½
 of 24 h and accumulated to 1.7% of injected dose at 

24 h following IV delivery. Pharmacodynamic evaluation was 
performed in a tg2576 APPtg mouse with the prion promoter 
APP695 SWE mutation and in the Line41 mThy1 APP751 
mutation mouse. Treatment of either APPtg mouse resulted in 
reduced Aβ, increased neuronal synapses, and improved 
learning and memory. The Line41 APPtg mice showed 
increased levels of C‐terminal neuropeptide Y fragments and 
increased neurogenesis [129].

A 29 amino acid peptide derived from the rabies virus 
glycoprotein (RVG29) was coupled to PAMAM dendrimers 
through bifunctional PEG, then complexed with DNA, 
yielding PAMAM‐PEG‐RVG29/DNA nanoparticles [130]. 
These particles were endocytosed by BCECs through a 
clathrin‐ and caveolae‐mediated energy‐depending process, 
and cellular uptake could be inhibited by free virus glyco-
protein and GABA but not by nicotinic acetylcholine 
receptor agonists/antagonists. PAMAM‐PEG‐RVG29/DNA 
NPs showed higher capability to cross the BBB than 
PAMAM/DNA particles in an in vitro BBB model. In vivo 
imaging showed that the NPs were preferably accumulated 

in brain. Report gene expression of PAMAM‐PEG‐RVG29/
DNA particles was observed in brain and was significantly 
higher than unmodified NPs.

17.6 STEM CELL‐MEDIATED DRuG DELIVERY

The identification of stem cells in the CNS and in association 
with gliomas has spawned an entire field of research and 
intense investigation to use them for therapy and as delivery 
vehicle for biologics. They are ideal candidates for cell‐
based gene therapy overcoming limitations of viral vectors 
due to their ability to cross the BBB [131–133]. This makes 
them particularly interesting for the therapy of glioblastoma 
multiforme, because of their predicate to home at tumor site, 
but also for neurodegenerative disorders [134].

Neural stem cells were first used for tumor therapy, but 
they may also be afflicted with limitations, such as poten-
tial risk of tumorigenesis, need for engineering by viral 
vectors, risk of host insertional mutagenesis, and the lack 
of being autologous [133]. An alternative are, for example, 
mesenchymal stem cells [135], which can be obtained 
from blood cells, bone marrow, or peripheral tissues. Geneti-
cally modified stem cells have been used to express suicide 
genes (cytosine deaminase–uracil phosphoribosyltransfer-
ase) to target glioma [136]. The therapeutic stem cells still 
had tumor tropism when injected to a distant intracranial 
site and effectively inhibited glioblastoma growth after  
5‐fluorocytosine therapy.

(a)

Transmission image Fluorescence microscopy
50 μm

(b)

FIGuRE 17.3 Passage of surfactant treated nanoparticles across the blood–brain barrier. Sixty minutes after the administration of 
 polysorbate‐80‐coated fluorescence‐labeled nanoparticles to rats by IV injection, particle‐associated fluorescence can be assigned to the 
brain capillary lumen, the endothelial cells, and the perivascular brain tissue. (a) Fluorescence image and (b) transmission image. Reimold 
et al. [123]. Reproduced with permission of Eur J Pharm Biopharm. (See insert for color representation of this figure.)
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17.7 FOCuSED uLTRASOuND AND 
MICROBuBBLES

Among the different strategies to deliver macromolecule 
therapeutics into the CNS, the focused ultrasound soni-
cation (FUS) together with microbubbles (MBs) gains 
increasingly interest for the delivery of small molecules 
and biologics. This approach has been shown to be effec-
tive in transiently disrupting the BBB for noninvasive drug 
delivery [137, 138]. For example, MRI‐guided FUS effi-
ciently delivered systemically administered Herceptin 
[139] to mouse brain or anti‐Aβ antibodies to targeted brain 
regions of the TgCRND8 mouse model of Alzheimer’s 
 disease, reducing plaque load within 4 days [140, 141]. A 
further example is EPO, which could be used as neuropro-
tective agent against cerebral ischemia/reperfusion‐induced 
brain injury. The MB/focused ultrasound approach signifi-
cantly increased the cerebral content of EPO by bettering 
vascular permeability a rodent cerebral infarct model. In acute 
phase, both significant improvement in neurological score 
and reduction in infarct volume were found as compared to 
groups without ultrasound treatment. In chronic phase, long‐
term behavioral recovery and neuronal loss in brain cortex 
was significantly improved in the MB/focused ultrasound 
group [142].

17.8 CONCLuSIONS AND PERSPECTIVES

For a long time, receptor‐mediated endocytosis and trans-
cytosis were neglected in the field of CNS drug delivery. 
However, advances in understanding and defining these 
processes will provide us with the exceptional possibility to 
explore new therapeutic avenues. Endocytosis and trans-
cytosis are fundamental processes to take up and transport 
proteins across endothelial and epithelial cells. This is also 
the case at the BBB. An increasing number of investigations 
on targeted drug delivery systems support the concept of the 
Trojan horse approach using appropriate vectors to carry 
drugs of interest across the BBB by cytotic mechanisms. 
With the possibility to engineer new ligands, antibodies, and 
colloidal carriers, novel and promising therapeutic options 
have been opened utilizing such processes for delivery of 
small and large molecules to the brain. Theoretically, almost 
every recombinant therapeutic protein can be reengineered 
as bifunctional antibody penetrating the BBB [143]. 
However, there are still open questions to be answered. For 
example, in the case of the fusion proteins, cell lines have to 
be established, which guarantee sufficient production to ful-
fill large‐scale market demands. In addition, there is still not 
enough information about potential adverse events at chronic 
use of such delivery systems. As receptor‐mediated endocy-
tosis is generally a specific and saturable process, it has to 
be  clarified what happens to the natural ligands of these 
receptors at long‐term drug administration. In addition, for 

most of the introduced colloidal carrier systems, a detailed 
toxicological evaluation is still lacking. Furthermore, the 
available in vitro models of the BBB need to be improved to 
strengthen their predictive value. Systems displaying the 
complete  neurovascular unit may be better suited to reflect 
the in vivo situation than the presently used monocultures 
of endothelial cells or dual cultures of endothelial cells 
and astrocytes. However, even if broader use of the above‐
discussed systems for the administration of biologics will 
require some time, the continuously ongoing optimization 
of shuttles and carrier systems by improved surface prop-
erties and signal structures will lead to new biocompatible 
composites, offering novel possibilities of drug delivery 
to the CNS.
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18.1 INTRODUCTION

The tools and technologies used to describe the absorption, 
distribution, metabolism, and excretion (ADME) of small 
molecular weight chemical entities have been well charac
terized; however, understanding the ADME of large protein‐ 
and nucleic‐acid‐based therapeutics requires a different 
approach. For example, while traditional radiolabeled 
studies may provide information regarding the initial distri
bution of a therapeutic protein, the ability to fully charac
terize ADME using this approach is quite limited due to 
recycling of the radiolabel or entrapment of released label in 
a particular target cell type. Understanding the fate of the 
molecular probe is therefore critical in this assessment [1] 
and it is prudent to assume that not all molecules of a certain 
class will behave in the same way. For example, subtle 
changes in two monoclonal antibodies (mAbs) with identical 
FcRn binding domain may dictate that these behave very 
 differently in terms of their pharmacokinetic (PK) character
istics [2]. In addition, while protein therapeutics offer the 
possibility of exquisite target selectivity, there are examples 
of off‐target binding that affect the PK of the therapeutic 
protein [3, 4]. The anatomical and physicochemical prop
erties of the environment into which these large molecules 

may distribute will also play a role in affecting delivery to 
a  particular site, such as glycan chains on cell surfaces 
and  proteoglycans within the extracellular matrix [5–7]. 
Consequently, a range of molecular pathology‐based cellular 
and biological techniques, which have typically been used to 
facilitate the interpretation of histopathology data, by providing 
further insight into the molecular events in the pathogenesis 
of disease [8], have more recently been applied to fully char
acterize the ADME properties of protein therapeutics.

In this chapter, we review a range of molecular pathology‐
based techniques that are currently used in preclinical animal 
studies to assist in answering specific scientific questions 
related to target biology (expression) and biotherapeutic 
distribution (including off‐target binding); see overview 
Table  18.1. We also highlight the importance of using a 
combination of appropriate complementary technologies 
rather than a single technique and an integrated approach 
that combines PK, target expression, concentration, receptor 
occupancy, pathology, immunogenicity, and other relevant 
information within the same study to characterize and inter
pret the ADME profile of a biotherapeutic. This integrated 
approach can also serve to maximize the information 
 generated in a single study and can limit the number of 
 animals used.
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18.2 TARGET EXPRESSION PROFILING

Target expression profiling determines the location of target 
production (either soluble or cell surface ligand) and occa
sionally the target’s receptor (when target is a ligand for 
the receptor) within human and animal tissues and the 
impact of these data can be viewed across all phases of 
the  discovery process for therapeutic biologics [9, 10]. 
Preclinically, target and receptor expression data assist in the 
selection of markers for potential therapeutic intervention, 
supports the identification of relevant toxicology species, 
provides further insights into intended pharmacological 
functions, facilitates the interpretation of any unanticipated 
in vivo toxicity findings, and recognizes potential tissue 
sinks that may alter PK profiles. Clinically, target expression 
data can assist in the molecular stratification of disease 
states, patient selection, and provide confirmation of antici
pated pharmacology.

A range of techniques has been used to assess the level 
of target expression, at both the DNA/RNA and protein 
level, using whole tissue extracts. DNA/RNA profiling 
technologies currently include Northern blots, gene micro
arrays, and real‐time quantitative reverse transcriptase 
polymerase chain reaction (qRT‐PCR). Protein detection, 
which is often considered more physiologically relevant, 
generally comprises immunoassay‐based technologies that 
depend on the exquisite specificity and sensitivity of anti
body reagents raised against a target protein and include 
Western blot, protein arrays, protein polymerase chain 
reaction (PCR), enzyme‐linked immunosorbent assay 
(ELISA), and flow cytometry. To facilitate cellular locali
zation to specific cell types within tissues, laser scanning 
cytometry (LSC) or laser capture microdissection (LCM) 
has been combined with these methods, or direct applica
tion of in situ hybridization (ISH) for RNA detection and 
immunohistochemistry (IHC) for protein localization on 
tissue sections can be employed. All of these approaches 
can be coupled to mass spectrometry for accurate protein 
identification and quantitation.

18.2.1 Detection of DNA/RNA‐Based Target 
Expression Using Whole Tissue Extracts

18.2.1.1 Northern Blot Northern blot analysis is a 
 traditional and reliable technique for the detection of RNA 
(primarily mRNA) in cells or tissues. The method involves 
extraction of RNA from cells or tissues followed by gel 
electrophoresis (separation of RNA by size), transfer to 
nylon membranes, and hybridization using labeled (radioac
tive or fluorescent) probes complementary to either the full 
or partial sequence of the target gene. The primary advan
tages of the Northern blot techniques include (i) detection of 
alternative splice variants through information on size of 
RNA molecules, (ii) capacity to detect slight changes in the 

levels of gene expression, and (iii) absolute quantification of 
RNA when associated with other secondary methods. 
However, due to the limitations of high sensitivity to degra
dation by RNAases and low throughput, this method has 
largely been replaced by faster, more advanced high 
throughput techniques.

18.2.1.2 Gene Microarray Gene (DNA) microarray/
microchip analysis is a screen for target detection and is also 
an appropriate assay for the identification of all genes and 
pathways modulated by the drug in both in vitro and in vivo 
models. It can be indicative of the mechanism of action, effi
cacy, and toxicity of drugs and permits the identification of 
biomarkers. It was originally developed from Southern 
blotting methods and is a more advanced high throughput 
technique that simultaneously screens hundreds to thou
sands of presynthesized “reporter” cDNA (complementary 
DNA) oligonucleotides (partial gene sequences of 25mers) 
attached to a solid chemical matrix of glass, silicon (i.e., 
Affymetrix chip), or microscopic beads (i.e., Illumina). In 
summary, target mRNA is extracted from cells or tissues, 
converted to cDNA using reverse transcriptase PCR (RT‐
PCR), labeled with a fluorescent chromophore and then 
hybridized to the respective synthetic complementary 
“reporter” cDNA fragment immobilized on the microarray. 
The intensity of fluorescence for each “reporter” cDNA is 
then measured with the signal intensity directly proportional 
to the quantity of labeled target cDNA bound to “reporter” 
cDNA. A relative or semiquantitative assessment of fluores
cence is performed by normalizing values using constant 
parameters such as ribosomal gene 18S or comparable 
parameters such as pretreatment samples or tumor tissue 
versus normal tissue. The advantages of microarray tech
niques include (i) combination of low cost with high 
throughput, (ii) detection of single‐nucleotide polymor
phisms  or genotyping, (iii) signature profiling based on 
single or multiple genes of diseases, and (iv) identification 
of biochemical pathways and biomarkers [11]. However, 
microarrays usually require significant amounts of total 
RNA (10 µg per assay) and do not provide absolute quantifi
cation of RNA levels. Furthermore, if gene expression is 
confined to a few specific but critical cells this assay would 
report expression as either very low or even absent. Since no 
information is provided for cellular localization, additional 
techniques such as IHC or ISH in combination with laser 
capture technology would be required to allow for more pre
cise analysis of gene expression at the cellular level.

18.2.1.3 Real‐Time Quantitative Reverse Transcriptase 
Polymerase Chain Reaction Real‐time qRT‐PCR is a 
highly sensitive, quantitative, and qualitative technique 
for  assessing the level of specific mRNA in cells and tis
sues  [12–14]. More specifically, total mRNA is extracted 
from cells or tissues converted to cDNA using reverse 
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transcriptase and then amplified using real‐time quantitative 
polymerase chain reaction (qPCR) methods. Hybridization 
to target cDNA using a highly specific probe labeled with a 
fluorescent chromophore is the most frequent tool to detect 
and measure product. Standard RT‐PCR methods generate 
copies of RNA at an exponential rate until arrest following 
the consumption of reagents and the accumulation of inhib
itors; this can be variable and result in unreliable quantifica
tion of the initial level of RNA template. With real‐time 
PCR, the assay is adapted to enable the product to be quan
tified during the exponential phase only and extrapolated 
back to the starting quantity of RNA template. Among the 
various types of real‐time qPCR methods, two are more 
 frequently used. The first method uses the SYBRgreen® 
fluorescent dye, and the second uses a specific TaqMan® 
probe bearing a fluorescent molecule at the 5′end and a 
quenching molecule at the 3′end. The SYBRgreen dye 
binds the double‐stranded DNA generated during the 
amplification steps, which then emits a fluorescent signal. 
The TaqMan probe hybridizes the targeted sequence during 
the annealing step, which is cleaved during the amplification 
step, liberating the fluorescent molecule that is no more 
quenched and then emits fluorescence. The quantification is 
based on the cycle threshold (Ct), which is defined as the 
number of PCR cycles required to reach a certain level of 
fluorescent signal. The Ct value is directly proportional to 
the amount of starting template such that higher quantities 
of mRNA template in the starting material facilitate faster 
fluorescence signals and lower Ct values. Absolute quantifi
cation is then based on serially diluted standards of known 
concentrations that are used to generate a standard curve, 
which defines a linear relationship between Ct and initial 
quantity of mRNA. There are various different protocols for 
normalizing fluorescence that allow for a more accurate 
quantification of mRNA [15]. Normalization can be accom
plished using controls including (i) a comparable tissue in 
terms of weight or volume (easy but inaccurate as it is an 
estimate of cell number in a determined volume), (ii) total 
RNA (simple but influenced by cellular processes and RNA 
quality), (iii) reference housekeeping genes such as glycer
aldehyde 3‐phosphate dehydrogenase (GAPDH) or β‐actin 
(these internal controls are subject to the same conditions 
but need to be well validated as they may be affected by 
treatment), and (iv) ribosomal RNA (28S, the most repre
sentative of RNA integrity but are transcribed with a poly
merase different from mRNA). Note that the optimal 
approach utilizes multiple housekeeping genes to normalize 
results from geometric means to mRNA expression levels. 
For publication of qRT‐PCR data, it is recommended to 
follow the specific guidelines published by Bustin et al. 
[16]. The advantages of real‐time qRT‐PCR include (i) high 
sensitivity, (ii) wide dynamic range, (iii) accurate quanti
tative measurement, (iv) low coefficient of variation, and 
(v) high throughput.

18.2.2 Detection of Protein‐Based Target Expression 
Using Whole Tissue Extracts

18.2.2.1 Western Blot The Western blot (protein immu
noblot) is a widely used analytical technique used to detect 
specific proteins in a sample of tissue homogenate or extract. 
Gel electrophoresis, which is voltage driven, is applied first 
to separate native proteins by isoelectric point (pI), molec
ular weight, electric charge, or a combination of these 
factors. Separation depends on the treatment of the sample 
and the nature of the gel such as sodium dodecyl sulfate–
polyacrylamide gel electrophoresis (SDS–PAGE) that main
tains polypeptides in a denatured state following reduction 
to remove secondary and tertiary structures, and thus allows 
separation of proteins by their molecular weight. Sampled 
proteins become negatively charged and migrate toward 
the  positively charged electrode. Smaller proteins migrate 
faster through the mesh and the proteins are thus separated 
according to size (kDa). The concentration of acrylamide 
determines the resolution of the gel, the greater the acryl
amide concentration the better the resolution of lower molec
ular weight proteins. It is also possible to use two‐dimensional 
polyacrylamide gel electrophoresis for separating complex 
protein mixtures using two different parameters such as 
isoelectric point (relative number of positively and nega
tively charged amino acids) and molecular weight. In prin
ciple, this method allows for the separation of all cellular 
proteins on a single large gel and can often distinguish bet
ween different isoforms of a particular protein. The proteins 
are then transferred via electro‐blotting from within the gel 
to a nitrocellulose or polyvinylidene difluoride membrane 
where they are attached by hydrophobic and charged interac
tions in the same position they held within the gel. A block
ing step using protein (bovine serum albumin (BSA) or 
nonfat dry milk) in Tris‐buffered saline and detergent (Tween 
20 or Triton X‐100) is performed to prevent nonspecific 
binding. The proteins are then detected with antibodies 
specific to the target protein [17, 18]. Although Western 
blotting is an example of a method that can be used to detect 
analytes at the femtogram level, it has not been adopted as a 
diagnostic tool because it is only qualitative and cannot be 
adapted into a multiplex format.

18.2.2.2 Protein Microarray The protein microarray (or 
protein chip) is a rapid and economical, high throughput 
automated method used to determine protein interactions and 
function. This highly sensitive assay generally consists of a 
supporting surface such as a glass slide, nitrocellulose mem
brane, bead, or microtiter plate that contains an array of bound 
proteins or other molecules. Labeled probes are then bound 
to these immobilized proteins that are detected using various 
published methods. There are three types of protein microar
rays: (i) analytical microarrays (capture arrays) comprise a 
library of antibodies, aptamers, affibodies, peptide–MHC 
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complexes, or lectins attached to a supporting surface that 
captures and detects specific proteins from a complex pro
tein solution such as a cell lysate. These microarrays provide 
information about protein expression levels, binding affin
ities, and specificities and are therefore especially useful 
in comparing the protein expression in different matrices 
and in the identification and profiling of diseased tissues. 
(ii)  Functional protein microarrays (target protein arrays) 
 consist of large numbers of purified proteins (functional full‐
length or protein domains) immobilized on a  platform 
to determine protein–protein, protein–DNA,  protein–RNA, 
protein–phospholipid, and protein–small molecule interac
tions. These protein chips are currently used to understand 
drug target identification, protein interactions, biochemical 
activity, and immune responses [19]. (iii)  Reverse‐phase 
protein microarrays (RPPAs) involve attachment of complex 
cellular/tissue lysates to a solid matrix, which is then probed 
with labeled antibodies against a target protein of interest. 
RPPAs therefore allow for the investigation of altered pro
teins as a result of disease, such as posttranslational modifi
cations, and protein quantification within the sample lysates 
using reference peptides. Results from these assays can be 
readily measured with most commercial scanners.

18.2.2.3 Real‐Time Immuno Protein PCR Immuno‐
PCR has been developed for the sensitive detection of pro
tein analytes using a proximity ligation assay that combines 
the specificity of antibody–protein binding (immunological 
techniques) with the sensitivity of detecting reporter nucleic 
acid by real‐time PCR (molecular‐based technology) [5, 
20–24]. Several independent studies have consistently dem
onstrated the advantages of this technique over traditional 
ELISA, some achieving more than a 50,000‐fold increase 
in  sensitivity over the equivalent immunoassay [25]. 
Furthermore, immuno‐PCR can be used in a multiplex 
format and offers accurate quantitation. However, Immuno‐
PCR has not yet replaced ELISA as the assay format of 
choice in industry due to the technical challenges associated 
with linking oligonucleotides to antibodies. Several methods 
have been developed, although they tend to be very complex, 
unreliable, and often result in cross‐linking. To overcome 
these problems, an intermediate step is sometimes used 
(such as the streptavidin–biotin system) but the optimum 
method is one where the antibody is directly linked to the 
oligonucleotide [26]. This is a complex technique requiring 
specialist knowledge and equipment and is very time‐
consuming . Therefore, immuno‐PCRs potential as a diag
nostic tool has not yet been realized.

18.2.2.4 Enzyme‐Linked Immunosorbent Assays The 
ELISA is a widely applied method for the detection of a 
 protein antigen from within a complex matrix. The sample 
with an unknown amount of antigen is immobilized on a 
solid support either nonspecifically (simple adsorption to 

the  surface) or specifically (captured by another antibody 
specific to the same antigen). The detection antibody, cova
lently linked to an enzyme, forms a complex with the antigen 
and in the presence of a substrate produces a visible signal 
(color change), which is measured by a spectrometer; the 
signal intensity correlates with the quantity of antigen in the 
sample. Absolute quantification is based on a standard curve, 
which is prepared by serial dilution of a standard antigen at 
known concentrations and is therefore quantitative around 
the nanogram to picogram range. There are three types of 
ELISA. (i) Indirect ELISA: an antigen of interest is first 
attached to a solid matrix through charge interactions. A pri
mary antibody is then used to specifically bind to the test 
antigen, which in turn is detected by an enzyme‐labeled 
secondary antibody. The main disadvantage of the indirect 
ELISA is the lack of specificity especially when complex 
matrices are used as the source of test antigen. (ii) Sandwich 
ELISA: a specific “capture antibody” is first attached to a 
solid matrix and any nonspecific binding sites on the surface 
are then blocked. The antigen of interest within a complex 
sample then binds to the “capture antibody” and is subse
quently detected by an enzyme‐labeled secondary antibody 
forming a “sandwich.” (iii) Competitive ELISA: an antigen 
of interest is first attached to a solid matrix through charge 
interactions. An unlabeled antibody is then incubated in the 
presence of the antigen to form antibody/antigen complexes 
that are added to an antigen‐coated surface. Higher levels of 
antigen in the sample lead to the formation of more antigen/
antibody complexes and less unbound antibodies available 
for antigen binding, hence “competition.” As before, detec
tion occurs through the use of an enzyme‐labeled secondary 
antibody. Note that some competitive ELISA assays include 
enzyme‐linked antigen rather than enzyme‐linked antibody 
where the labeled antigen competes with the sample test 
antigen for primary antibody‐binding sites.

18.2.2.5 Flow Cytometry and Fluorescence‐Assisted Cell 
Sorting Flow cytometry is a laser‐based, biophysical tech
nology employed in cell counting, cell sorting, biomarker 
detection, and protein engineering, by suspending cells in a 
stream of fluid and passing them by an electronic detection 
system. It allows simultaneous multiparametric analysis of 
the physical and chemical characteristics of up to thousands 
of cells per second. A common variation is to physically sort 
cells based on their properties, so as to purify populations of 
interest, this specialized type of flow cytometry is called 
fluorescence‐activated cell sorting (FACS). It provides a 
method for sorting a heterogeneous mixture of biological 
cells into two or more containers, one cell at a time, based on 
the specific light‐scattering and fluorescent characteristics 
of each cell. It is a useful scientific instrument as it provides 
fast, objective, and quantitative recording of fluorescent 
 signals from individual cells as well as physical separation 
of cells of particular interest [27]. Labels in flow cytometry 
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can include fluorophores, quantum dots, and isotopes. 
Fluorophores are attached to an antibody that recognizes a 
target feature on or in the cell and each fluorophore has a 
characteristic peak excitation and emission wavelength that 
often overlaps. Consequently, the combination of labels that 
can be used depends on the wavelength of the lamp(s) or 
laser(s) used to excite the fluorochromes and on the detec
tors available [28]. Quantum dots are sometimes used in 
place of traditional fluorophores because of their narrower 
emission peaks. Isotope (lanthanide) labeling and mass cy
tometry is fundamentally different from flow cytometry 
since cells are introduced ionized, and associated isotopes 
are quantified via time‐of‐flight mass spectrometry. Although 
this method permits the use of a large number of labels, it 
currently has lower throughput capacity than flow cytom
etry. It also destroys the analyzed cells, precluding their 
recovery by sorting [29].

18.2.2.6 Protein Liquid Chromatography Mass 
Spectrometry Liquid chromatography mass spectrometry 
(LC–MS) can be used to quantify specific proteins [30–33], 
including the therapeutic protein of interest in tissues, 
although one must be careful in interpreting these data when 
immuno‐capture for protein enrichment is used, since only 
protein with the required binding epitope is detected. In 
addition, when using protein LC–MS to quantify specific 
proteins in tissue, the need to either remove or correct for 
blood contamination should also be considered. Briefly, the 
tissue is homogenized and proteins solubilized. The proteins 
are then cleaved enzymatically and preidentified specific 
signature peptides within the protein of interest are used to 
quantify the amount of protein present in the tissue. A con
trol protein, ideally a stable isotope labeled version of the 
protein of interest, is often used to monitor the efficiency of 
the extraction process and to control for ionization and ion 
suppression effects in the mass spectrometer. This approach 
may offer a distinct advantage for modified therapeutic 
proteins and novel scaffolds where there is some concern 
regarding the stability of the molecule in vivo. For example, 
cleavage of a terminal peptide could be detected using this 
approach if both core and terminal peptides are part of the 
unique LC–MS signature. In contrast, an ELISA‐based 
assay that is reliant on binding epitopes on the terminal pep
tide for either the capture or detection reagents would detect 
rapid clearance of the protein (small peptides are cleared 
more quickly) and this may be interpreted as rapid clearance 
of the whole protein if this is the only assay available.

18.2.3 Localization of DNA/RNA and Protein‐Based 
Target Expression at the Cellular Level Using 
Tissue Sections

18.2.3.1 Laser Capture Microdissection and Laser 
Scanning Cytometry LCM and LSC are rapid and reliable 
methods for obtaining pure cell populations of interest from 

complex tissue sections under direct microscopic visualiza
tion [34, 35]. These are powerful tools for qualitative and 
quantitative analysis of target in paraffin‐embedded and/or 
frozen tissue sections and combine the strengths of flow cy
tometry, immunofluorescent, or chromagen‐based detection 
methods. It incorporates both an inverted light microscope 
and a near‐infrared laser to facilitate the visualization and 
procurement of cells. Microscopy (fluorescence, bright field, 
differential interference contrast, and phase contrast micros
copy) with a software interface is first used to visualize cells 
within tissue sections (typically 5–50 µm thick), target cells 
are then isolated (cut from the tissue) using an ultraviolet 
pulsed laser (355 nm) and then collected directly onto mem
branes/film, dropped by gravity into a capture device or pro
pelled under pressure into a collection cap. Recovered cells 
can be analyzed for DNA, RNA, protein content, automated 
determination of cell/nuclear counts, cell area, stromal ele
ments, and labeling intensity in target‐labeled tissue sections 
[36] and used to construct cell‐specific cDNA libraries [35, 
37–40]. However, it is necessary to follow strict protocols 
pertaining to fixation, preparation, and handling of tissue 
samples to be microdissected [41].

18.2.3.2 In Situ Hybridization ISH techniques utilize 
labeled mRNA or DNA probes to localize target gene tran
scripts within individual cells of tissue sections [42]. Tissue 
or cell samples are either frozen‐fixed or formalin‐fixed par
affin embedded to facilitate cross‐linking and preserve the 
target within the tissue and then incubated with a labeled 
probe that is either complementary DNA (oligonucleotide) 
or complementary RNA (riboprobe). Hybridization of the 
probe to the exact target sequence is manipulated through 
variation in temperature and buffer stringency (salt and 
detergent concentration) to prevent nonidentical DNA/RNA 
interactions. The probes are labeled with radio‐, fluorescent‐, 
or antigen‐labeled bases (e.g., digoxigenin), which provide 
enhanced spatial resolution for cellular mRNA distribution 
with lower sensitivity, then localized and quantified in the 
tissue using (i) autoradiography (more sensitive and infor
mative but has limited spatial resolution due to scatter of 
the signal), (ii) fluorescence microscopy, or (iii) IHC. More 
advanced ISH‐based technologies now exist such as 
RNAscope® (Advanced Cell Diagnostic) to visualize single 
to multiple RNA molecules per cell in fresh frozen‐ or 
 formalin‐fixed paraffin‐embedded tissues or cells required 
for colocalization studies. As before, cells/tissue samples are 
fixed, then permeabilized using proteases and incubated 
with multiple oligonucleotide probes (~1 kb) for hybridiza
tion to the target RNA. Specificity of oligonucleotide probe 
binding is provided through the application of preamplifiers 
and amplifiers (up to 20 of each) that favor hybridization 
to target probe pairs at specific temperatures. The labeled 
probe, which is conjugated to either a chromogenic or 
fluorescent molecule, is hybridized to the amplifier and can 
then be visualized using standard bright‐field or fluorescent 
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microscopy. The advantages of this new technology includes 
(i) high sensitivity with detection of single RNA molecules 
per cell, (ii) high specificity, (iii) simultaneous analysis of 
multiple targets on the same cell/tissue sample, and (iv) no 
requirement for a RNA free environment. Note that in situ 
PCR is another commonly used method to detect and quan
tify DNA and RNA in tissue sections or individual cells [43].

18.2.3.3 Immunohistochemistry and Immunocyto
chemistry IHC and immunocytochemistry (ICC) combine 
anatomical, immunological, and biochemical techniques to 
identify discrete antigens in tissues/cells by the interaction 
of target antigens with specific antibodies tagged with a 
visible label [44]. IHC makes it possible to visualize the dis
tribution and localization of specific cellular components 
within cells and in the proper tissue context. Targets can be 
localized using a single tissue or multiple tissue specimens 
in high throughput tissue microarrays [45], and double IHC 
labeling [46] can also be applied to colocalize targets. The 
various stages of the IHC process are as follows. (i) Sample 
preparation: human or animal tissue samples are collected 
and then rapidly preserved to prevent the breakdown of 
cellular protein and maintain tissue architecture. Fixation 
methods are critical and must be optimized based on the 
target antigen. The most commonly used fixative is formalin/
formaldehyde, a semireversible, covalent cross‐linking 
reagent; other fixatives are available and selection depends 
on the antigens being investigated. Fixed tissue samples are 
then embedded in paraffin to maintain the natural architecture 
and facilitate tissue sectioning. Formalin‐fixed, paraffin‐
embedded tissues are then sectioned (4–5 µm) with a micro
tome and mounted onto adhesive‐treated glass slides and 
dried in preparation for deparaffinization (using Xylene), 
which must be completely removed for the antibodies to 
access the target antigens. Since formaldehyde fixation 
cross‐links proteins in tissue samples, and may mask antigen 
presentation, treatment (to unmask the antibody epitopes) 
either by heat or enzymatic degradation is often required. 
Note that for many specialist assays (including tissue cross‐
reactivity (TCR) studies), the tissues must be frozen (snap‐
frozen in liquid nitrogen) before a gentle fixation step (to 
preserve morphology) without compromising antigenicity. 
Frozen/fixed tissues are then sectioned with a precooled 
cryostat and mounted onto adhesive glass slides. These sec
tions are often dried overnight at room temperature and fixed 
by immersion in precooled (−20 °C) acetone. (ii) Tissue 
blocking: high levels of background staining may mask 
detection of a specific antigen or create false positives. This 
commonly occurs in staining approaches that use biotin, per
oxidases, or phosphatases for the amplification or enzymatic 
detection of target antigens. Quenching or masking the 
endogenous forms of these proteins must therefore be phys
ically blocked or chemically inhibited. Background staining 
may also be observed with antibodies that partially or weakly 
bind to sites on nonspecific proteins (also called reactive 

sites) that are similar to the cognate binding sites on the 
target antigen. To reduce background staining, the samples 
should be incubated with a buffer that blocks the reactive 
sites to which the primary or secondary antibodies may oth
erwise bind. Common blocking buffers include normal 
serum, nonfat dry milk, BSA or gelatin, and commercial 
blocking buffers with proprietary formulations. (iii) Sample 
detection and visualization: antibody‐mediated antigen 
detection approaches are separated into direct and indirect 
methods. Most indirect methods employ the inherent binding 
affinity of avidin to biotin to localize the detection antibody 
to the target antigen and amplify the signal that is detected. 
IHC target antigens are detected through either chromogenic 
or fluorescent means, and the type of readout depends on the 
experimental design. For fluorescent detection, the primary 
or secondary antibody is conjugated to a fluorophore that is 
detected by fluorescent microscopy. Chromogenic detection 
is based on the activities of enzymes, most often horseradish 
peroxidase or alkaline phosphatase, which form colored, 
insoluble precipitates upon the addition of substrate, such as 
diaminobenzidine (DAB) and nitro‐blue tetrazolium/5‐
bromo‐4‐chloro‐3′‐indolyphosphate (NBT/BCIP), respec
tively [47]. Single‐step counterstains, added after antibody 
staining, give contrast result to the primary stain and can be 
cell structure‐specific. Samples are then viewed by light or 
fluorescent microscopy depending on the antibody detection 
method applied.

18.3 OFF‐TARGET BINDING OF THE 
THERAPEUTIC BIOLOGIC REAGENT

Another key aspect in the development of therapeutic bio
logics is determining the profile for off‐target binding with 
the therapeutic product in human and animal tissues to assist 
in the interpretation of any unanticipated toxicity seen in the 
in vivo toxicology studies and to understand the potential for 
unanticipated toxicities in human tissues before First Time 
in Man (FTIM) studies. A range of assays including TCR 
studies and protein and cellular microarray technologies 
using the therapeutic candidate have been used to determine 
off‐target binding. In the event of unexpected off‐target 
binding, other more sophisticated technologies such as 
 protein pull‐down assays coupled with IHC double labeling 
may be employed to further define the protein of interest.

18.3.1 Tissue Cross‐Reactivity Study

TCR studies are a key component of the preclinical toxicology 
program for Investigational New Drug (IND) submissions 
and must be Good Laboratory Practice (GLP) compliant and 
completed before FTIM clinical trials [48–53]. The primary 
aim of the TCR study is to identify the potential for unex
pected, off‐target binding of therapeutic mAbs (and other 
antibody‐like products) to antigens in human tissues. 
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Although on‐target binding data are also generated, this is a 
secondary endpoint that simply supplements the knowledge 
of target distribution. In these studies, direct/indirect immu
nohistochemical methods (as outlined above) are applied 
using a labeled therapeutic antibody (biotin or fluorescein 
isothiocyanate (FITC)) and about 40 different normal frozen 
human tissues from three donors to account for potential ge
netic polymorphism. Tissues from a pharmacologically rele
vant animal species can also be included to assist in the 
interpretation of the in vivo toxicology data and to bridge to 
the human data. A non‐GLP validation phase is always con
ducted before the start of the GLP TCR study to determine 
appropriate positive/negative control tissues, cells, and 
reagents and to optimize the immunohistochemical methods. 
Note that in cases where the clinical candidate is deemed a 
poor IHC reagent in the validation phase, a GLP TCR study 
may not be possible. All binding is evaluated and interpreted 
in the context of the overall preclinical data.

18.3.2 Protein Microarray

The protein microarray (or protein chip), as described 
above, is a rapid, high throughput screen that can also be 
used to determine the potential for off‐target binding of 
therapeutic candidates to thousands of targets in a single 
assay. Often this assay is used very early in development as 
a component of the characterization process for multiple 
candidates and is used to rank the best candidates for pro
gression to the next phase of development. However, this 
assay is highly sensitive and the conditions of the assay 
often result in candidates artificially binding to a significant 
number of unexpected targets. Further investigation is 
required to understand the benefit of this screen in selecting 
the best candidates.

18.3.3 Cell Microarray Technology (Retrogenix)

Cell microarray technology is an accurate and effective solu
tion for determining more biologically relevant binding of 
therapeutic antibodies and proteins to both expected (on‐
target) and unexpected (off‐target) proteins in a single assay. 
The technology utilizes high density arrays of expression 
vectors encoding up to and in excess of more than 3500 
genes (65% of known proteins). Briefly, human cells are 
grown on the surface of the array that contains the expres
sion vectors [54]. The transfected cells then express the 
target protein and enable posttranslational modifications 
before being presented on the cell surface as an overex
pressed full‐length human membrane protein in its native 
form. The vectors are specifically mapped on the array to 
allow identification of the expressed protein and assess the 
potential for binding of the therapeutic biologic using 
established commercial software packages.

18.3.4 Protein Pull‐Down Assays

Protein fishing is a novel method for capturing proteins 
through very specific protein–protein interactions such as 
on‐/off‐target binding of therapeutic biologics or immune 
complexes. Many different approaches have been identified 
all utilizing the concept of selectively capturing “bait” pro
teins (protein of interest), attached to “prey” proteins 
(binding proteins) [55]. The basic principle of the method 
involves incubation of tissue or cell lysate with free or teth
ered antibodies to capture the protein of interest. These 
complexes can then be purified either by SDS–PAGE or 
through washing away unbound protein from the immobi
lized antibody chambers. The protein complex can be further 
characterized through incubation with labeled proteins and 
fluorescent microscopy, immunoblot analysis, or using LC–
MS techniques. Note that a new method has recently been 
described that utilizes a protein containing a site‐specifically 
incorporated 3‐azidotyrosine (N3‐Y) and high performance 
magnetic beads for immobilization of the protein via an 
azido group [56].

18.4 BIODISTRIBUTION OF THERAPEUTIC 
BIOLOGIC REAGENT

During the development process, it may be necessary to 
determine the biodistribution of the therapeutic product in 
animal tissues to identify any potential tissue sinks that may 
alter the PK profile of a biotherapeutic product. Methods 
used to determine the biodistribution of a therapeutic 
 protein‐based molecule in treated animals include whole‐
body autoradiography (WBA) and IHC using either chroma
gen or fluorescence‐based detection methods. For RNA‐ or 
DNA‐based products, qRT‐PCR can be used to quantify the 
levels of DNA in tissues and in the event of persistence in 
key  tissues such as the reproductive organs, then an 
assessment for insertion into the genome may be required 
using sophisticated molecular techniques. Note that in all of 
these assays, it is prudent to perfuse anesthetized animals 
with sterile saline using a peristaltic pump before tissue 
 sampling to clear the vasculature/systemic circulation of 
contaminating therapeutic product.

18.4.1 Whole‐Body Autoradiography

WBA is a technique used to determine the tissue distribution 
of radiolabeled test items following dosing in laboratory 
animals [57–60]. It is generally performed using rodents; 
however, other species such as the marmoset can be used 
[61]. Standard protocols typically involve sacrificing ani
mals at appropriate intervals of time after dosing which are 
then immediately frozen and embedded in a suitable 
medium such as carboxymethylcellulose. Whole‐body sagittal 
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sections are obtained using a cryomicrotome and exposed 
to  phosphor image plates for digital imaging [62]. Since 
this technique is quantitative, it is possible to relate the signal 
to the concentration of radioactivity in the organ or tissue 
[63]. Other purposes for conducting WBA include the 
identification of organs where radioactivity persists long 
after dosing, the determination of radioactive isotope 
concentration in target‐expressing organs, and investigation 
of biodistribution of drug in fetuses following passage across 
the placental barrier in pregnant animals [64]. In man, 
imaging techniques such as positron emission tomography 
and NMR spectrometry allow noninvasive drug tissue 
 distribution studies [65, 66].

18.4.2 Biodistribution: Immunohistochemistry 
Methods for Protein‐Based Therapeutic Products

IHC methods, as outlined above, can be used to understand 
the systemic distribution of biotherapeutic‐based products 
following in vivo administration in animal studies. Note that 
biodistribution can refer to either endogenous trafficking 
(blood flow) of the therapeutic product or on/off‐target 
mediated disposition. In brief, a labeled detection antibody, 
raised against the therapeutic product, is incubated with tis
sues of interest harvested from treated and control animals, 
and the presence of staining is directly compared with a 
negative control antibody (same structure/backbone). This 
has successfully been applied to investigate the tissue bio
distribution in mice treated with trastuzumab and cetuximab 
[67]. Although the procedure follows the basic principles of 
IHC, there are several technical challenges related to the 
selection of appropriate control materials and reagents 
that should be considered in the study design to facilitate 
interpretation. First, the labeled detection antibody raised 
against the therapeutic product, which in the majority of 
cases is human(ized), should have no cross‐reactivity 
with any endogenous target protein in the selected toxi
cology species. Secondly, the selection of suitable positive 
control material is critical in assay validation; cell lines 
used to engineer the human therapeutic product are the most 
relevant with the corresponding wild‐type cell line as the 
negative control. Thirdly, tissue perfusion on anesthetized 
animals should be considered if high levels of therapeutic 
product are present in the systemic circulation immediately 
before tissue harvest as this will hinder the interpretation 
of  target‐mediated disposition. IHC methods can also be 
used to determine the  biodistribution of DNA/RNA‐based 
therapeutic products (e.g., gene therapy). In this situation, 
IHC is used to detect translated product (protein) within 
cells using an antibody raised against the expressed target 
protein. Note that this method only informs on biodistribu
tion to cells where protein translation has occurred and not 
on the overall systemic distribution of the DNA/RNA‐based 
therapeutic product.

18.4.3 Biodistribution: Quantitative PCR Methods 
DNA/RNA‐Based Therapeutic Products

Preclinical studies assessing the safety profile of DNA/
RNA‐based therapeutic products such as gene therapy, 
cell‐based therapies, and DNA vaccines require inclusion of 
specific endpoints to address both biodistribution and persis
tence using methods that are both sensitive and quantitative 
[68] such as the highly sensitive amplification method qPCR. 
Although no absolute level of sensitivity is specified in the 
guidelines, the assay must be robust with sufficient valida
tion to demonstrate that the highest level of sensitivity has 
been attained. To facilitate interpretation of the qPCR data, it 
is critical to establish a rigorous practice for tissue harvest at 
the time of necropsy to prevent cross‐contamination bet
ween the different organs and potential for false positives. 
First, treated animals should be anesthetized and perfused to 
remove blood containing the DNA/RNA‐based therapeutic 
product from the systemic circulation, and secondly, tissues 
should be harvested using a strict protocol that utilizes 
clean (disposable) instruments for each tissue. The DNA is 
extracted from the snap‐frozen tissues (stored at −80 °C) and 
analyzed for yield and quality before inclusion in the qPCR 
assays. Target‐specific primers/probes are used to detect 
vector sequence using established chemistries (e.g., TaqMan) 
to compare the levels of the DNA/RNA‐based therapeutic 
products across tissues from treated and control animals. 
The amount of DNA/RNA‐based therapeutic product pre
sent within a known amount of genomic DNA (normally 
1 µg) is determined in tissues from treated animals. A risk 
assessment for the integration of vector DNA into the host 
species genome can also be made in combination with a time 
course for tissue sampling to understand vector persistence. 
Further controls include carefully assessing the effects of 
genomic DNA inhibition/interference on assay sensitivity 
and, in some instances, this may require reducing the amount 
of genomic DNA included in each PCR reaction (up to a 
cumulative total of the required amount to be analyzed 
per  tissue sample). Note that multiple samples per tissue 
may also help control for sampling variability and 
cross‐contamination.

18.5 DISCUSSION

18.5.1 Considerations in the Interpretation of 
Molecular Pathology‐Based Data

Interpretation of data from molecular pathology‐based 
assays should consider limitations in the methods applied 
and be reviewed in the context of known target biology and 
all other relevant data generated from complementary assays. 
More specifically, potential complications in assay interpre
tation can be addressed in advance by selection of the right 
method(s), understanding the limitations of the assay(s) and 
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careful attention to study design. For example, if large 
 numbers of samples require screening for target expression, 
then high throughput assays with high sensitivity, such as 
PCR‐based methods and gene/protein microarray, are gener
ally appropriate. However, these typically use whole tissue 
extracts and may not necessarily highlight tissues that only 
express target in a few critical cells; this would therefore 
need to be combined with other assays such as IHC/ISH 
that  localize expression to specific cell types in tissue 
 sections. New techniques combining sensitivity and speci
ficity are currently being validated and will complement 
existing assays.

Assay validation is the next critical step in facilitating 
accurate interpretation of data. Positive and negative con
trol materials (cells or tissues) should be well characterized 
in terms of target expression at both the mRNA level via 
Northern blot, ISH, or qRT‐PCR, and the protein level, 
using IHC or Western blot. Although cells overexpressing 
the target protein often serve as a suitable technical control, 
 artificially elevated levels of target may not sufficiently 
optimize conditions for test tissues where endogenous 
levels of target expression is likely to be much lower. 
Therefore, healthy or diseased tissues, which more closely 
reflect the in vivo situation, are preferable when available. 
Reagents used in the assay should also be well validated 
and control steps applied to understand the technical 
issues that create false‐positive and false‐negative results. 
Examples include controlling for RNAase activity and 
degradation of the target  (Northern blot/ISH), cross‐
linking of target antigens following fixation (IHC) and 
binding of reagents, such as antibodies, to nonspecific 
 targets (IHC or FACS).

Even when well validated, there may still be discrepancy 
in the results obtained from complementary assays. For 
example, it is possible that the levels of target mRNA and 
protein expression may not be comparable within the same 
tissue/cell sample since both are regulated independently 
through different mechanisms. In these cases, it is important 
to consider the biological plausibility based on known target 
biology/turnover/recycling within the cell. Note that this has 
been observed for some interleukin receptors [69].

The translation of well validated in vitro data to the in 
vivo situation should be carefully considered. For example, 
in TCR studies, the cytoplasmic compartment of cells is arti
ficially exposed to the therapeutic antibody (in cut tissue 
sections) during the immunohistochemical reaction. If stain
ing is seen in the cytoplasm, how relevant is this finding if 
only the cell membrane is exposed in vivo? It is therefore 
important to use a combination of appropriate complemen
tary technologies rather than a single technique and use an 
integrated approach that reviews PK, target expression/
concentration, receptor occupancy, pathology, immunoge
nicity, and other relevant information to characterize and 
interpret the ADME profile of a biotherapeutic.

18.5.2 Examples of Molecular Pathology Methods 
Used in Preclinical Development

18.5.2.1 Target Expression Profiling for Antibody–Drug 
Conjugates (ADCs) Antibody–drug conjugates (ADCs) 
are a new class of highly potent biopharmaceutical drugs 
designed as a targeted therapy for the treatment of people 
with life‐threatening conditions such as cancer [70]. ADCs 
are complex molecules composed of an antibody (a whole 
mAb or an antibody fragment such as a single‐chain vari
able fragment (scFv)) linked, via a stable, chemical, linker 
with labile bonds, to a biologically active cytotoxic (anti
cancer) payload or drug. By combining the unique targeting 
capabilities of mAbs with the cancer‐killing ability of cyto
toxic drugs, ADCs allow sensitive discrimination between 
healthy and diseased tissue. This means that, in contrast to 
traditional chemotherapeutic agents, ADCs target and attack 
the cancer cell so that healthy cells are less severely affected. 
However, the targeted protein is often also expressed on 
normal tissues, and therefore it is essential to understand the 
quantitative and qualitative expression profile in normal tis
sues and the ability of the candidate to bind the target in 
these tissues. This is determined using a combination of 
techniques including IHC, ISH, qRT‐PCR, and the TCR 
study.

18.5.2.2 Off‐Target Binding in TCR Study (CMV) A 
fully humanized mAb (IgG1) with high binding affinity 
to  human cytomegalovirus (CMV) glycoprotein for the 
treatment of CMV‐infected pregnant women in the preven
tion of congenital infection and disease was evaluated in a 
standard GLP TCR study, conducted as part of a preclinical 
research program. An unexpected off‐target staining with 
the anti‐CMV mAb was seen in the keratinized keratino
cytes of the stratum corneum and granulosum of the epi
dermis of human skin (two of three donors) and the 
keratinized epithelial Hassal’s corpuscles of the human 
thymus (two of three donors) at concentrations of 10 and 
30 µg/mL. These findings were not present in rat tissues 
(used as the in vivo toxicology species). This was consid
ered to represent off‐target binding, so further investiga
tions were conducted to identify the protein. Fresh human 
skin samples were first prepared by separating the epidermal 
tissue from the underlying dermis. The dermal and 
epidermal protein extracts were then applied to a pull‐down 
assay using the anti‐CMV mAb and isotype control anti
bodies immobilized on beads. Two proteins were extracted 
and subsequently identified as keratin 5 and 14 using liquid 
chromatography–tandem mass spectrometry (LC–MS/MS). 
Cytokeratin 5 was then confirmed using both Western blot 
methods and colocalization with the anti‐CMV mAb using 
immunohistochemical techniques. In conclusion, off‐target 
binding of the anti‐CMV mAb to cytokeratin 5 directly or as 
a complex involving cytokeratin 5 and cytokeratin 14 was 
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observed. Since the safety risk of binding the epithelial 
components of the skin and thymus in fetal tissues is 
unclear, the candidate was replaced by another anti‐CMV 
mAb that showed no off‐target binding [71].

18.5.2.3 Biodistribution (Anti‐CCL21 mAb) Anti‐
CCL21 mAb is a fully humanized mAb (IgG1) with high‐
binding affinity to the human chemokine (C–C motif) 
ligand 21 (CCL21) thought to play a role in lung inflamma
tion and fibrosis following activation of resident CCR7‐
expressing fibroblasts and myofibroblasts. The kinetic 
profile of the anti‐CCL21 mAb in nonhuman primates was 
characterized using an integrated approach combining PK, 
pharmacodynamic (PD), immunogenicity, IHC, and tissue 
 gene‐expressing profiling data from in vivo single‐ and 
 multiple‐dose toxicology studies in the cynomolgus 
monkey. In these studies, the anti‐CCL21 mAb demon
strated rapid clearance (faster than the typical kinetics 
expected for an IgG1) following intravenous administration 
at doses of 10 and 50 mg/kg; PK/PD modeling showed that 
this clearance was related to the mAb–ligand complex with 
evidence of target saturation (plateau of total CCL21 
levels)  observed after weekly doses of the highest dose 
(50 mg/kg) only.

Biodistribution of the anti‐CCL21 mAb to tissues 
expressing high levels of target (lymph nodes and spleen) 
was investigated using immunohistochemical methods. 
Briefly, SP2/0 cells producing recombinant human mono
clonal IgG1 antibody were selected as a positive control for 
the IHC methods and goat antihuman IgG Fc fragment 
(Jackson ImmunoResearch Laboratories, Suffolk, UK) used 
as the detection antibody for the anti‐CCL21 mAb; note that 
there was no apparent cross‐reactivity with endogenous 
cynomolgus monkey IgG. To ensure the specificity of the 
staining, a negative mouse cell line (expressing mouse 
IgG1) was applied. A goat antirabbit IgG antibody was also 
used as a control antibody at the same concentration as the 
detection antibody. All slides were assessed and graded 
according to the intensity of the staining, and the staining 
pattern and distribution of any immunohistochemical 
stained cells within the tissue were also described. Staining 
for the anti‐CCL21 mAb using IHC showed that drug 
accumulation occurred in the spleen (red pulp, marginal 
zone, or germinal center), lymph nodes (parafollicular and 
medulla), lungs (bronchus associated lymphoid tissue 
(BALT)), gastrointestinal tract (Peyer’s patches or gastro‐
intestinal associated lymphoid tissue (GALT)), liver, and 
thymus. This staining was  considered to be related to the 
anti‐CCL21 mAb bound to (i) circulating CCL21, (ii) cells 
producing CCL21 such as fibroblastic reticular cells or high 
endothelial venules [72], and (iii) CCL21 bound to its 
receptor (CCR7) that is expressed on semimature and 
mature DCs [73], thymocytes at different developmental 
stages [74], naive B and T cells [75, 76], Treg cells [77], and 

a subpopulation of memory T cells known as central 
memory T cells [76]. In summary, there is a large pool of 
CCL21 available for binding the anti‐CCL21 mAb, either 
through production or release from storage sites, which is 
not depleted after repeated dosing with the anti‐CCL21 
mAb. In human disease states, CCL21 is believed to be 
expressed at 10‐fold higher concentration compared with 
cynomolgus monkeys. A model describing the PK–PD 
behavior of the anti‐CCL21 mAb and its binding to CCL21 
suggests that large doses requiring frequent administration 
would be required to maintain suppression of CCL21 in the 
clinical setting.

18.6 CONCLUSION

Complex protein‐ and nucleic acid‐based therapeutics will 
continue to be a major area of research, and more “hybrid” 
molecules, which are a mixture of small chemical entities 
and protein therapeutics, will enter clinical testing. This will 
require sophisticated analytics to characterize the distribu
tion, metabolism, and elimination of these molecules and 
their subunits. However, it is clear that neither a unified 
approach nor a single technology will be sufficient to obtain 
a thorough understanding of target biology and biothera
peutic biodistribution but rather a complementary range of 
assays, including molecular pathology‐based techniques, to 
answer a unique set of scientific questions. It is also impor
tant that an integrated approach using PK, target expression/
concentration, receptor occupancy, pathology, immunoge
nicity, and other relevant information within the same study 
is necessary to characterize and interpret the ADME profile 
of a biotherapeutic.
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19.1 INTRODUCTION

The labeling of therapeutic biologics, such as antibodies or 
proteins, is an invaluable technique that has been extensively 
used to analyze pharmacokinetics (PK) and metabolism, to 
measure absolute concentrations in tissues, as well as to facili-
tate imaging studies. Proteins possess unique sequences of 
amino acid residues making them perfect vehicles for labeling. 
Generally, the type of label (e.g., radionuclide or fluorescent) 
and the protein conjugation strategy used must be carefully 
considered and tailored for each application. Radionuclides are 
used extensively, but they have a short shelf‐life and require 
special handling and disposal. Today, the two main methods of 
radiolabeling proteins are halogenation and the complexation 
of metallic radioisotopes. Radiohalogens, such as radioiodines, 
can be directly conjugated to proteins in one step through the 
formation of a stable covalent bond. An alternative approach to 
the direct method is the indirect incorporation of radiohalogens 
into small organic molecules. These molecules contain pros-
thetic groups allowing for halogenation and conjugation with 
proteins under mild conditions. Conversely, a few of the radio-
metallic nuclides (e.g., Tc-99m) can bind to proteins directly 
through coordination bonds with functional groups on the pro-
tein, or indirectly through the use of a bifunctional chelator. 
However, the stability of such conjugates is usually an issue, 
since most proteins including monoclonal antibodies (mAbs) 
do not possess metal coordination sites. One solution to this 
problem is to attach a bifunctional chelator, which can be cova-
lently conjugated to proteins and will chelate a radiometal, 

thereby forming a stable [1, 2]. The advancement of available 
nuclear imaging instrumentation combined with well‐
characterized  radiolabeling chemistry for antibodies and other 
molecules has enabled sensitive, dynamic, and quantitative 
measurements of radiolabeled probes with quantitative whole‐
body autoradiography (QWBA), single‐photon emission 
computed tomography (SPECT), and positron emission 
tomography (PET) imaging in vivo.

In recent years, fluorescence, chemifluorescence, and 
chemiluminescence emerged as alternative technologies 
to  the traditional radioisotope‐based systems. Significant 
progress has been achieved to attach these labels to anti-
bodies providing improved sensitivity and quantitative 
 analysis for a wide range of research applications (e.g., flow 
cytometry) and optical imaging (OI; e.g., fluorescence, bio-
luminescence, near‐infrared (NIR), and multispectral) [3]. 
Furthermore, numerous multimodal contrast agents, such as 
iron oxide magnetic nanoparticles (MNPs) conjugated to 
antibodies, are currently in development to generate prod-
ucts that have a variety of in vitro and in vivo applications 
detectable by magnetic resonance imaging (MRI) [4, 5]. 
These newer imaging techniques offer the advantage of 
using nonionizing radiation, which may have less of a nega-
tive impact on health and the environment than the use of 
radioisotopes. While convenience, speed, and safety are 
important factors in deciding which imaging technology to 
use, there are still various areas whereby radioisotopes 
 continue to offer significant advantages over nonradioactive 
methods. Radioisotopes currently convey greater resolution 
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and sensitivity over nonradioactive methods, and remain the 
general molecular imaging modality used in the clinic.

In this chapter, considerations on the choice of different 
labels suitable for various detection and imaging methods 
are discussed. Labeling methods of protein therapeutics are 
described in terms of direct versus indirect methods and in 
terms of radiohalogens (e.g., radioiodine), trivalent cation 
radiometals (e.g., indium, copper, and zirconium), and fluo-
rophores. The intention of this chapter is to act as a guide for 
scientists to find the optimal combination of labeling tech-
niques and labels suitable for pharmaceutical application. 
Widespread use of labels and labeling methods resulted in 
increased requirements on chemists to select the most 
 appropriate methods for stable attachment of a given label 
while maintaining the structure of the parental protein, 
which affects the in vitro and in vivo behavior, including 
 biodistribution, PK, and imaging results, of the labeled pro-
tein. For this reason, the advantages and the limitations of 
each labeling method are discussed. Emphasis is given to the 
use of numerous imaging techniques for assessing the PK 
and biodistribution of biologic proteins, with a focus on PET 
and SPECT and a brief discussion of the role of OI in this 
application. The advancement of commercially available 
molecular imaging instrumentation combined with well‐
characterized labeling chemistry for proteins has enabled 
detailed in vivo, dynamic, quantitative measurements of 
radio‐ or fluorophore‐labeled proteins in preclinical models 
as well as in the clinic. Different approaches to measuring 
biodistribution and PK of labeled biologic molecules are 
described in Chapter 7 by Boswell et al. in this book.

19.2 NEW AND CONVENTIONAL METHODS 
FOR LABELING OF BIOLOGICS

A wide range of mAbs have been produced and shown to 
express high affinity to antigens with variable specificity. 
Once labeled, many of them have been suggested as potential 
candidates for diagnostic imaging or therapy. Today, there are 
two radioimmunotherapeutics (RITs) targeting the CD20 
antigen, ibritumomab tiuxetan (Zevalin®), and tositumomab 
(Bexxar®) that gained approval for the treatment of indolent 
B‐cell lymphoma. Another radiolabeled mAb product, satu-
momab pendetide (OncoscintTM), has also been authorized in 
some European countries for diagnostic use in clinical 
oncology for colorectal and ovarian cancer [6]. The success 
of these molecules encouraged the development of a number 
of radioantibodies, such that there are at least 20 radioanti-
bodies currently in different stages of development for solid 
tumors and hematological malignancies [7, 8]. Thus, this 
 section presents a general overview with basic information to 
acquaint the reader with some of the chemical aspects of the 
labeling of protein therapeutics with radiohalogens, metal 
chelates, and fluorophores. It elucidates the selection of 

labels, their diagnostic and therapeutic  applications, as well 
as the prime techniques related to  protein modification and 
the subsequent process of labeling. The comparative 
assessment of advantages and disadvantages of commonly 
used labels is also made.

19.2.1 Choice of Labels

The advent of target‐specific mAbs stimulated a great interest 
in the use of radiolabeled antibodies to image biodistribution 
in the body. However, insufficient uptake ratios of target 
to  nontarget organs (T/N) still affect the performance of 
radioimmunoimaging with mAbs. Many problems, such as 
the characterization of antigens and cell receptors, the 
 preparation of optimal mAbs, and the development of the 
chemical modification and radiolabeling methods for mAbs, 
remain to be optimized [9]. The radiolabeling of proteins is 
considered in terms of the choice of radionuclide, the method 
of conjugation, and effect of conjugation on protein PK 
and biodistribution. The choice of radionuclide is 
dependent on its nuclear properties, including its physical 
half‐life, its  production factors, available instruments for 
detection (e.g., counting or imaging), and its effect on the 
biological  half‐life of the labeled radiopharmaceutical [10, 
11]. Subsequently, the properties of biodistribution and PK 
play a major role in influencing and determining the efficacy 
and safety of a drug in various diseases.

When considering the selection of a suitable radionu-
clide for labeling proteins, there may be one of two pos-
sible aims in mind—either to perform a biodistribution 
radioimaging study or to destroy diseased tissues using 
radiotherapy. This section deals with the radiohalogen 
and radiometal nuclides for biodistribution imaging. A 
number of radionuclides, each with different half‐lives 
and particle emission properties, can be produced in any 
radioactive element group (halogens and  radiometals) 
in the periodic table. While iodine‐125, iodine‐131, 
indium‐111, technecium‐99m, copper‐64, and yitrium‐90 
have been the radionuclides primarily used in protein 
labeling, there are a number of different radionuclides 
that could be used for unique or specific applications. The 
choice of radionuclide to use for a particular application 
will be dependent on the nuclear emission properties, 
physical half‐life, decay characteristics, daughter nuclide 
characteristics, and cost and availability [12]. While many 
of the radiohalogen and radiometal nuclides are not com-
mercially available, most are obtainable through activation 
of the appropriate target materials using reactor or cyclo-
tron irradiations. However, it must be emphasized that 
even though a radionuclide can be produced, issues such 
as physical and chemical forms of the desired product, 
ease of separation (i.e., purity) and quantity of radionu-
clide needed, cost, and environmental impact and safety 
may preclude its use in an application [13]. Production 
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of  these radionuclides is outside the scope of this chapter, 
but can be found in a number of articles from the litera-
ture [12–21].

19.2.1.1 Radiohalogens The majority of radiolabeling 
studies used radiohalogens as a radioactive label. These radio-
nuclides have some advantages, such as their commercial 
availability via routine production in reactors and simple 
methodology for labeling antibodies. Radiohalogenation of 
the protein molecule is usually accomplished by utilizing 
effective oxidizing agents, such as iodogen or chloramine‐T 
[9]. Both procedures yield proteins with high concentrations 
of radiolabeled product and ideal amounts of radioactivity per 
protein molecule (i.e., high specific activity). As a group, 
radiohalogens may be particularly useful for radiolabeling of 
proteins because (i) their chemistry is well understood, (ii) 
they form stable covalent bonds, (iii) their steric and electronic 
nature can be expected to cause minimal alteration to the pro-
tein, (iv) highly specific activity radiolabeling can be accom-
plished, and (v) radionuclides with many different half‐lives 
and photon or particle emissions are obtainable [12].

Radioiodination of proteins has been the most widely 
used method of radiolabeling for immunological purposes; 
these coupling reactions are relatively easy to carry out in a 
routine manner and lead to high protein‐specific  radioactivity 
and high radiochemical yields [22–24]. In a broader per-
spective, the advantages of using photon‐ and positron‐emit-
ting radionuclides rather than weak beta‐particle emitters 
such as tritium or carbon‐14 for radiolabeling proteins go 
further than radiochemical yield. Measuring biological 
 samples labeled with photon or positron (e.g., gamma rays) 
emitting radionuclides can be done more easily than 
measuring samples labeled with beta‐emitting radionuclides, 
which would require tissue homogenization and mixing with 
scintillation cocktails for liquid scintillation counting [12]. 
Furthermore, many applications of radiolabeled proteins 
require that highly specific activities be obtained as imaging 
agents for the visualization and detection at very low levels 
of protein, which can be achieved with gamma ray‐emitting 
radionuclides [25].

The half‐lives and primary emissions of halogen radionu-
clides that have an application in protein labeling are given 
in Table 19.1. Radiolabeled proteins can be divided into two 
groups according to use—those used for in vitro assessment 
and those used in vivo. Those that have been used in vitro 
as  radiotracers for radioimmunoassays and radio‐receptor 
assays demand critical control of the biological and immu-
nological properties of the tracer [11]. For example, 
iodine‐125 has been the primary radionuclide for in vitro 
studies due to its 60‐day half‐life and low energy photon 
(gamma ray: 27–32 keV) emissions. The long  half‐life per-
mits the preparation and storage of labeled protein for 
extended periods before usage. The low energy gamma 
emission makes it particularly attractive for storage, as 

minimal radiation damage to the labeled protein is expected. 
Experimentally, highly specific activities are obtained with 
iodine‐125, and its cost and availability are also very reason-
able. For these reasons, there are no other halogens radionu-
clides that can readily be used in the place of iodine‐125 for 
in vitro studies [12, 26].

On the other hand, the current use of in vivo radiotracers 
involves the pragmatic exploitation of easily produced and 
readily available combinations of radionuclide and sub-
strate [11]. For example, the halogen radionuclides that 
exhibit gamma ray emissions are very important in applica-
tions of radiolabeled proteins for biodistribution, PK, and 
nuclear imaging studies. In addition, the application of 
radionuclides for the measurement of receptor–ligand 
binding in vivo [27] has become less restricted through the 
advent of new SPECT and PET imaging techniques. From 
experiments using I-125 (60-day half‐life) and I-131 (8-day 
half‐life) labeled proteins, biodistribution data, PK data, 
and data on the metabolic fate of the radiolabel can be 
obtained by sacrificing animals, excising tissue samples, 
and counting the radioactivity in a gamma counter. However, 
I-125 and I-131 are not optimal to assess these parameters 
in patients. I-125, which can be imaged by a thin crystal 
gamma camera when evaluating small animals such as mice 
[28], is of little or no value for imaging patients due to the 
attenuation of the photons through tissue [12]. I-131 is often 
used for imaging with conventional gamma cameras, but its 
high energy gamma emissions (364 and 637 keV) are not 
optimally counted, and its beta‐particle emission results in a 
higher radiation dose to the tissues than is desirable for non-
therapeutic purposes. An alternate radionuclide of iodine, 
I-123, has a reasonable half‐life of 13 h and a nearly ideal 
gamma emission (159 keV) in high abundance for imaging 
with current gamma cameras; but its high production 
expense and poor availability significantly limit its current 
application [9].

Another area that holds a great promise for new applica-
tions of radiohalogens is PET imaging and measurements 
with I‐124 (Table  19.1). I‐124 (4-day half‐life; 2.13 MeV 
positron energy; 0.6–1.7 MeV gamma rays) offers a chemical 
bridge between SPECT and PET versions of the same 
reagent. Because PET works by detecting 511 keV gamma 
rays that are produced by the annihilation of positrons (β+) 
emitted by a radionuclide and nearby electrons, an ideal PET 
radionuclide should have a low β+ energy and high β+ 
branching ratio. Unfortunately, I‐124 has particularly high 
energy positrons and extraneous gamma rays. The result is 
significant blurring in small‐animal imaging, but can be 
improved with advanced reconstruction methods [29]. With 
the long half‐life of I‐124 of 4 days, slow metabolic processes 
can be examined as opposed to I‐123 (13.2 h half‐life), which 
is used for conventional scintigraphy with SPECT [30]. In 
addition, quantitative imaging and biodistribution with I‐124 
appear to be ideal with mAbs since its half‐life matches the 
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biological half‐life of antibodies. Given these benefits, PET 
studies of I‐124 radiolabeled antibodies play an important 
role by providing information on the presence, efficacy, 
tissue distribution profile, and PK of biologics. Preliminary 
studies on patients using this approach have been reported 
elsewhere [31].

Nevertheless, the use of radioiodine has shown pro-
nounced drawbacks for use in radiolabeling proteins [9, 24]. 
Significant in vivo instability caused by deiodination, or 
release of free iodine from the protein molecule reduces the 
measured uptake of the labeled protein into target tissues and 
the T/N ratio. Furthermore, the release of free radioiodine 
results in high thyroid uptake, thus increasing the localized 
radiation exposure to this critical organ. For this reason, any 
administration of radioiodine labeled antibody requires 
 preblocking of the thyroid gland with an excess of cold 
iodine to prevent subsequent uptake of radiolabel. When 
I‐131 is used as an imaging label, its long half‐life of 8 days 
unnecessarily prolongs in vivo radiation exposure, and the 
emission of beta particles, delivers a high radiation dose to 
patients. The reader is referred to a review by Wilbur [12] for 
a thorough overview of radiohalogens for protein labeling.

Another halogen radionuclide that holds potential 
for  some therapy applications is astatine‐211 [12, 32] 
(Table 19.1). The 7.2‐h half‐life offers many potential advan-
tages for targeted α‐particle radiotherapy, which is extremely 
cytotoxic. As a consequence of its versatile chemistry and 
intermediate half‐life relative to other α‐particle emitters, a 
wide variety of At‐211‐labeled species have been synthe-
sized and evaluated as targeted radiotherapeutics including 
peptides, antibodies, and antibody fragments [33]. However, 
investigations on its therapeutic usefulness have been very 
limited due to the difficulty in obtaining the radionuclide. At 
present, at least 16 different At‐211‐labeled antibodies have 
been studied [34], reflecting the high level of interest in this 
α‐particle emitter for targeted radiotherapy.

19.2.1.2 Radiometals Radiometals are radioactive iso-
topes that can be harnessed for applications in diagnostic 
imaging techniques, such as SPECT and PET, as well 
as cancer therapy. Some examples of radiometals that can 
be used for PET imaging are Ga‐68, Cu‐64, Y‐86, and 
Zr‐89. These metals provide sensitive and quantitative 
images of a variety of molecular processes and targets. 
SPECT is an older imaging modality than PET, and since 
its inception in the 1960s, Tc‐99m has been the workhorse 
isotope of SPECT. More recently, the radiometals Ga‐67, 
In‐111, and Lu‐177 have been increasingly used for 
SPECT imaging in chelator‐based radiopharmaceuticals. 
Appropriate choice of these radionuclides allows for tai-
loring the properties of the labeled protein to the appli-
cation required (see Table  19.2). In recent years, the 
applications of metallic nuclides in radioimmunolocaliza-
tion have greatly increased.

Indium‐111 has been extensively tried in radioimmunolo-
calization studies and has excellent nuclear properties for 
radioimaging (68-h half‐life, 173 and 247 keV gamma rays, 
and no beta emission). The most common method for attach-
ing radioindium to protein is through chelation using a 
 chelator previously conjugated to an antibody or protein 
before the insertion of the radioprobe. One attractive site‐
specific labeling strategy makes use of carbonyl chemistry 
and His‐tags that are part of the expressed protein [29, 35], 
but conventional covalently coupled chelators are also avail-
able [36]. Diethylenetriaminepentaacetic acid (DTPA) and 
its derivatives are the most popular chelates employed for 
In‐111, as well as some other metallic nuclides [36]. Besides 
In‐111, other gamma‐emitting metallic nuclides such as 
Tc‐99m, Ga‐67, Cu‐67, Y‐90, Re‐186, and Au‐199, are also 
potential candidates for labeling proteins. Tc‐99m (6-h half‐
life; 140 keV gamma energy) is ubiquitous in diagnostic 
imaging because it can be produced locally in a relatively 
inexpensive Mo‐99/Tc‐99m generator.

Driven by the increasing availability of preclinical and 
clinical PET scanners, the use of “nonstandard PET nuclides” 
has been growing exponentially in the past decade [37]. 
Largely complementary to the roles of the four standard PET 
nuclides (O‐15, N‐13, C‐11, and F‐18), nonstandard PET 
nuclides enable the novel design and synthesis of a wider 
range of PET tracers to probe a variety of biological events. 
However, due to their emission of high energy positrons and 
cascade gamma rays, nonstandard PET nuclides with half‐
lives ranging from seconds to days must be judiciously 
chosen for specific applications. This section describes the 
nonstandard PET nuclides, Cu‐64, Ga‐68, and Zr‐89, that 
have recently been reported for preclinical or clinical PET 
studies focusing on the unique features of their productions, 
radiochemical procedures, and applications. Interested 
readers are referred to recent excellent review articles for 
more in‐depth discussions of this topic [38–40].

Copper has several radioisotopes including Cu‐60, Cu‐61, 
Cu‐62, Cu‐64, and Cu‐67. Commercially available medical 
cyclotrons have the capability to produce Cu‐60 (23.4 min 
half‐life), Cu‐61 (3.3-h half‐life), and Cu‐64 (12.7-h half‐
life) for PET imaging. Cu‐64 is very popular and consider-
able effort has gone into making Cu‐64‐producing cyclotrons 
more widely available in the United States. Cu‐64 has been 
applied to imaging the biodistribution and tissue kinetics of 
several antibodies in human and nonhuman primates [29]. 
Despite the excellent image quality at time points up to 24 h, 
the duration of the Cu‐64 studies is limited to 3 days at most 
due to its half‐life. Its optimal application may lie with 
smaller antibody fragments and peptides, which tend to have 
shorter biological half‐lives than whole antibodies.

Given the sensitivity and quantitation benefits of PET 
compared to SPECT systems, the use of positron‐emitting 
rather than single‐photon isotopes has become more com-
pelling, and protein labeling with PET isotopes has been an 
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active area in drug development [29]. As a possible alternative 
to Tc‐99m, Ga‐68 (68-min half‐life) is a PET isotope pro-
duced in a convenient generator from Ge‐68 (9-month half‐
life), which eliminates the need of an on‐site cyclotron and 
makes Ga‐68 an easier and cheaper alternative to F‐18. 
Beyond its convenient availability, Ga‐68 combines excel-
lent imaging properties and a simple noncovalent point‐of‐
use labeling strategy applied to protein reagents [41].

Due to its relatively long half‐life and low positron 
emission energy, Zr‐89 (3.3-day half‐life) is an ideal radio-
nuclide for the labeling of compounds with long blood 
circulation times, such as antibodies and other proteins. 
Combining its reasonably long half‐life with excellent PET 
image quality and quantitation, Zr‐89 is a very significant 
and newly available reagent for imaging tissue distribution 
of protein therapeutics and diagnostics in both preclinical 
and clinical settings [39, 42–50]. Although Zr‐89 emits an 
extraneous high energy gamma ray (909 keV), the resulting 
image quality is good and the overall radiation burden is 
well tolerated [29, 51].

19.2.1.3 Criteria for Choosing Radionuclides in Preclinical 
Development The availability of radionuclides with poten-
tial preclinical applications continues to expand with advances 
in radiochemistry. Due to the full spectrum of half‐lives (min-
utes to days) and increased accessibility of radionuclides, 
many of the new radiopharmaceuticals based on these radio-
nuclides are under preclinical and clinical development. With 
the use of radionuclides for biodistribution or radioimaging 
of  labeled biotherapeutic proteins in mind, the following 
points are the considerations for their use [9, 20, 52–56]. 
(i)  Radionuclide should have a physical half‐life of about 
6–200 h. The physical half‐life should be sufficiently long to 
allow for imaging at the time when the T/N ratio reaches a 
maximum. However, if the half‐life is too long, the radionu-
clide will cause an excessive radiation dose to the patient 
in  clinical settings. (ii) Gamma‐energy range should be 
between 100 and 300 keV. The gamma ray energy should 
match the image device. In conventional radioimaging, the 
range of  100–300 keV is most appropriate for external 
scanning. (iii) High single‐energy gamma density is desired 
for achieving high imaging resolution. (iv) The radionuclide 
should be produced in a carrier‐free form. Since the number of 
binding sites on a protein or chelator is limited, only a carrier‐
free radionuclide can yield a labeled antibody of high specific 
activity. (v) The radionuclide–protein or radionuclide–chelate 
protein should have satisfactory in vivo chemical stability. The 
ultimate consequence of in vivo chemical stability of the label 
is demonstrated in terms of T/N ratio by means of tissue bio-
distribution and external imaging. (vi) Radionuclide should 
be accessible and at reasonable cost.

Beyond the parameters discussed above, there are other 
variables that may affect the T/N ratio or efficacy of the 
localization of the radiolabeled proteins, such as chemical 

impurities of the radiolabel, immunoreactivity influenced by 
the process of radiolabeling, uptake and catabolism of pro-
tein‐bound and unbound radionuclides, and plasma and 
whole‐body clearance [57].

19.2.1.4 Other Labels Beyond the development of 
probes suitable for PET and SPECT imaging alone, recent 
work has aimed to synthesize fluorescent imaging probes 
applicable in OI, as this imaging modality provides both pre-
clinical and clinical advantages [58]. The vast selection of 
fluorophores provides a great deal of flexibility and variation 
in fluorescence applications. Fluorophores can be divided 
into three general groups: organic dyes, biological fluoro-
phores, and quantum dots (QDs). (i) Synthetic organic dyes, 
such as fluorescein, were the first fluorescent compounds 
used in biological research. Derivatives of these original 
compounds have been produced to improve their bioconju-
gation, photostability, and solubility, especially fluorescein 
isothiocyanate and rhodamine. The small size of these fluo-
rophores is a benefit over biological fluorophores for bio-
conjugation strategies because they can be cross‐linked to 
proteins without interfering with biological function. (ii) 
Biological fluorophores are protein derivatives of green 
fluorescent protein and phycobiliproteins (allophycocyanin, 
phycocyanin, phycoerythrin, and phycoerythrocyanin) 
designed for use in biological expression systems. The 
benefit of these types of fluorophores is that expression plas-
mids can be introduced into either bacteria, cells, organs, or 
whole organisms, to drive expression of that fluorophore 
either alone or fused to a protein of interest in the context of 
the biological processes studied. (iii) QDs are nanocrystals 
with unique chemical properties that provide tight control 
over the spectral characteristics of the fluorophore. QD are 
nanoscale‐sized (2–50 nm) semiconductors that, when 
excited, emit fluorescence at a wavelength based on the size 
of the particle. Smaller QDs emit higher energy than large 
QDs, and therefore the emitted light shifts from blue to red 
as the size of the nanocrystal increases. QD have been 
reported to be more photostable than other fluorophores, as 
one in vivo imaging study showed that QDs remained 
fluorescent for 4 months [59]. While the use of QDs in 
biological applications is increasing, there are reports of cell 
toxicity in response to the breakdown of the particles and 
their use can be cost‐prohibitive. For all three groups of 
probes that can be used in the development of imaging agent, 
substances emitting light in the NIR and infrared spectrum 
(700–900 nm) are most useful, as light at these wavelengths 
exhibits the highest tissue permeability of several millime-
ters to centimeters in vivo [60].

Superparamagnetic iron oxide nanoparticles, on the other 
hand, are detectable by MRI, enabling a triple‐modality 
imaging with PET/OI and MRI when these nanoparticles are 
combined with fluorescent dyes and radionuclides [61, 62]. 
QDs as well as iron oxide nanoparticles have to be coated with 
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biocompatible materials to render them amenable for in vivo 
application. This coating can consist of different materials 
such as SiO

2
 or other inorganic material, dextran, micelles, or 

polyethylene glycols  that enable a chemical modification of 
the surface of the particles with dyes, radiolabels, and target-
ing vectors. An alternative approach involves the encapsula-
tion of the fluorophore within the particle coating, which has 
been shown to result in a much higher fluorescence signal and 
photostability than a superficial dye conjugation [61].

19.2.2 Labeling Strategies of Biologics

Labels may alter the protein biodistribution through nonspe-
cific changes in bulk, charge, or hydrophobic interactions 
[63]. This has been a major barrier to the adoption of many 
otherwise excellent labels. Controlling the labeling sites and 
limiting the stoichiometry should minimize the risk of 
immunogenicity and the problems of batch‐to‐batch hetero-
geneity, aiding the validation of labels in clinical and other 
critical settings [64–67]. With optical and radioactive labels 
alike, incorporating more labels (up to 10) per protein [68] 
gives rise to a temptingly “brighter” protein with higher 
specific activity or fluorescent yield, but risks compromised 
behavior in vivo and requires even more cautious validation. 
One site‐specific label per protein is ideal [29].

In general, the labeling procedures should minimally 
alter the properties of the molecule of interest, and the 
physical half‐life of a radionuclide should match the 
biological half‐life of the molecule to be labeled. However, a 
label may directly perturb the function of a protein, and the 
reaction conditions used to introduce the label may inadver-
tently promote undesirable changes such as oxidation, 
deamidation, side‐chain isomerization, or aggregation [69]. 
The basic absence of gross changes in PK or molecular 
weight is not always sufficient as characterization of labeled 
proteins, and binding or other functional assays are needed 
to assess the integrity (e.g., immunoreactivity) of a labeled 
probe [70]. Methods for labeling of proteins, in general, 
should be rapid and give high yields. The labeled protein that 
is obtained should be of high specific activity and should be 
labeled in a manner that results in a stable attachment of the 
label. Optimization of reaction parameters is almost always 
a requisite of radiolabeling because radionuclides are gen-
erally dilute and contain many minor impurities from 
processing of the target material and in the chemicals used, 
which are present in more mass than the radionuclides itself 
[12]. Any label should remain coupled to its conjugate pro-
tein for the duration of the experiment and, ideally, make no 
difference to its behavior [29]. This is a fundamental crite-
rion in choosing an appropriate label for a particular study. 
Uncoupled label will remain optically active or radioactive, 
and be detected in any biodistribution images, but it no 
longer reveals the presence of the therapeutic protein. The 
distribution of excreted or catabolized labels can confound 

the biodistribution and imaging of certain tissues, especially 
in and around the hepatobiliary system and gut, the kidneys, 
and urinary bladder. When imaging abdominal sites, for 
example, this can be a limitation and has been a major driver 
in the selection among labels [71]. Thus, appropriate choice 
of the label allows tailoring the properties of the labeled pro-
tein to the application required. Today, several labels, 
including radiohalogens and radiometals, have extended the 
possibilities of detection and imaging techniques, and in 
turn, resulted in the need for the development of chemical 
methods for their conjugation.

19.2.2.1 Radiohalogenation of Proteins Methods of 
radiohalogenation of proteins have been of interest for a 
variety of applications for several decades. Although many 
different radiohalogens have been used to radiolabel pro-
teins, the most studies used radionuclides of iodine, princi-
pally I‐125, I‐123, and I‐131. The most common procedure 
employed in the radiohalogenation of proteins, often referred 
to as “direct” radiolabeling, has been the reaction of an 
in  situ‐prepared electrophilic radioiodine species with 
functional groups on a target protein. Unfortunately, while 
direct labeling works very well for radioiodine, it is gener-
ally of little or no value for radiohalogenation with other ele-
ments in the halogen group. For example, direct labeling 
with bromine, chlorine, and fluorine radionuclides requires 
harsh oxidizing conditions that cause denaturation of pro-
teins, except when enzymes, such as lactoperoxidase, are 
used as oxidants. Routine use of enzymes for radiohalogena-
tion is not presently practical due to the cost and availability 
of the enzymes. Direct labeling of proteins with astatine 
nuclides can also be accomplished, but the astatine–protein 
bond produced has been found to be  relatively less stable 
than that of iodine–protein. Of the  halogens, iodine is most 
likely to support a positive charge and thus is the most reac-
tive toward electrophilic addition or substitution reactions, 
allowing the reactions to occur  rapidly under mild condi-
tions [11]. The phenolic ring of tyrosine residues are gener-
ally highly reactive toward electrophilic reagents and are 
readily iodinated by I+, followed by the imidazole ring of 
histidine residues, the benzene ring of phenylalanine resi-
dues, the indole ring of tryptophan  residues, and the sulf-
hydryl groups of cysteine residues (Fig. 19.1a). Studies on 
the mechanism of reaction of iodine with tyrosine and other 
phenols indicate that the phenolic ring is attacked at the 
ortho positions and can produce both the monoiodo and the 
diiodo derivatives [12].

An alternative to direct radiohalogen labeling of proteins 
is conjugation of a small radiohalogenated small molecule to 
the protein, referred to as the indirect method. In this section, 
we will direct our attention to a number of different direct 
and indirect methods for protein radioiodination. In 
particular, the iodinating agents most widely used to produce 
electrophilic addition or substitution are iodine (I

2
), iodine 
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monochloride (ICl), oxidizing reagents (e.g., chloramine‐T 
and iodogen), oxidative enzymes, and prelabeled activated 
small molecules. The reader is referred to a review by Wilbur 
[12] for a thorough overview of the current radioiodination 
methods and reagents for conjugate labeling. Importantly, all 
radioiodination procedures should be performed in a well‐
ventilated fume hood and all radioactive materials should be 
shielded by small lead containers. A lead glass should be 
used to reduce radiation exposure.

19.2.2.1.1 Radioiodination Using Iodine In the early days 
of radioiodination, molecular I

2
 was the most frequently used 

labeling agent. Today, radiohalogens are generally obtained as 
their halide salts (e.g., radioactive NaI) and must be oxidized 
to form an electrophilic halogenating species to label 
molecules. The oxidants used are ammonium persulfate, 
nitrous acid, hydrogen peroxide, ferric sulfate, or a mixture of 
iodide/iodate and chromic acid. However, to avoid protein 
damage by such strong oxidants, the dihalogen (I

2
) formed 

must be extracted and added to the protein in a buffer. Today, 
the preferred approach is to generate the electrophilic 
radioiodination reagent in situ. In situ oxidation can be 
accomplished by using I

2
, but the disadvantages of this method 

include lower radiolabeling yield (theoretical maximal yield is 
50% because only half of the total I

2
 is converted to the positively 

charged iodinating species), loss of volatile iodine in the oxidation 
step, and increased radiation exposure to personnel [72].

19.2.2.1.2 Radioiodination Using Iodine Monochloride  
Several large and small molecules can be labeled with ICl, 
which is a more powerful iodinating species than I

2
. It has 

been shown that ICl increases the theoretical maximum 
radiolabeling yield to 100% as compared to I

2
 solutions 

because all iodine atoms can be incorporated. Radioiodine is 
mixed with ICI before its addition to the target protein [11, 
73]. Since carrier ICI is added, the specific activity of the 
product is lower than that obtained with other methods. The 
mechanism of this reaction suggests that either H

2
OI+ or ICl 

might be the electrophile in the rate‐determining step [74, 
75]. Until recently, other procedures have been extended to 
the iodination of phenolic compounds via in situ‐generated 
ICl using NaI/FeCl

3
 [76], NaIO

4
/NaCl/silica sulfuric acid 

[77], and trichloroisocyanuric acid/I
2
/wet SiO

2
 [78]. However, 

iodination using ICl is not a widely used methodology due to 
being generally cumbersome and costly, its use of a number 
of hazardous chemicals, and inferior performance in large‐
scale labeling. The development of quick, inexpensive, 
widely applicable, and environmentally benign iodinating 
agents is therefore still an active area of research.

19.2.2.1.3 Radioiodination Using Oxidizing Reagents The 
most common commercially available oxidizing reagents 
used are the N‐haloamine compounds shown in Figure 19.1b. 
Chloramine‐T, the sodium salt of sodium N‐chlorotoluenesul-
fonamide, has been used as an oxidant for halides and its 

chemistry is well known. This reagent is water‐soluble and 
has been utilized for in situ oxidation of iodide, bromide, and 
astatide [12]. In aqueous solutions, it forms HOCl, which is 
thought to be the actual oxidizing species. This reacts with 
the radioactive iodide present to form some electrophilic 
iodine species, which has been suggested to be H

2
OI+ at low 

pH and ICl at higher pH. In addition to being a powerful 
oxidizing agent, chloramine‐T can also cause a number of 
undesirable side reactions, including chlorination of aromatic 
rings, oxidation of thiol groups, and cleavage of tryptophanyl 
peptide bonds [79]. Nevertheless, use of appropriate molar 
ratios can produce satisfactory products even with the most 
sensitive target molecules. Many studies reported that 
equimolar amounts of chloramine‐T added in small aliquots 
produced radiolabeled proteins that retained their biological 
activity [9, 80–83]. In order to stop radioiodination, an 
aliquot of reducing agent, such as sodium metabisulfite, can 
be added to assure complete cessation of the oxidative 
process. A version of chloramine‐T attached to a solid 
support, called iodobeads, has become available [84] and 
allows the oxidizing reagent to be physically removed from 
solution.

Iodogen (1,3,4,6‐tetrachloro‐3α,6α‐diphenylglycoluril) 
has also been used extensively in radioiodinations. It is a 
water‐insoluble oxidizing agent that can react with radioio-
dine to form a highly reactive halogen species [12, 85]. 
However, the preferred approach is to coat iodogen on the 
surface of the reaction vessel, thus permitting radiolabeling 
with very little exposure of the protein to the oxidizing agent. 
This latter fact has made iodogen attractive because it is 
readily separated from the radiolabeled protein with less 
oxidative damage. The major advantage of iodination with 
chloramine‐T or iodogen is their reactivity that allows the 
rapid preparation of abundant yields of product with high 
specific activity. As a side note, labeling with iodogen is 
milder and easier to perform than with chloramine‐T.

19.2.2.1.4 Radioiodination Using Enzymes This method 
employs enzymes called peroxidases that, in the presence of 
hydrogen peroxide, iodinate tyrosines. Endogenous enzymes 
from this family iodinate thyroid peptides and proteins in the 
body. In particular, lactoperoxidase has been put to use for 
radioiodination and radiobromination, where I− and Br− can 
be enzymatically oxidized to active I+ and Br+ [86]. While 
the use of enzymes in radiohalogenation offers a very 
mild method of oxidation, routine use of enzymes to 
radiohalogenate proteins is unlikely as the enzymes can 
themselves be radiohalogenated, problems exist with 
purification and separation of the enzyme from the product 
(unless the enzyme is immobilized on a solid support), and 
the enzymes are more expensive than the commonly used 
organic oxidants (e.g., chloramine‐T and iodogen) [11, 12].

19.2.2.1.5 Radioiodination Using Prelabeled Small 
Molecules Some disadvantages of the “direct” radiolabeling 
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methods include exposure of the protein to harsh oxidants 
and reductants during radiolabeling, the possibility of 
nonspecific radiolabeling, and denaturation of the protein 
resulting in low yields of radiolabeled protein. Another 
significant problem related to the direct radioiodination of 
proteins is in vivo deiodination resulting in significant uptake 
of radioiodine in the stomach (caused by HCl production) 
and in the thyroid. These problems can be minimized if a 
preradiolabeled prosthetic group is used in the indirect 
radioiodination of the protein. A prosthetic group for 
radioiodination contains some type of activated or 
nonactivated aromatic moiety to receive the label and some 
connecting bridge to covalently attach it to functional groups 
on proteins. Thus, the “indirect” method for radiolabeling 
proteins generally follow one of two approaches: (i) radiolabel 
the prosthetic molecule, then couple it to the protein in two 
separate reactions, and thereby avoid exposure of the protein 
to oxidation, or (ii) couple the prosthetic group to the protein, 
then do the labeling. In the second approach, the protein will 
be exposed to the oxidating reagent, but the presence of the 
aromatic group in the prosthesis permits the use of milder 
radioiodinating conditions. In general, radioiodination of the 
prosthetic group has different requirements of oxidizing 
reagents. In preparing radiolabeled small molecules for 
protein conjugation, many studies have used chloramine‐T, 
tert‐butyl hydroperoxide (TBHP) in chloroform/acetic acid 
solution, and N‐chlorosuccinimide/acetic acid in methanol 
for oxidation of radiobromide, radioiodide, and astatide [87–
90]. A benefit of N‐chlorosuccinimide/acetic acid over the 
other reagents is that it does not chlorinate phenolic 
compounds, and thus, does not dilute the specific activity of 
most radioiodinated‐labeled compounds [12]. When a small 
molecule is radiolabeled before conjugation, it is necessary to 
quench any unreacted halogen since excess halogen could 
react with the protein during the subsequent conjugation step. 
If one is concerned about deleterious effects of metabisulfite 
on the protein, excess tyrosine can be added to trap the excess 
electrophilic radiohalogen.

Understanding the special sites of reactivity, known as 
available functional groups, on a biologic protein is the key 
to choosing the best method for conjugation, whether that be 
for radiolabeling, cross‐linking, or covalent modification. 
There are many reviews that describe the chemistry of pro-
tein radiolabeling through conjugation of small molecules 
[91, 92]. The principal reactive groups on proteins that are 
used in conjugation with other small molecules are amines, 
sulfhydryls (thiols), and oxidized carbohydrate moieties. 
Indeed, a number of activated and nonactivated aromatic 
ring small molecules can be radiolabeled and are subdivided 
on the basis of which protein functional groups are to be 
conjugated with the radiolabeled small molecule.

19.2.2.1.5.1 Primary Amines as Protein Radiolabeling 
Sites The most common functional group used for conju-

gation of radioiodinated small molecules to proteins is 
 primary amines. These occur on the positively charged ε‐
amino group of lysine residues and the N‐terminus of each 
polypeptide chain. They are abundant, widely distributed, 
and easily modified because of their reactivity and their 
location on the surface of protein and mAbs. The need to 
radiolabel proteins with high specific radioactivity initially 
led scientists to use prelabeled activated aromatic ring mol-
ecules. These small molecules substituted with OH (phe-
nols), NH

2
 (anilines), or NHR or NR

2
 (N‐alkylanilines) 

react rapidly with electrophilic halogens. Such radiolabels 
need to be appropriately reactive to the target functional 
group (e.g., N‐hydroxysuccinimide esters (NHS esters) or 
isothiocyanates in the case of primary amines). Examples of 
labels include the Bolton–Hunter reagent, N‐succinimidyl 
3‐(4‐hydroxyphenyl) propionate (Fig.  19.2a) [93], and 
Wood’s reagent, methyl 4‐hydroxybenzimidate hydrochlo-
ride (Fig. 19.2b) [94], which are iodinated and purified from 
oxidizing and reducing agents before being conjugated to 
the protein. In this way, the impurities in the iodide solution, 
the oxidizing agents such as chloramine‐T, and the reducing 
agents such as metabisulfite do not come into contact with 
the target molecule. The reaction results in the formation of 
an amide bond with the lysine groups of the target mole-
cule. This allows the iodination of molecules that do not 
contain available tyrosine residues or with biological 
activity that might be lowered by alteration at the tyrosine 
moiety. The yield is usually lower than that obtained with 
the direct labeling with chloramine‐T due to competitive 
hydrolysis of the active ester [11]. Small molecules that 
contain amine‐reactive functionality such as imidate esters, 
aldehydes, and isothiocyanate groups have also been used 
in protein conjugation [95].

While the radioiodination of activated aromatic ring con-
jugates has been very useful, not all halogens can be intro-
duced by the use of activated aromatic compounds (e.g., 
Bolton–Hunter reagent). For example, astatine labeling of 
phenolic compounds is not practical, as the phenolic ring is 
too activated to produce stable compounds with astatine 
nuclides [92]. Furthermore, halogenated phenols and anilines 
are susceptible to dehalogenation by nucleophiles, and radio-
iodinated tyrosine derivatives are susceptible to in vivo 
 enzymatic dehalogenation [96]. Because of their higher 
 stability, nonactivated aromatic ring compounds are good 
alternatives to activated aromatic rings for halogens [12]. 
Thus, there have been numerous studies involving radiohalo-
genations of aromatic compounds via aryl metallic interme-
diates, for example, aryl tin [97–99]. For example, aryl‐tin 
functional group in N‐succinimidyl 3‐(t‐n‐butylstannyl)
benzoate (STB, Fig. 19.2c) has been used extensively for this 
purpose. Like the Bolton–Hunter reagent, STB can be radio-
iodinated, and subsequently attached to the target protein by 
the reaction of the succinimidyl ester present in the labeling 
reagent with amine groups on the target protein [88, 99–101].



O

O
O O

O

O

O
O

O
O

O

O

O
O

S

O

N N

O

O
O

(n-Bu)3Sn

Sn(n-Bu)3

O
O

O

O

(d)

(c)

(a)

(b)

N

N

N

O
O

O

N N

Na*I
chloramine-T

Na*I
chloramine-T

Na*I
chloramine-T

Na*I
chloramine-T

1

4 5

2 3

*I

*I

*I *I

7 8

1110 12

6

9

I*
I*

*I

*I

HO HO

HOHO

HO

HO

NH

NH

NH

NH

NH2
+ Cl–

Protein–NH2

Protein–NH2

Protein–NH2

Protein–SH

Protein

Protein

Protein

Protein

O

NH2
+ Cl–

FIGURE 19.2 (a) Radioiodination of proteins via prosthetic groups using Bolton–Hunter reagent. 1 = Bolton–Hunter reagent (N‐succinimidyl 
3‐(4‐hydroxyphenyl)propionate; 2 = radioiodinated Bolton–Hunter reagent; 3 = radioiodinated conjugate via amino group of lysine residues. (b) 
Radioiodination of proteins via prosthetic groups using Wood’s reagent. 4 = Wood’s reagent (methyl 4‐hydroxybenximidate hydrochloride); 
5 = radioiodinated Wood’s reagent; 6 = radioiodinated conjugate via amino residues. (c) Radioiodination of amine‐reactive aryl‐tin compounds for 
the radiolabeling of proteins. 7 = STB (N‐succinimidyl 3‐(t‐n‐butylstannyl)benzoate); 8 = [*I]SIB (N‐succinimidyl 3‐iodobenzoate); 9 = radioio-
dinated conjugate via amino residues. (d) Radioiodination of tin compounds for the radiolabeling of thiol‐activated proteins. 10 = TPM (N‐[m‐t‐
(n‐butyl)stannylphenyl]maleimide); 11 = m‐[*I]IPM (N‐(m‐[*I]iodophenyl)maleimide); 12 = radioiodinated conjugate via thiol residues.



282 LABELING AND IMAGING TECHNIQUES FOR QUANTIFICATION OF THERAPEUTIC BIOLOGICS

19.2.2.1.5.2 Thiols as Protein Radiolabeling Sites The 
second useful functional groups for covalently radiolabeling 
antibodies are thiols. These groups are nucleophiles such as 
amines; however, they can be reacted selectively over amines 
on a protein, particularly if the amines are protonated through 
adjustment of the pH (7 or less). Thiols occur on cysteine 
residues and exist as disulfide bonds in native proteins, 
including antibodies, that stabilize the whole‐molecule 
structure. Hinge‐region disulfides can be selectively reduced 
with reagents such as mercaptoethanol or dithiothreitol to 
produce free thiols available for targeted labeling. Proteins 
that do not contain native disulfide bonds can be reacted with 
compounds such as 2‐iminothiolane to introduce thiol 
groups on primary amines [12, 102, 103]. Alternatively, a 
variety of bifunctional linkers can also be incorporated into 
proteins to introduce thiols. Discussion of the applications of 
bifunctional linkers is outside the scope of this chapter, but 
can be found in numerous reviews [90, 95, 104].

Iodoacetamide and maleimide containing molecules are 
well known for their thiol specificity [105]. These conjuga-
tion reactions are generally conducted at pH ≤ 7 and are 
complete within a few minutes. For example, two different 
metallic derivatives, acetyl mercuric and aryl tin, of N‐
phenylmaleimide can be prepared and radioiodinated to give 
N‐iodophenylmaleimide [106–108]. Subsequent conjuga-
tion of proteins would be accomplished by allowing the 
maleimide group to react with thiols on the protein 
(Fig. 19.2d). Thiols can be introduced onto a protein using a 
commercially available bifunctional coupling reagent, such 
as N‐succinimidyl 3‐(2‐pyridyldithio)propionate (SPDP) at 
the optimal pH range of 6.0–7.5, or by treatment of intact 
antibody with dithiothreitol at pH 8 [106].

19.2.2.1.5.3 Oxidized Carbohydrates as Protein 
Radiolabeling Sites The third functional groups for 
radiolabeling antibodies are the carbohydrate moieties 
attached to the hinge region or the Fc portion of some 

 proteins, such as mAbs. The fact that the carbohydrates (e.g., 
polysaccharides) are located at these distinct areas of the 
antibody structures, away from the biologically active 
binding sites (including regions responsible for antigen 
binding and conveying effector functions), makes these 
functionalities attractive for site‐specific conjugation of 
 prelabeled molecules [109]. Radiolabeling the polysaccha-
ride moieties requires oxidation of the cis‐diols to create 
active aldehyde functionalities (–CHO). The aldehyde 
groups can be coupled directly to primary amines to produce 
imines, followed by a second step involving reduction of the 
imines to form a stable conjugate. A number of radiohaloge-
nated amine‐containing compounds (e.g., dilactitol iodo-
tyramine [110] and iodohistamine) have been prepared that 
could potentially be used to radiolabel oxidized carbohy-
drate moieties. The preparation and conjugation of a radio‐
iodoaniline with carbohydrate‐oxidized mAb has been 
described as well (Fig. 19.3) [101]. In this reaction, radio‐
iodoaniline is prepared from the corresponding aryl‐tin 
derivative. Modification of antibody carbohydrates by 
oxidation with NaIO

4
 and conjugation with radio‐iodoaniline 

is then followed by reduction with NaBH
4
 to form the stable 

radioimmunoconjugate.

19.2.2.2 Radiometal Labeling of Proteins The attach-
ment of radiohalogens through direct labeling, as described 
for iodine, is only possible if the nuclides can undergo 
electrophilic substitutions. Furthermore, these radiohalo-
gens must be capable of being attached under physiological 
conditions due to the heat‐labile nature of proteins. Direct 
labeling is thought of as advantageous owing to the sim-
plicity of such processes. However, radioactive metal ions 
are generally more difficult to attach via direct labeling strat-
egies due to their reduced reactivity compared to halogens. 
Nevertheless, methods for direct approaches for labeling 
proteins with metallic radionuclides are available. For suc-
cessful direct radiolabeling to occur, sufficient available 
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thiol groups are necessary to complex with the generated 
metal radionuclide. Poor site specificity, and lack of stability 
when coupling with thiol groups are major shortcomings of 
direct radiolabeling of antibodies with metal nuclides [111]. 
Approaches to counter these shortcomings have involved 
reducing the disulfide linkages to produce thiol groups. 
However this method, if uncontrolled, is likely to alter the 
spatial conformation of the protein [112]. These disadvan-
tages have led to the development of indirect radiolabeling 
methods that link radiometals to proteins using bifunctional 
chelators. These chelators consists of two functional 
groups—one group for the attachment to the protein and a 
chelating unit that carries the radionuclide. As with pros-
thetic groups in the indirect radioiodination of proteins, che-
lators have to be stable against hydrolysis under physiological 
conditions and must not alter the biological properties and 
specificity of the protein required for target binding. Due to 
the diversity of the metallic radionuclides, many different 
variations of bifunctional chelators are used depending on 
the choice of radionuclide. The size, charge, and electron 
configuration of the metallic radionuclide will determine 
the coordination number (varying from 2 to 8) required of a 
bifunctional chelator in order to accommodate the radio-
metal [111].

19.2.2.2.1 Acyclic Bifunctional Chelators The first 
chelating agents developed for coupling radionuclides to 
biomolecules were the acyclic chelating agents, which lack 
a  ring system in their coordinating form as compared to 
macrocyclic chelators. The most common acyclic chelators are 
derivatives of DTPA and EDTA (ethylenediaminetetraacetic 
acid), which are capable of binding a wide range of metals 
including the widely used In‐111, Y‐90, and Tc‐99m. Binding 
of DTPA to a protein, such as an antibody, is possible by the 
use of the coupling agent isobutyl chloroformate. Attached 
to the primary amines on proteins, the conjugated acyclic 
chelating system possesses six or eight donor sites for 
interaction with the radiometal [113]. A major advantage of 
using DTPA analogs as bifunctional chelators is mild 
reaction conditions, which is of particular benefit owing to 
the labile nature of proteins. Zevalin (Y‐90‐ibritumomab 
tiuxetan) is an example of a therapeutic drug utilizing the 
conjugation of mAb ibritumomab to the DTPA derivative 
known as tiuxetan, for labeling with 90‐yttrium. Zevalin 
received FDA approval in 2002 for the treatment of  non‐
Hodgkin’s lymphoma and is currently still being marketed. 
Compared to the antibody drug rituximab, it shows greater 
response rates and highlights the use of anti‐CD20 
radiotherapy in medicine [114].

Although DTPA has been extensively studied, its low in 
vivo stability diminishes its potential use due to dissociation 
of the radionuclide from the chelating agent. Another nega-
tive aspect of conjugation with DTPA is the synthesis of 
undesired conjugates, such as double‐substituted DTPA 

 analogs (i.e., a single DTPA molecule conjugated to two 
 protein molecules) obtained with the DTPA dianhydride. 
These negative aspects have led to the synthesis of DTPA 
derivatives such as tetra‐t‐Bu‐DTPA (Fig.  19.4a) that 
 contains only one free carboxyl group, thus eliminating the 
possibility of forming double‐substituted DTPA derivatives. 
However, the same radionuclide dissociation issues associ-
ated with DTPA are equally problematic in the derivatives of 
DTPA and occur due to the opening of the chelate ring. 
Alternative methods and modifications to DTPA have been 
sought in order to provide a more appropriate hindrance to 
the opening of the acyclic backbone once conjugated. An 
example is cyclohexane‐1,2‐diamine N,N,N′,N′‐tetraacetate 
(CHX‐DTPA) (Fig. 19.4a), which has a decreased likelihood 
of dissociation. Compared to DTPA, CHX‐DTPA and the 
methyl derivative MX‐DTPA (p‐isothiocyanatobenzyl‐
diethylenetriamine‐pentaacetic acid) (Fig.  19.4a) possess 
greater in vivo stability and are generally preferred in the 
radiolabeling of mAbs [115]. An antibody that targets human 
epidermal growth factor receptor 2 (HER2), a member of the 
epidermal growth factor receptor family, has been conjugated 
to a variant of the maleimide derivative of CHX‐DTPA. This 
conjugated protein has been used to provide imaging of high 
contrast in breast cancer, suggesting that CHX‐DTPA has a 
promising role in clinical molecular imaging [116].

19.2.2.2.2 Macrocyclic Bifunctional Chelators Another 
strategy to overcome the dissociation problems with 
bifunctional DTPA derivatives is the use of macrocyclic 
chelators made up of a tetraza‐ or triazamacrocyclic ring. 
1,4,7,10‐Tetraazacyclododecane‐N,N′,N″,N‴‐tetraacetic 
acid (DOTA, Fig. 19.4b) is a valuable substitute for DTPA 
and is one of the primary workhorse chelators for radiometal 
chemistry. Bifunctional DOTA and its commercially 
available derivatives can form thermodynamically stable 
complexes with divalent and trivalent radiometals, including 
In‐111, Y‐86, Y‐90, Bi‐213, and Ac‐225, a quality that 
makes them very useful in molecular imaging and 
radiotherapy [117]. However, there are also consequences 
to this beneficial in vivo stability. In comparison to DTPA, 
incorporation of the radiolabel to DOTA occurs more slowly 
and results in a lower yield owing to DOTA’s rigid 
structure [118].

The first approach in conjugating DOTA to a protein is 
to create an amide linkage via the activation of one of the 
carboxyl groups in DOTA [119]. However, derivatives of 
DOTA have improved upon this conjugation by using 
added linker side chains that will bind to proteins without 
altering their biological activity [120]. The addition of a 
side chain may allow for better delivery and targeting prop-
erties of the radiolabeled antibody. An example of this is 
the maleimidocysteineamido‐DOTA derivatives that inhibit 
the release of the bifunctional chelate–radiometal complex 
in a pH‐dependent fashion. This is thought to improve tumor 
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uptake owing to the acidic pH often found in solid tumors, 
resulting in an accumulation of radiometal at the tumor 
site [111, 121].

One of the oldest derivative of DOTA is 1,4,7‐triazacy-
clononane‐1,4,7‐triacetic acid (NOTA, Fig. 19.4b), which is 

a hexadentate macrocyclic chelator, and is one of the most 
successful chelators for use with Ga‐67, Ga‐68, and Cu‐64. 
It has been widely reported that NOTA has a much better 
stability with Cu‐64 than DOTA, with less accumulation 
of  the radionuclide appearing in other organs [122, 123]. 

NN

N N N

1

N

tBuO2C

(a)

(b)

tBuO2C

tBuO2C

tBuO2C

HO2C

HO2C

HO2C

HO2C HO2C CO2H

CO2H

NNN

2

3

CO2tBu

CO2tBu

CO2tBu

CO2tBu

HO2C

HO2C

HO2C

HO2C

HO2C

N N

N

N N N

NNN N

O

HO

HO

OH

O

O

N

N
N

O
O

NH

NH2

NH

N

CO2H CO2H

CO2HCO2H

CO2H
CO2H

5

7

4 6

FIGURE 19.4 Bifunctional chelating agents. (a) Structures of DTPA derivatives. 1 = DTPA‐tetra (t‐butyl ester); 2 = MX‐DTPA; 3 = CHX‐DTPA. 
(b) Other common macrocyclic bifunctional chelating agents. 4 = DOTA; 5 = NOTA; 6 = TETA; 7 = desferrioxamine B (DFO).



MOLECULAR IMAGING FOR THE STUDY OF PK AND BIODISTRIBUTION OF BIOLOGICS 285

Another common chelating agent is 1,4,8,11‐tetraazacyclo-
tetradecane‐1,4,8,11‐tetraacetic acid (TETA, Fig.  19.4b). 
Compared to the acyclic bifunctional chelators and DOTA, 
TETA, especially the benzyl TETA derivative, is a more 
stable chelating agent for copper radionuclides for protein 
labeling [124, 125]. Use of TETA on peptides with Cu‐64 
suggests that TETA may have a potential in the molecular 
imaging of tumors [126].

Another useful chelator for protein labeling is deferox-
amine (DFO) or Desferal, a bacterial siderophore that 
natively binds Fe3+ and also has been used extensively with 
isotopes of gallium and zirconium (Fig. 19.4b). DFO is the 
only competent Zr‐89 chelator available for radiolabeling. 
Zr4+ is a highly charged, hard metal ion with a relatively 
small ionic radius and is prone to forming insoluble polynu-
clear hydroxide species in aqueous solution, making it diffi-
cult to radiolabel effectively [117]. For many years, the best 
chelator for Zr‐89 had been DTPA, which forms a thermody-
namically stable complex with Zr4+, but studies have shown 
that radiolabeling DTPA with Zr‐89 is inefficient 
(yields < 1%) and in vivo stability is exceptionally poor 
[127]. In contrast, DFO can radiolabel with Zr‐89 in 
quantitative yields (>99%) and is thought to bind Zr‐89 with 
its three hydroxamate groups in a hexadentate fashion [29]. 
Zr‐89‐DFO‐Zevalin was the first Zr‐89 antibody conjugate 
imaged in humans and was shown to be a suitable PET 
surrogate for Y‐90‐Zevalin dosimetry [127]. A number of 
other studies have been performed using Zr‐89‐DFO‐anti-
body conjugates with success, such as Zr‐89‐DFO‐U36, 
Zr‐89‐DFO‐bevacizumab, Zr‐89‐DFO‐J591, Zr‐89‐DFO‐
TRC, and Zr‐89‐DFO‐trastuzumab [46, 128–130].

The high 4+ charge makes Zr‐89 challenging to incorpo-
rate into bifunctional chelators that form stable complexes 
easily with other common 3+ cationic metal ions (e.g., In3+, 
Ga3+, Y3+ and Lu3+). In vivo, Zr‐89 that is lost from a bifunc-
tional chelator typically localizes in bone, as demonstrated 
by the highly unstable Zr‐89‐DOTA‐ and Zr‐89‐DTPA‐based 
antibody conjugates that showed significant Zr‐89 accretion 
in bone 72 h postinjection [131]. Although DFO is an excel-
lent Zr‐89 chelator, some decomposition can be observed 
overtime in vivo as Zr‐89 slowly accumulates in bone [29]. 
The design of novel chelators for Zr‐89 with improved solu-
bility, in vivo stability, and chelation properties would be 
opportune, considering that DFO is the only current option. 
The reader is referred to two recent reviews [111, 117] that 
provide a convenient and accessible overview of the field of 
radiometal chelating agents.

19.2.2.3 Fluorescent Labeling of Proteins The coupling 
of fluorescent moieties to proteins to create labeled protein 
reagents has become a routine and important procedure in 
the biological sciences and medicine [66]. Molecules that 
absorb in the NIR region (700–1000 nm) can be efficiently 
used to visualize and investigate in vivo molecular targets 

because most tissues generate little NIR fluorescence. The 
most common organic NIR fluorophores are small‐molecule 
organic dyes such as polymethines. Their physical prop-
erties, biodistribution, PK, and applications for in vivo fluo-
rescence imaging have been summarized in a recent review 
[59]. Often, a succinimidyl‐ester functional group is attached 
to a fluorophore to allow subsequent conjugation to primary 
amines on proteins. The presence of multiple primary 
amines, especially primary amines in the antibody active 
site, can result in fluorophore conjugation that changes 
antigen‐binding characteristics, and in the extreme, com-
pletely inactivates the antibody [132, 133]. Steric hindrance 
and the absence of additional reactive sites on the fluoro-
phore are presumed to limit the degree of antibody modifica-
tion by the conjugation reaction. Furthermore, antibodies 
react with fluorophores at different rates and retain biological 
activity at different degrees of fluorophore labeling. Thus, 
conjugation requires a suboptimal fluorophore to protein 
ratio for the specific coupling reaction of interest. Moreover, 
the coupling reaction results in a population of antibodies 
having a heterogeneous distribution in labeling where the 
number of fluorescence molecules per antibody is variable. 
Lastly, the presence of multiple fluorophores in close 
proximity can actually decrease fluorescence through 
quenching mechanisms (i.e., increased labeling may pro-
duce a reagent that is dimmer than one with less labeling) 
[134, 135]. Chemists continue to develop new NIR fluoro-
chromes with improved fluorescence quantum yield and 
physical properties, high chemical and photostability, low 
aggregation tendencies, and low cytotoxicity [60, 136]. 
Some of these new small‐molecule organic dyes have yet to 
be evaluated for in vivo fluorescence imaging.

19.3 MOLECULAR IMAGING FOR THE STUDY 
OF PK AND BIODISTRIBUTION OF BIOLOGICS

Molecular imaging is a viable method for studying the 
 biodistribution and PK of biologic drug candidates [137–139]. 
A major task in preclinical drug development is to define 
the precise relationship between PK and PD (pharmacody-
namics): (i) how many reaches the target relative to  nontarget 
tissues and (ii) what are the resulting pharmacological effects. 
The ability to quantitatively image the biodistribution of 
therapeutic biologic proteins in a noninvasive fashion can aid 
in the development of new biologics, dose optimization, and 
treatment monitoring. Normally, for experimental purposes, 
biodistribution data must be obtained by dissecting the animal, 
collecting plasma or tissues, and  analysis via radiometric 
counting measurements (“cut‐ and‐count”). The key advan-
tages of noninvasive imaging are that imaging is less time‐
consuming and uses less animals and reagents [138].

With regard to clinical uses, there is a critical need to 
establish an effective noninvasive tool to clearly diagnose 
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diseases as well as provide treatment. If a highly effective 
noninvasive method existed, a patient could potentially 
receive effective treatment at an earlier stage with concise, 
targeted drug delivery. Currently, several noninvasive 
imaging modalities have been applied in preclinical and 
clinical drug development, including MRI, X‐ray, computed 
tomography (CT), PET, SPECT, electron microscopy, and 
ultrasound. Among them, PET, SPECT, and OI are regarded 
as quantitative or semiquantitative imaging modalities that 
employ radiotracers or optical tracers to image biodistribu-
tion of the labeled proteins, while X‐ray, CT, and MRI are 
normally used for anatomical imaging purposes [140]. The 
primary modalities utilized for in vivo imaging of protein 
kinetics currently are SPECT and PET [139]. Some repre-
sentative applications of these imaging modalities in the area 
of biodistribution and PK are provided in this section along 
with a review of the basic principles of SPECT, PET, and 
fluorescence imaging techniques

19.3.1 SPECT Imaging

SPECT is a nuclear medicine tomographic imaging tech-
nique using gamma rays. Normally, a marker radioisotope is 
attached to a protein molecule. After being administered in 
vivo, the gamma emission of the isotope from the radiola-
beled protein allows the drug to be seen by a gamma camera. 
Since the source of SPECT images are gamma ray emis-
sions, three‐dimensional images can be acquired with the 
gamma camera, which permit accurate localization of organs 
[138]. This information is typically presented as cross‐ 
sectional slices through the subject, but can be reformatted or 
manipulated as required. Therefore, SPECT can be used to 
provide information about localized function within internal 
organs, making it particularly useful for tumor or brain 
imaging. As an example, 3D‐acquisition SPECT of the liver 
was performed to investigate the correlation between tumor 
accumulation of In‐111‐bevacizumab and VEGF‐A expres-
sion in patients with colorectal liver metastases [140]. In 
another example, several studies applied SPECT imaging to 
evaluate mesothelin expression in tumors through the use of 
In‐111‐labeled antibodies. These findings indicated that the 
antimesothelin antibody may be developed into a diagnostic 
agent for imaging mesothelin‐expressing cancers [141]. The 
major advantages of radionuclide‐based molecular imaging 
techniques (SPECT and PET) over optical modalities (e.g., 
optical and MRI) are that they are very sensitive (down to the 
picomolar level), quantitative, and there is no tissue penetra-
tion limit [138]. However, one disadvantage is that the reso-
lution (typically > 1 mm) of either SPECT or PET is not as 
high as the other imaging modalities such as MRI.

Radiolabeling of antibodies with radioiodine may also 
be applied to radioimmunoscintigraphy and SPECT imaging 
to obtain preclinical information on biodistribution, PK, 
and tumor detection of several genetically engineered anti-

bodies [142–144]. The imaging signal from radioiodine in 
target tissues reflects mostly intact protein and partial deg-
radation products. Eventually, iodine catabolites leave the 
cell, diminishing signal in target tissues and increasing the 
amount of radioiodine available for thyroid uptake. Images 
from radioiodinated proteins typically include conspicuous 
thyroid glands due to the catabolized iodine. The stable 
attachment of residualizing radiometals (i.e., radiometals 
that accumulate and get trapped in the cell) to antibodies 
has been pursued to circumvent the pitfalls of radioiodine, 
especially for internalizing antibodies. Antibodies labeled 
with metal radionuclides via DTPA, DOTA, or DFO tend to 
accumulate in antigen‐expressing tissues following 
receptor‐mediated endocytosis. This accumulation is caused 
by the residualizing properties of the charged, highly polar 
catabolites (e.g., charged lysine adducts). Signal remains 
visible along with that of intact or partially degraded 
 protein. Thus, the imaging signal of a residualizing label 
represents the current or final location of the protein, 
approximating the total amount accumulated at that site 
(Fig.  19.5a) [145]. Residualization also occurs to some 
extent in organs of mAb catabolism such as the liver, 
the  kidney, and the spleen. Such is the case for Zevalin, 
which utilizes Y‐90 chelated by a DTPA analog. The residu-
alization benefits of Y‐90 and In‐111 over I‐131 have been 
 demonstrated by clinically comparing tumor uptake kinetics 
of Y‐90 and I‐131 labeled antibodies and by imaging studies 
with In‐111 and I‐131 [29].

19.3.2 PET Imaging

In contrast to SPECT tracers that emit gamma rays that are 
measured directly, PET tracers emit positrons that annihilate 
to emit pairs of gamma photons. The biodistribution study of 
therapeutic biologics by PET methodology is quantitatively 
measured by radiotracer distribution in organs/tissues. 
Similar to SPECT, PET uses radioactive tracers and a scanner 
to record data that a computer constructs into two‐ or three‐
dimensional images. In other words, the three‐dimensional 
image created from a SPECT or PET scan maps the radionu-
clide–protein conjugate within the subject (Fig.  19.5b–e) 
[45, 146–148]. Biodistribution and PK could be recorded by 
blood sampling at predetermined time points, preferably 
associated with radiometabolite evaluation with respect to 
time. Although collecting blood samples has been used as a 
method in SPECT imaging to estimate blood concentration, 
the heart has been used in PET to determine blood concen-
trations after injection of radiolabeled proteins. For example, 
animals injected intravenously with I‐124‐labeled antibody 
and imaged serially up to 7 days postinjection showed that 
PET blood curves agreed well with direct measurements 
within 12% at all time points [149].

The distribution of large proteins is determined by the 
rate of extravasation in tissue, the rate of distribution within 
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tissue, binding affinity in tissue, the rates of elimination 
from tissue, route of injection, and species [138]. Normally, 
the biodistribution of proteins requires sacrificing a number 
of rodents and quantitating the tissue concentration by 
counting the radioactivity emitted from the tissue. Micro‐
PET imaging provides a noninvasive way of quantifying the 
concentration of proteins in tissues, a technique that is espe-
cially useful for monitoring the kinetics in target organ such 
as tumor. For instance, a mAb was conjugated to DOTA and 
labeled with Cu‐64. Serial PET imaging revealed that the 
tumor uptake of the tracer was higher than most organs at 
late time points, which provided excellent tumor contrast. 

Biodistribution data as measured by gamma counting were 
consistent with PET findings [150]. In another example, 
PET imaging was used to calculate tumor uptake and com-
pared with ex vivo biodistribution (i.e., “cut‐and‐count”) 
after injection of Zr‐89‐labeled bevacizumab. This study 
demonstrated that the quantization of radiolabeled bevaci-
zumab in tumor using noninvasive imaging is convenient 
and validated by ex vivo biodistribution studies [128].

New procedures have been established in recent years for 
assembling a large amount of positron emitters for preclin-
ical and clinical PET use, such as Zr‐89, Y‐90, and I‐124 
[150]. In general, I‐124 is the radionuclide of choice in 
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combination with noninternalizing antibodies, and Zr‐89 is 
particularly suitable for PET imaging of internalizing mAbs 
due to its ability to be residualized within cells [2]. Readers 
are referred to a review on the future directions of these 
radionuclides and PET imaging [150].

19.3.3 Optical Imaging

OI relies on the detection of photons in the visible, ultraviolet, 
and NIR portion of the electromagnetic spectrum produced 
by bioluminescence or fluorescence [139, 151]. Biolumine-
scence is a chemical process wherein light is  emitted during 
the interaction of a protein produced in engineered cells and 
an administered substrate, as seen in firefly luciferase and 
luciferin [152]. Fluorescence imaging uses probes that emit 
light (fluoresce) after the excitation at a fluorophore‐specific 
wavelength. Depending on the fluorophore, OI of fluoro-
phore‐labeled antibodies possibly offers higher sensitivity 
and temporal resolution than PET in small animals, but unlike 
PET is limited to a few centimeters of tissue depth [139]. 
New developments in the chemistry of fluorophores have 
resulted in a series of fluorochromes with emissions extend-
ing from the ultraviolet into the NIR portion of the 
electromagnetic spectrum [153]. The longer wavelengths of 
the NIR region are advantageous for imaging because tissue 
absorption of signal and auto‐fluorescence from tissue are 
minimized at these wavelengths. However, even in the NIR 
range (700–1000 nm), deep internal organs remain difficult to 
detect. Furthermore, while three‐dimensional image recon-
struction of fluorophores has been demonstrated, results with 
OI are almost exclusively two‐dimensional (Fig.  19.5b) 
[146]. Generally, only organs/areas of interest on or near the 
surface can be detected reliably with fluorescent labeling 
[154, 155].

The advantages of OI for assessing antibody PK in vivo 
are the conjugation chemistry and cost, and lack of exposure 
to ionizing radiation [138]. The fluorophore conjugation is 
often carried out with a commercially available kit and can 
be performed in most laboratories without special license, 
equipment, hazardous precautions, or specific training. The 
detection systems are generally 30–50% as expensive as 
those for small‐animal SPECT or PET, and planar fluores-
cence images are generated within seconds or minutes, 
 typically with a photograph overlay. OI experiments  can 
also accommodate four to five animals per scan, allowing 
an efficient researcher to collect data from 100 animal 
images per hour, whereas PET and SPECT imaging exper-
iments are often limited to one to two animals per 10‐ to 
30‐min scan. Such throughput and cost advantages 
combined with expected improvements in quantification 
from advances in instrumentation provide an exciting out-
look for this approach [139]. The reader is referred to an 
excellent review article [156] for more in‐depth discussion 
of fluorescent imaging.

19.4 CONCLUSIONS AND PERSPECTIVES

Biodistribution studies for biologics are routinely carried out 
using radioactive iodine isotopes. However, iodine‐labeled 
proteins show rapid loss of the radiolabel from the target 
tissue. The iodotyrosine formed upon proteolysis diffuses 
out of the cell/tissue, making results difficult to interpret on 
an appropriate time scale for the evaluation of antibody 
localization. Hence, standard radioiodinated mAbs do not 
demonstrate the residualizing capacity of the radiometal 
complexes of In‐111 or Y‐90 with DOTA or DTPA [157]. 
Chemists are currently investigating the use of trifunctional 
chelating agents that have the residualizing advantages of 
DOTA but with the capability to be radioiodinated. These 
chelating agents bind to the protein as usual but have two 
groups to bind to radiolabels—one to a radiohalogen and the 
other to chelate a radiometal. The benefit of these trifunc-
tional chelating agents is that they would allow the delivery 
of two different radionuclides (i.e., a combination of radio-
halogen and radiometal). Currently, a SIB‐DOTA prosthetic 
group is under investigation (Fig. 19.6) for the radiolabeling 
of a halogen and a metal within the same molecule [158]. 
This chelating agent combines the features of the prototyp-
ical, dehalogenation‐resistant N‐succinimidyl 3‐iodobenzo-
ate (SIB) with DOTA. More recently, other investigators 
have reported the synthesis of a novel probe, HIP‐DOTA 
(Fig.  19.6), for labeling antibodies with radioiodine such 
that residualization occurs in a similar manner as for radio-
metals [145]. An additional advancement found in this work 
is that the HIP‐DOTA system was designed for the labeling 
of thiols rather than lysine residues. This allows site‐specific 
radiolabeling of modified mAbs with engineered cysteine 
residues and reduced disruption of mAb‐binding character-
istics [153]. Overall, the use of these trifunctional chelators 
in antibody labeling is a valuable preclinical tool for study-
ing the biodistribution, metabolism, and excretion of 
 antibody therapeutics. Furthermore, the potential of deliv-
ering a mixture of radiolabels, each with their own unique 
properties, may potentially be useful for combining molec-
ular imaging and targeted radioimmunotherapy.

With the current advances in biotherapeutics and 
 antibody‐directed drug delivery systems, it has become 
fundamentally important to be able to screen patients 
before specific antibody therapies, and to design patient‐
tailored therapeutic regimens in order to avoid unnecessary 
toxicities [148]. Noninvasive detection of various molec-
ular markers of diseases can allow for much earlier diag-
nosis, earlier treatment, and better prognosis that will 
eventually lead to personalized medicine. Molecular 
imaging takes advantage of the traditional diagnostic 
imaging techniques and introduces molecular imaging 
probes to measure the expression of indicative molecular 
markers at different stages of diseases. It has been widely 
reported that various imaging modalities demonstrate 
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unique advantages in drug development. In this chapter, we 
presented the distribution and PK studies using PET, 
SPECT, as well as OI. Among those imaging modalities, 
PET and SPECT imaging are used clinically, while optical 
imaging is still in development for use in the clinic with 
almost all of the studies using this modality still in preclin-
ical standing [138]. In spite of its shortcomings, the field of 
optical imaging is advancing along with radioimaging, and 
it will be exciting to see how these imaging modalities will 
be combined or used individually to benefit personalized 
medicine.
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20.1 INTRODUCTION

Antibody‐based therapeutic proteins are a class of biologics 
that are used to treat a number of different diseases that 
affect both adults and children; in some cases, these biologics 
represent the most advanced form of therapeutic interventions 
available. For diseases such as rheumatoid arthritis (RA), 
inflammatory bowel diseases (IBD), psoriasis, asthma, and 
some other immune‐mediated disorders, the use of biologics 
is established in both adult and pediatric patients. As of 
September 2014, 14 antibody‐based proteins have been 
approved for the treatment of different pediatric conditions 
(Table 20.1).

Of these therapeutic proteins, palivizumab, a monoclonal 
antibody (mAb), targets the human respiratory syncytial 
virus (RSV) and is exclusively used in children to prevent 
respiratory disease in infants at high risk of developing com
plications that could result from the viral infection. More 
commonly, however, therapeutic proteins are predominantly 
used in adult populations as most of the experience and 
research into the safety and efficacy of these agents are 
 conducted in adults with only few studies in pediatric pop
ulations. Consequently, data in children are often limited, 
leading to difficulties in the determination of appropriate 
pediatric dose regimens. A sufficient knowledge and under
standing of the disposition of therapeutic proteins in adults 
is important in order to facilitate the development of these 
agents in pediatric patients.

This chapter presents an overview of how the knowledge 
of the disposition (i.e., absorption, distribution, metabolism, 

and elimination, ADME) of therapeutic proteins in adults 
can help facilitate the development of these agents in chil
dren. Similarities and differences between pediatric and 
adult patients with respect to the pharmacokinetics (PK) and 
immunogenicity of these agents are examined. Furthermore, 
the use of PK modeling and simulation to assist in the deter
mination of the appropriate pediatric dose regimen is also 
discussed. The application of these concepts in the develop
ment of therapeutic proteins for pediatric indications using 
knowledge from adult data is illustrated with some examples 
in literature.

Although therapeutic proteins encompass a wide array of 
biological products; this chapter will primarily focus on 
mAbs because this group of therapeutic proteins represents 
the largest class in current drug development efforts.

With the exception of biologics that are indicated for 
 conditions exclusively occurring in children, the evaluation 
of therapeutic proteins initially focuses on adult popula
tions (aged 18 and above). The knowledge and experience 
obtained from clinical trials in adult subjects are then applied 
to the development of the drug in the target pediatric popu
lation. In designing pediatric studies, the investigator must 
be cognizant of potential differences between adults and 
children with respect to PK, pharmacodynamics (PD), 
immunogenicity, safety, and efficacy of the biologic agent. 
In addition, differences in the etiology, course, and severity 
of the disease may influence responsiveness to the drug, 
thus a clear understanding of these factors may be critical 
to  the  success of drug development efforts in the pedi
atric population [13–15]. A comparative assessment of the 
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disposition of therapeutic proteins in adults and pediatric 
patients is discussed in the following sections.

20.2 COMPARATIVE EVALUATION OF ADME 
OF THERAPEUTIC PROTEINS BETWEEN 
ADULTS AND CHILDREN

Drug disposition is generally governed by the processes of 
ADME. The assessment of these processes is of great impor
tance in the development of therapeutic proteins. Due to the 
rapid growth and development occurring in children, 
knowledge of the differences in these processes between 
pediatric and adult patients is especially important for the 
determination of pediatric dose regimens.

For chemically synthesized small‐molecule therapeu
tics, there is a large body of knowledge with respect to the 
characterization and role of metabolizing enzymes in drug 
disposition. The differential function of drug metabolizing 
enzymes and renal excretion across the pediatric age spec
trum is generally taken into account when designing pedi
atric studies and serves as the basis for dose adjustments 
[15, 16]. Therapeutic proteins differ from small‐molecule 
drugs by their source, size, and complexity. As a result, the 
PK and PD of therapeutic proteins are different and often 
more complicated than those of small‐molecule drugs. In 
addition, knowledge of the effect of developmental changes 
on the disposition of therapeutic proteins is sparse, making 
it difficult to base pediatric dose recommendations on 
assumptions routinely applied to small‐molecule thera
peutics. A brief review of potential differences between 

adults and pediatric patients in the disposition of therapeutic 
 proteins is  discussed next.

20.2.1 Absorption

Although oral administration of therapeutic proteins is 
 desirable, and research into developing oral formulations of 
therapeutic proteins is continuing [17], these agents are 
rarely given by mouth because they are hydrophilic, subject 
to enzymatic degradation, and insufficiently absorbed from 
the gastrointestinal tract. Presently, all approved therapeutic 
proteins are given by parenteral administration, usually via 
intravenous (IV), subcutaneous (SC), or less commonly by 
intramuscular injection. Some biologics are employed for 
local administration at the site of action, for example, ranibi
zumab is administered via intravitreal injection in the 
treatment of wet age‐related macular degeneration.

Therapeutic proteins administered via SC or intra muscular 
route undergo absorption that is known to occur mainly 
through the lymphatic system and to a lesser extent through 
capillary diffusion. Given the size of these agents along 
with the protracted lymphatic flow rate, absorption into the 
systemic circulation is usually a slow process [18]. After SC 
administration, therapeutic proteins attain peak systemic con
centrations in 2–8 days [19, 20]. Some of the drug undergoes 
proteolytic degradation at the site of injection or in the process 
of absorption leading to incomplete absolute bioavailability 
that generally ranges from 50% to 80% [19, 21].

It is unknown if physiological differences between adults 
and children in the absorption pathway have a significant impact 
on the rate or extent of absorption of therapeutic proteins. 

TABLE 20.1 Antibody‐Based Therapeutic Proteins with Approved Pediatric Indications

Generic Name (Trade Name) Target Indication Approved Age Rangea References

Abatacept (Orencia®) Cytotoxic T‐lymphocyte antigen Juvenile idiopathic arthritis ≥6 yr [1]
Adalimumab (Humira®) Tumor necrosis factor‐α Juvenile idiopathic arthritis ≥4 yr [2]

Crohn’s disease ≥6 yr
Basiliximab (Simulect®) Interleukin‐2 receptor‐α Renal transplantation 1–16 yr [3]
Canakinumab (Ilaris®) Interleukin‐1 receptor‐β Cryopyrin‐associated periodic 

syndromes
≥4 yr [4]

Daclizumab (Zenapax®) Interleukin‐2 receptor‐α Renal transplantation ≥11 mo [5]
Eculizumab (Soliris®) Complement protein C5 Atypical hemolytic uremic  

syndrome
No minimum age 

specified
[6]

Etanercept (Enbrel®) Tumor necrosis factor‐α Juvenile idiopathic arthritis ≥2 yr [7]
Infliximab (Remicade®) Tumor necrosis factor‐α Crohn’s disease ≥6 yr [8]

Ulcerative colitis ≥6 yr
Omalizumab (Xolair®) Immunoglobulin E Asthma ≥12 yr [9]
Palivizumab (Synagis®) Respiratory syncytial virus Respiratory syncytial virus disease 0–2 years [10]
Rilonacept (Arcalyst®) Interleukin‐1 Cryopyrin‐associated periodic 

syndromes
≥12 yr [11]

Tocilizumab (Actemra®) interleukin6 receptor Systemic juvenile idiopathic arthritis ≥2 yr [12]
Polyarticular juvenile idiopathic 

arthritis
≥2 yr

a Pediatric age range up to 17 years unless otherwise indicated.
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Few reports of differences between adults and children in SC 
absorption and bioavailability parameters of the approved 
therapeutic proteins are found in the literature. It is of interest 
that a recent population PK analysis of canakinumab involving 
subjects with ages ranging from 4 to 74 years showed that 
the first‐order absorption rate constant (ka) following SC 
administration appeared to decrease 1.5‐fold with a doubling 
of age, thus suggesting that canakinumab absorption might be 
faster in children [22]. It is not known whether neonatal Fc 
receptor (FcRn) expression is sufficiently different to impact 
absorption of mAbs in younger children compared to adults.

20.2.2 Distribution

Typically, after a drug reaches the systemic circulation, it is 
distributed into various body compartments, the extent of 
which is determined by the size, polarity, and solubility of 
the drug. For therapeutic proteins, the distribution occurs 
mainly by convective transport through capillary pores, as 
well as through transcytosis into the extracellular space 
[19]. Not surprisingly, the distribution of large therapeutic 
proteins is primarily confined to the systemic circulation 
and, to a less extent, to the extracellular space due to their 
large molecular weight and hydrophilicity. As a result, the 
volume of distribution is generally low, often approxi
mating blood volume. The volume of distribution of some 
therapeutic proteins is influenced by other factors such as 
the drug’s binding affinity, target antigen distribution, 
antigen–antibody complex formation, and the turnover of 
the surface receptors to which the drug binds. In some 
oncology conditions, shedding of target receptors may lead 
to altered antibody distribution. The presence of solubi
lized receptors can block antibody‐binding sites resulting 
in diminished antibody binding to the target tissues [23].

In contrast to small‐molecule drugs, developmental changes 
in body composition across various age groups do not appear 
to significantly influence the biodistribution of therapeutic 
proteins [24–26]. Nevertheless, differences in the production 
or degradation rate of the target antigen or ligand, as well as 
differences in protein or target–tissue binding could exist bet
ween adult and pediatric patients. Such differences could 
result in dissimilar distribution of the therapeutic protein fol
lowing initial dosing. Accounting for the variation in body 
size should minimize any clinically meaningful difference 
in the distribution of therapeutic proteins between adult and 
pediatric patients.

20.2.3 Metabolism and Elimination

From most reported studies, it does not appear that hepatic 
metabolizing enzymes, such as the cytochrome P450 family 
of enzymes, play a significant role in the metabolism 
of  mAbs. Rather, it is believed that therapeutic proteins 
are  catabolized by proteolytic enzymes, which are widely 

available throughout the body, into peptides and amino 
acids, which are then recycled or eliminated by physiological 
processes [27]. In general, the metabolism of therapeutic 
 proteins does not produce active metabolites that may 
elicit biological effects as sometimes observed with small‐
molecule drugs.

Although the precise mechanism for the process of 
elimination of mAbs is unclear, specific and nonspecific 
elimination pathways have been identified for mAbs [27, 
28]. A nonspecific pathway mediated via Fc receptors (Fcγ 
and FcRn receptors) is commonly shared by endogenous 
IgG and mAbs that target soluble antigens (e.g., adalim
umab, bevacizumab, canakinumab, golimumab, infliximab, 
and ustekinumab). The FcRn protects both endogenous and 
therapeutics IgGs from rapid elimination, thus prolonging 
the half‐life of these proteins [29]. Since these nonspecific 
processes are not known to be agerelated, differences in the 
elimination of mAbs are not expected for adult and pedi
atric patients via this pathway. This expectation is supported 
by the fact that the clearance of some of these agents has 
been found to be comparable between adult and pediatric 
patients after body size‐related PK differences are adequately 
taken into account [26, 30].

Target‐mediated elimination that leads to the formation of 
antibody–antigen complexes with subsequent lysosomal 
degradation has been observed with some mAbs [27, 28, 31]. 
In many cases, this process is more common with mAbs that 
directly interact with their specific targets on the cell surface 
(e.g., natalizumab, panitumumab, tocilizumab, and trastu
zumab). In some cases (e.g., omalizumab and denosumab), 
however, target‐mediated elimination also occurs with mAbs 
that bind to soluble ligands [32, 33]. In general, target‐
mediated  processes result in saturable or nonlinear 
 disposition of the mAb. The formation of antigen–antibody 
complexes is dosedependent, with saturation occurring at 
sufficiently high mAb doses. As a result, the PK of these 
mAbs is not usually doseproportional across the dose 
range evaluated in pharmacological studies. The clearance of 
many mAbs involves both nonspecific and target‐mediated 
processes and the disposition of the mAbs will depend on the 
relative contributions of each process to the overall elimina
tion of the drug. In terms of drug concentrations, nonlinear 
PK behavior is observed when drug concentrations are low 
relative to that of the target, while at higher drug concentra
tions with the target antigen saturated, the nonspecific 
pathway predominates and the elimination of drug becomes 
linear. Typically, PK models that simultaneously account for 
the two elimination pathways result in a more accurate 
description of the observed data compared to models incor
porating only the linear or the nonlinear component.

For drugs with linear PK characteristics, allometric 
approaches may be employed in the determination of pedi
atric doses [34, 35], while for those exhibiting nonlinear 
PK,  standard allometric body weight scaling may not be 
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appropriate for estimating pediatric dose regimens. Dif
ferences in antigen expression and turnover rates between 
adults and children may further complicate the nonlinear 
elimination process, making it more difficult to determine 
appropriate pediatric dose regimens [36].

Another important and unique component of the 
clearance process of therapeutic proteins is the development 
of antibodies to the drug (immunogenicity). In general, the 
formation of antidrug antibodies (ADAs) leads to increased 
clearance and a decrease in the systemic level of the drug, 
with such decrease being proportional to the severity of 
the immunogenic response. Currently, there are little pub
lished data to adequately examine the similarity or dissim
ilarity in immunogenicity between children and adults. A 
review of the package of inserts of some approved mAbs 
shows that higher ADA incidences were reported for adali
mumab, abatacept, and infliximab in children with juvenile 
idiopathic arthritis (JIA)/juvenile rheumatoid arthritis 
(JRA) when compared with the respective adult popula
tions with RA. On the other hand, the incidences of ADA 
were similar for etanercept and tocilizumab in children 
with JIA compared to the respective adult popu lations 
with RA, as well as for infliximab in pediatric ulcerative 
colitis (UC) or Crohn’s disease compared to the respective 
adult patients.

While it is conceivable that children may elicit different 
immune responses to mAb biotherapeutics, the interpreta
tion of ADA results is often complicated by differences 
in  study designs, patient‐related factors (e.g., concomi
tant  immunomodulators and prior biologic exposure), 
and sample sizes between adult and pediatric studies. For 
example, some pediatric studies employ a randomized with
drawal design (treatment with placebo after exposure to 
active drug) that is generally associated with an increased 
incidence of ADA. If the corresponding adult study employs 
a placebo‐controlled parallel study design, the incidence 
of ADA could be substantially different between pediatric 
and adult studies. Nevertheless, given the possibility that a 
child’s immune system may react to “foreign” therapeutic 
proteins differently from that of an adult, efforts should be 
made to properly evaluate any significant discrepancy in 
immunogenicity between pediatric and adult populations. 
Such an evaluation should take into account any differences 
that could influence the interpretation of the immunoge
nicity data.

20.3 EXTRAPOLATION OF EFFICACY FROM 
ADULTS TO PEDIATRIC PATIENTS

In many instances, the determination of pediatric dose regi
mens relies to a great degree on the extrapolation of clinical 
data obtained from studies conducted in adult patients [37–39]. 
In the context of pediatric drug development, extrapolation 

may be defined as a framework that allows the use of 
information available from adult studies to make inferences in 
a pediatric population in order to reduce the need to generate 
additional data, which otherwise would be needed to arrive at 
the right conclusions for the target pediatric population. The 
primary reason why extrapolation is often advocated in pedi
atric drug development is the need to avoid unnecessary 
clinical studies in pediatric patients due to ethical, feasibility, 
or efficiency considerations.

While extrapolation of data from adults to pediatrics is 
often proposed as a reasonable approach to enable children 
to have access to drugs already approved in adults, it is 
recognized that appropriate application of extrapolation is 
contingent on meeting certain conditions. A framework 
that provides guidance on clinical pharmacology consider
ations for the extrapolation of a drug’s effectiveness in 
pediatric patients was proposed by the FDA in 2003 
(Fig. 20.1 [40]).

Inherent in the pediatric study decision tree is the expectation 
that an investigator demonstrates a reasonable understanding 
of the similarity or otherwise of the target disease, response to 
treatment, PK, PD, and exposure–response (E–R) of the drug 
of interest in the adult and pediatric populations. Importantly, 
the decision algorithm provides recommendations on the 
type of clinical pharmacology studies that may be performed 
to support the safe and effective use of drugs in the pediatric 
population. These recommended approaches have been 
described elsewhere as no extrapolation, partial extrapolation, 
and full or complete extrapolation [39].

20.3.1 No Extrapolation Approach

In the event that the nature or progression of a disease is 
unique to pediatric patients, or the response to intervention 
is dissimilar between pediatric and adult patients, then 
a  standard clinical development program (i.e., adequate 
Phase III pediatric studies) is required to provide the evi
dence of safety and effectiveness in pediatric patients. A 
possible exception to this would be in the pediatric oncology 
setting that may be assessed less rigorously due to the rare 
nature of the disease and limited availability of effective 
therapeutic intervention.

20.3.2 Partial Extrapolation Approach

When the disease and response to treatment are similar in 
pediatric and adult patients but the E–R relationship is either 
not similar or not adequately defined, then a partial extrapo
lation approach may be applicable. In this situation, if the 
E–R relationship in the adult population is well character
ized, then an E–R study may be performed in pediatric 
patients and data from such a study may then be compared 
with those in adults. Systemic drug concentrations or other 
PK metrics can represent the exposure while a biomarker or 
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clinical endpoint may be used as the response for this type of 
analysis.

If the E–R relationship is unclear in adults, then a study 
evaluating efficacy and safety in addition to PK data may 
be required to demonstrate effectiveness in pediatric 
patients. Examples of the partial extrapolation approach in 
the evaluation of therapeutic proteins may be seen in the 
approvals of adalimumab and canakinumab in JIA, as well 
as infliximab in pediatric UC where clinical effectiveness 
and exposure‐matching in comparison to adults were dem
onstrated [41].

20.3.3 Full Extrapolation Approach

When it can be demonstrated or reasonably assumed that the 
progression of a disease, its response to treatment, and E–R 
are similar between adults and pediatric patients, studies 
focusing on characterizing the PK of the biologic in pediatric 
patients may be sufficient for extrapolating efficacy. The 

objectives of the PK study would be to identify and confirm 
the pediatric dose regimen that matches the systemic exposure 
obtained in adult patients. Such PK studies are usually per
formed in children with the disease of interest so that they 
could derive benefits from the use of the drug.

Currently, no antibody‐based therapeutic protein has 
been approved by the FDA using the approach of full extrap
olation. The safety and efficacy of most approved therapeu
tics were established through adequately controlled Phase 
III trials in the target pediatric population, for example, 
adalimumab in JIA. Nevertheless, opportunities exist for full 
extrapolation for therapeutic proteins where the efficacy 
and  safety of the same therapeutic class have been well 
established in both adults and children, particularly where 
clinical data have shown children to have similar or better 
clinical outcomes to the class of therapeutics. In one such 
example, infliximab, an anti‐TNFα agent is already approved 
for adult and pediatric UC, while golimumab, another anti‐
TNFα mAb, is approved for use in adult UC and is currently 

Is it reasonable to assume that children, when compared
to adults, have a similar:
(i) disease progression and (ii) response to intervention?

No to either

Is there a PD measurement that can be used to
predict efficacy in children?

Is it reasonable to assume similar ER in children
when compared to adults?

(Full extrapolation)
• Conduct PK studies in children who are designed to achieve drug

levels similar to adults
• Conduct safety trials at the proper dose

(No extrapolation)
• Conduct PK studies to establish dosing

• Conduct safety and efficacy trials in children

(Partial extrapolation)
• Conduct PK/PD studies to establish ER in children for the PD

measurement
• Conduct PK studies to achieve target concentrations based on ER

• Conduct safety trials at the proper dose

Yes to both

YesNo

YesNo

FIGURE 20.1 FDA pediatric study decision tree. This algorithm can be applied to therapeutic proteins. When applicable, the 
 pediatric dose and dosage regimen can be estimated from adult and pediatric pharmacokinetic data. ER indicates exposure response; PD, 
pharmacodynamic; PK, pharmacokinetic.
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being investigated for use in the treatment of pediatric UC. 
Given that both drugs are in the same therapeutic class, along 
with the similarity of the disease in pediatric and adult 
patients, the established effectiveness of both drugs in adult 
UC, and demonstrable E–R relationships, it appears rea
sonable to consider full extrapolation for golimumab in 
pediatric UC.

In another example, the PASCAL study (pediatric study of 
certolizumab pegol) appears to be geared toward a full extrap
olation approach with PK as the primary outcome of the 
study [42]. This is notable as JIA is considered a different 
or  more heterogeneous disease compared to adult RA for 
which certolizumab pegol is already approved. The established 
safety and efficacy for the same class of anti‐TNFα agents 
may thus allow for full extrapolation even in circumstances 
where the pediatric disease is not entirely similar to the 
adult disease.

In summary, regardless of the extrapolation approach 
employed, at least two types of studies are expected to be 
conducted in a pediatric clinical development program. First, 
a PK study is needed to establish dose recommendations or 
E–R as applicable. Secondly, a study to establish safety 
based on the assumption that safety cannot be extrapolated 
considering the potential differences in safety profile bet
ween adult and pediatric patients. In practice, a registry 
study is generally employed to further assure the safety of 
the biologic in the target pediatric population, particularly 
those used for chronic therapy.

20.4 PEDIATRIC DOSE STRATEGIES

The determination of dose regimens to be studied in 
clinical trials is a critical component of any pediatric 
drug development plan [43]. Typically, pediatric doses of 
therapeutic proteins are calculated by scaling established 
adult doses using a measure of body size such as body 
weight or body surface area (BSA) (Table 20.2). Although 
several covariates such as immunogenicity, serum albumin, 
C‐reactive protein, concomitant immunomodulators, and 
target antigen levels have  been shown to influence the 
PK of therapeutic proteins, the most frequently identified 
covariate influencing drug clearance is body size. Unlike 
some small‐molecule drugs, age is not usually used to 
adjust doses for most therapeutic proteins indicated for 
children. This is because age is typically not a covariate 
of systemic exposure for therapeutic proteins once body 
size is accounted for [47]. In line with this observation, 
PK exposure metrics of therapeutic proteins are generally 
comparable between adults and children after correcting 
for the difference in body size.

For convenience, body weight‐adjusted dosing is the 
most commonly applied approach for pediatric dose deter
mination. However, across the spectrum of the pediatric age 

range, body weight‐adjusted dosing is often performed 
using different approaches including fixed mg/kg, vari
able mg/kg dosing, body weight tiered‐fixed dosing, or a 
hybrid of these approaches. Ideally, the appropriate dose 
strategy  should be contingent on an understanding of the 
relationship between body weight and the clearance of the 
therapeutic protein.

20.4.1 Body Weight‐Based (Linear) Dose‐Adjustment 
Approach

Historically, many therapeutic proteins (e.g., infliximab) 
have been administered using a mg/kg approach. This 
approach assumes that drug clearance increases propor
tionally with body weight; however, this is often not the 
case with many therapeutic proteins [48, 49]. In the event 
that drug clearance increases with body weight in a less 
than proportional manner, dose regimens employing a 
mg/kg approach will tend to lead to lower exposure in 
patients in  the lower body weight range due to non 
proportionally higher increased clearance (see Table 20.3). 
Under this scenario, if the same mg/kg dose is used across 
the pediatric age continuum, younger children (due to their 
lower body weights) may achieve lower systemic exposure 
possibly impacting  efficacy. This finding has been dem
onstrated for infliximab through population PK‐based 
simulations intended to predict exposure in younger chil
dren who were not within the age range evaluated in some 
infliximab pediatric trials [26].

In line with the above findings, it has been suggested 
that the resulting lower systemic infliximab exposure in 
some younger children with JRA who received the same 
3‐mg/kg infliximab dose approved for adults with RA may 
partly explain the less robust efficacy of this infliximab 
dose in pediatric patients with JRA [26, 50]. Unlike JRA, 
pediatric patients with IBD who received the same 5 mg/
kg infliximab dose regimen approved in adults demon
strated similar efficacy to that seen in adult IBD patients 
[51, 52]. The E–R following the 5‐mg/kg regimen in pedi
atric UC was consistent with that seen in adult patients 
with UC [53, 54]. The difference in the outcomes for the 
clinical trials of infliximab in JRA and IBD underscores 
the need to understand the relationship between systemic 
exposure and efficacy in the context of pediatric dose 
determination.

Given the above scenario, a variable weight‐based dosing 
approach (where different mg/kg doses are administered to 
children of different age or body weight groups) is some
times employed to better correct for the exposure differences 
that could occur with a fixed mg/kg dosing regimen. An 
example of this approach is seen with tocilizumab where 
doses of 12 or 8 mg/kg are given to children with systemic 
JIA who weigh less than 30 kg, or equal to or greater than 
30 kg, respectively [55].
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20.4.2 BSA‐Based (Linear) Dose‐Adjustment Approach

Therapeutic proteins are sometimes dosed based on BSA. 
Although this approach is more common for drugs used in 
oncology, it has also been adopted for some therapeutic  proteins 
in other indications, for example, adalimumab and golimumab 
were evaluated in clinical trials of children with juvenile 
arthritis using BSA dose adjustment. The BSA approach ema
nates from the notion that many physiological processes in 
mammals are constant with respect to the surface area [56].

When applied to pediatric dose adjustment, BSA can help 
reduce the variability in the resulting systemic exposure of the 
biologic particularly in younger children. Notwithstanding, 
similar to the mg/kg approach, the same BSA‐based dose reg
imen may not lead to consistent exposure across the entire 
pediatric age range because the assumption of unit exponent in 
the scaling equation is not always valid over this range. As a 
result, placing a cap on the amount of drug, or using different 
mg/m2 doses for different age ranges may be required to 
achieve consistent exposure across the pediatric age range of 
interest for the biologic. An example of this approach is seen 
in  the recommended dose of adalimumab for patients with 
enthesitis‐related arthritis 6 years of age and older, that is, 
24 mg/m2 of BSA up to a maximum single dose of 40 mg adali
mumab administered every other week via SC injection [57].

Compared to body weight‐based dosing, dose adjustment 
using BSA is often less desirable because of the potential 
risk of error in the computation of BSA stemming from the 
availability of multiple formulae that almost invariably 
involves a child’s height measurement.

20.4.3 Tiered‐Fixed Dose‐Adjustment Approach

In certain situations, a tiered dosing approach has been 
employed in order to simplify the dose regimen of therapeutic 
proteins. This approach is contingent on the fact that the 
therapeutic window for therapeutic proteins is often wide, thus 

permitting some degree of variability in systemic exposure 
therapeutic proteins without a corresponding adverse impact on 
efficacy or safety. Tiered‐fixed dosing is not only convenient 
but may also reduce the likelihood of dosing errors compared to 
body size‐adjusted dosing in pediatric indications across a wide 
range of ages. One downside to this approach is the need for 
multiple presentations of the drug and/or delivery device to 
cover the range of pediatric doses to be administered.

An example of this approach is seen with basiliximab that is 
administered as a two‐dose regimen, one dose each before, and 
4 days after renal transplantation. Pediatric patients who weigh 
greater than 35 kg are given two IV doses of 10 mg, while those 
weighing 35 kg and above receive two 20 mg IV doses [3].

20.4.4 Hybrid Dose‐Adjustment Approach

In some instances, combinations of the dose‐adjustment 
approaches discussed in the previous sections are often 
employed to achieve consistent exposure in the pediatric age 
range. Thus, it is not uncommon to see therapeutic proteins 
being dosed on a mg/kg or mg/m2 basis at the lower age or 
body weight range, and then a fixed dose often equivalent to 
adult dose in older or higher body weight children. This 
hybrid approach is exemplified by canakinumab in children 
with cryopyrin‐associated periodic syndromes (CAPS) with 
SC dose regimens of 2 mg/kg q8w for those with body 
weights between 15 and 40 kg and 150 mg q8w for those 
weighing more than 40 kg [4].

20.4.5 Other Dose‐Adjustment Approaches

For some therapeutic proteins, the relationship between the 
systemic drug exposure and clinical or biomarker response 
is sufficiently understood to be used in the determination of 
an appropriate dose regimen. Such is the case with omali
zumab for which both adults and pediatric patients (12–
17 years) with asthma are indicated to receive an SC dose of 
150–375 mg q2w or q4w depending on the serum IgE level 
and body weight [9].

Of note, the presence of target‐mediated drug disposition 
(TMDD) in the kinetics of a therapeutic protein may create 
additional challenges in the determination of pediatric dose 
regimens. Clearly, a thorough characterization and under
standing of the kinetics and/or dynamics of biologic agents 
exhibiting TMDD will be helpful in guiding appropriate 
dose selection for children [58].

20.5 SAMPLE‐SIZE DETERMINATION FOR 
PEDIATRIC STUDIES

A perennial challenge in conducting pediatric trials is the 
determination of an appropriate sample size that would 
enable the objectives of the study to be achieved. It is neither 

TABLE 20.3 Relationship between Drug Clearance, Body 
Weight, and Allometric Coefficient

Body 
Weight 
(kg)

Dose (Based 
on 5 mg/kg) 
(mg)

Clearance (L/d)

Allometric Coefficient (α)

1 0.75 0.5 0.25

10 50 0.07 0.12 0.19 0.31
20 100 0.14 0.20 0.27 0.37
30 150 0.21 0.26 0.33 0.40
40 200 0.29 0.33 0.38 0.43
50 250 0.36 0.39 0.42 0.46

Calculation of clearances based on the following hypothetical equation: 
CL = 0.5 × (WT/70)α, where CL is the individual clearance, 0.5 is the 
population clearance corresponding to a 70‐kg individual, WT is the 
individual body weight and α is the allometric power coefficient. As shown, 
a less than proportional increase in clearance occurs with increasing body 
weight when α < 1.
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ethical to enroll more pediatric patients than necessary as 
this leads to undue exposure of children, nor is it desirable 
for a study to enroll a too small number of children from 
whom reliable inferences about PK, efficacy, or safety of the 
drug cannot be made. Thus, efforts should be made to deter
mine the optimal sample size needed to achieve the objec
tives of a pediatric study. Expectedly, historical information 
from adults or children in previous studies is usually the 
starting point for reliable sample size estimation for a new 
pediatric study. Bayesian methods can be used to incorpo
rate prior information into sample‐size calculations for the 
new trial. If the number of subjects needed is not feasible for 
a particular study design, then alternative designs or extrap
olation approaches have to be explored.

With respect to PK or PD studies, approaches to deter
mine the sample size of pediatric studies based on precision 
of parameter estimates in the adult population have been 
proposed [59]; however, there is currently no consensus with 
respect to the appropriateness or universal application of 
such approaches [60].

The incorporation of prior information obtained from 
adult populations into the calculation of sample size for 
pediatric trials may be illustrated with infliximab in the 
treatment of IBD. In the REACH study, a sample size of 82 
subjects was required to achieve an estimating precision 
within 10% from the true proportion of pediatric subjects in 
clinical response at Week 10. The sample‐size calculation 
was based on a clinical response rate of 67% at Week 10 
using all randomized subjects to the infliximab 5 mg/kg 
maintenance treatment group in the ACCENT 1 study of 
adult subjects with Crohn’s disease (n = 192). The sample 
size was then increased to include approximately 110 sub
jects to ensure the collection of adequate safety data in pedi
atric subjects over the course of 1 year (Janssen, unpublished 
data). Notably, the sample size in pediatric Crohn’s disease 
was adequate to facilitate the comparison between the PK of 
infliximab in children and adults with Crohn’s disease [45].

In a similar manner, the infliximab pediatric UC study 
enrolled 60 subjects based on achieving an estimating preci
sion of within 12% from the true proportion of pediatric sub
jects in clinical response at Week 8 using a 95% confidence 
interval [52]. This sample size calculation assumed a clinical 
response rate of 67% at Week 8 from the same 5 mg/kg 
treatment regimen in the clinical trials of adult subjects with 
UC in the pivotal ACT 1 and ACT 2 trials (n = 242). Although 
these 60 pediatric subjects were sufficient to characterize 
infliximab PK and allow for comparison with the PK in adult 
subjects, the sample sizes for the maintenance data were not 
sufficiently robust for the purpose of assessing E–R during 
maintenance [53]. This was because subjects in clinical 
response (n = 45) were randomized into two maintenance 
treatment groups at Week 8 and were also allowed to esca
late their maintenance dose if they lost response. This 
resulted in fewer subjects remaining in their randomized 

treatment groups at the end of 1 year. This limitation of the 
maintenance portion of the infliximab pediatric UC study 
was, however, obviated by the availability of population PK 
data from the study that facilitated the comparison with the 
adult PK maintenance data.

20.6 MODELING AND SIMULATION IN 
PEDIATRIC DRUG DEVELOPMENT FACILITATED 
BY EXISTING ADULT MODELS

Modeling and simulation is increasingly being advocated 
and utilized for planning, decision making, and data analysis 
in drug development [61]. The ability to analyze sparse data 
by the population‐based approach is particularly appealing 
in pediatric studies due to the well‐documented constraints 
of limited data and ethical issues associated with clinical 
trials in children. The use of modeling and simulation is 
being widely encouraged by regulatory authorities as a 
 critical part of drug development programs for pediatric 
 populations [62]. Guidelines that are currently being devel
oped by regulators emphasize the critical role of modeling 
and simulation in the clinical pharmacology content of the 
pediatric drug development plans, especially as a platform to 
facilitate extrapolation [63].

Modeling and simulation integrate information about 
dose, systemic exposure and efficacy, or PD outcomes in a 
mathematical and statistical manner. It takes into account 
prior knowledge of the target pediatric population and 
 accumulated data on the use of the therapeutic protein of 
interest in adults. The scope of modeling and simulation in 
pediatric drug development is broad, addressing potential 
questions such as the following: What dose regimens should 
be studied in children? What should be the sample size and 
the sampling scheme for the pediatric study? What should 
be the study endpoints? How do we evaluate the efficacy or 
safety outcomes from the trial? What alternative designs 
could be used? Which pediatric formulation or device 
should be commercialized? Modeling techniques such as 
population PK, physiologically based PK, PK–PD, E–R, 
disease progression, and clinical trial simulation are usually 
employed to answer these questions. The ensuing models 
provide a framework for simulating and predicting the 
behavior of the biologic, thus contributing to the optimal 
design of clinical trials and selection of pediatric dose 
regimens.

20.6.1 Modeling and Simulation Framework for 
Therapeutic Proteins in Pediatric Drug Development

In a proposed strategy for pediatric dose optimization of 
antibody‐based therapeutic proteins (Fig. 20.2), population 
PK modeling plays an important and almost ubiquitous role 
in the determination of dose regimens for pediatric labeling 
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for these therapeutic proteins [64]. Population PK method
ology is widely employed in pediatric studies because of its 
ability to utilize sparse sampling schemes in the computation 
of PK parameters and the quantification of the impact of 
covariates on the disposition of the therapeutic proteins. A 
typical population PK modeling and simulation procedure 
for a therapeutic protein already studied in adults may con
sist of the following steps:

1. Establish a population PK model in adult subjects.

2. Refine the existing population PK model with any 
available pediatric data, sometimes from other indica
tions where appropriate, and incorporate only covari
ates with significant impact on exposure (usually body 
size) in the final model.

3. Identify exposure metrics such as trough concentration 
(C

trough
), maximum concentration (C

max
), and area 

under the concentration–time curve (AUC), which are 

either relevant for efficacy or safety, or considered 
appropriate for comparison of systemic exposure bet
ween pediatric and adult subjects.

4. Using clinical trial simulation, simulate PK profiles 
based on an established distribution of covariates such 
as body weight, height, gender, and age and obtain the 
identified systemic exposure metrics. Typically, such 
covariate data distributions come from previous adult 
and pediatric clinical trials in the same disease or the 
Centers for Disease Control and Prevention (CDC) 
growth chart [65].

5. Compare exposure distributions for the relevant age 
and body weight groups quantitatively, then determine 
the appropriate dose regimen for further study or 
labeling proposal.

The above steps can be conceptually adapted for other 
types of modeling exercise including PK/PD, E–R, and disease 

Antibody-based therapeutic proteins
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No
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FIGURE 20.2 Proposed strategy for pediatric dose optimization of antibody‐based therapeutic proteins.
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progression models. The use of population PK modeling 
to  leverage adult data in pediatric drug development of 
therapeutic proteins is illustrated in the following examples 
for infliximab.

20.6.2 Examples of the Application of Modeling and 
Simulation in the Development of Therapeutic Proteins 
in Pediatric Patients

20.6.2.1 Infliximab in Pediatric UC Since its approval 
for the treatment of pediatric UC, the clinical development 
program for infliximab in pediatric UC has been cited as an 
example of the partial extrapolation approach in the 
development of therapeutics for children [41]. The approval 
of infliximab for the treatment of pediatric patients with UC 
was primarily based on a Phase III clinical trial (C0168T72) 
that enrolled 60 subjects with  moderate‐to‐severe UC. 
Supportive data were also obtained from two Phase III adult 
UC studies (ACT 1 and ACT 2 [66]), along with another 
Phase III trial in pediatric patients with Crohn’s disease 
(REACH [51]). Details about the pediatric UC program for 
infliximab, including the analysis of efficacy and PK data, 
are described elsewhere [52, 53].

Importantly, prior knowledge of infliximab in adult UC 
facilitated the development of this biologic for the pediatric 
UC indication with substantial contribution from modeling 
and simulation analysis. Notably, the PK and immunoge
nicity sampling scheme for the pediatric study was similar to 
that of the adult study ensuring the feasibility of comparing 
the infliximab concentrations and the incidence of anti
bodies to infliximab (ATI) in both populations. Furthermore, 
a confirmatory population PK analysis approach based on 
prior knowledge from an existing population PK model in 
adult subjects with UC was used to evaluate the population 
PK in the pediatric population. In addition, a conventional 
population PK analysis served as a sensitivity analysis for 

assessing the consistency of these two approaches [67]. An 
E–R model was also developed to examine the relationship 
between infliximab concentration and clinical efficacy out
comes [53].

The results of the clinical pharmacology assessment 
showed that infliximab PK in pediatric UC patients, as 
assessed by peak and trough concentrations, and terminal 
t
1/2

, were generally comparable to those from adult subjects 
with UC and pediatrics subjects with Crohn’s disease 
(Table 20.4). Differences in infliximab concentrations bet
ween pediatric and adult patients in this evaluation were 
deemed to be small, considering the variability of the PK of 
infliximab and other therapeutic proteins.

The results of the population PK analysis of inflix
imab in pediatric patients with UC supported the asser
tion of PK comparability with the adult population. In 
the covariate analysis, body weight was found to be a 
covariate on the volume of distribution but age did not 
influence any PK parameter. Further assessment of the 
PK comparability of infliximab between pediatric and 
adult patients with UC using simulations based on the 
population PK models for the respective populations 
showed that there was substantial overlap of infliximab 
exposure between pediatric and adult patients (Fig. 20.3). 
Based on the simulated area under concentration–time 
curve at steady‐state (AUCss), the median systemic inf
liximab exposure was determined to be 20% lower than 
that of adults, thus corroborating the observed PK data. 
In addition, the E–R model (Fig. 20.4) showed that the 
relationship between infliximab concentration and 
clinical response was comparable between pediatric and 
adult patients with UC [53].

With respect to immunogenicity, the incidence of ATI 
based on the same validated ELISA (enzyme‐linked immu
nosorbent assay) assay was low and comparable between 
pediatric and adults patients with UC (7.7% vs 6.8%, 
respectively).

TABLE 20.4 Comparison of Infliximab Pharmacokinetics between Pediatric Patients with UC, Pediatric Patients with Crohn’s 
Disease, and Adult Patients with UC

Pediatric UC Pediatric Crohn’s Disease Adult UC

Median peak serum concentration during induction (Week 2) 
(µg/mL)a

115.1b 108.7b 131.6b

Median serum concentration at end of induction (Week 8) 
(µg/mL)a

27.5 Not assessed 33.3

Median steady‐state trough serum concentration (Week 30) 
(µg/mL)a

1.9 1.8 2.5

Median half‐life (d) 10.8c 10.7 11.7d

Data are presented for
a 5 mg/kg q8w treatment group,
b at Week 2,
c obtained from confirmatory population PK analysis, and
d derived from ACT 1 study data [66].
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In summary, based on the overall assessment of safety, 
efficacy, and PK results from both pediatric and adult 
patients with UC, the same mg/kg dosing regimen in adults 
was considered appropriate for the treatment of UC in chil
dren with 6–17 years of age.

20.6.2.2 Use of Infliximab in Younger Children with 
UC Although infliximab has been studied in a number of 
adult and pediatric disease populations, the safety and effi
cacy of infliximab in younger pediatric subjects aged 2 to 
less than 6 years have not been established for any indica
tions. Clinical trial data in this age group are thus very 
limited compared to older pediatric subjects (6–17 years). 
Nevertheless, knowledge of infliximab PK in younger 
 subjects aged 2 to less than 6 years may provide useful 
information for investigators and physicians who treat 
patients in this lower age group with infliximab.

To provide a basis for the rational use of infliximab in 
a younger pediatric population with UC, a modeling anal
ysis was conducted using integrated PK data from 6 inflix
imab studies across different disease populations to 
determine whether the PK profiles of infliximab in pedi
atric patients of all age groups, including subjects aged 2 
to less than 6 years, could be predicted by population PK 
modeling [26]. The integrated analysis included available 
data from two adult UC trials (n = 483) and four pediatric 
studies (n = 305) comprising children with JRA, pediatric 
UC, pediatric Crohn’s disease studies, and an investigator‐
initiated study in infants and children with Kawasaki dis
ease. Of the pediatric subject, 28 were less than 6 years of 
age (14 with JRA and 14 with Kawasaki disease). The 
inclusion of the adult UC data was considered appropriate 
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because it provides a broader range of body size and 
included certain covariates shared by adult and pediatric 
subjects with UC, and also enabled comparison of the 
pediatric data with adult UC data, which was a key 
objective of the analysis.

The population PK analysis showed that following 
administration of 5 mg/kg infliximab q8w, the median 
steady‐state infliximab exposure (AUCss) in pediatric sub
jects aged 2 to less than 6 years was predicted to be approx
imately 40% lower than that in adults [26]. The difference 
in infliximab exposure was attributed to the nonlinear rela
tionship between body weight and infliximab clearance 
(see Section 20.4.1). Of note, the efficacy and safety of inf
liximab in pediatric subjects aged 2 to less than 6 years have 
not been evaluated in adequately designed clinical studies, 
thus the clinical significance of the lower infliximab 
exposure predicted by the population PK model in this 
young age group is unknown. Nevertheless, given that sev
eral reports have shown that serum infliximab concentration 
is associated with efficacy outcomes in IBD [69, 70], it is 
reasonable to infer that a higher than the approved 5 mg/kg 
dose regimen may be required for children aged 2 to less 
than 6 years based on this modeling analysis.

20.7 FUTURE DIRECTIONS

In this chapter, we have shown that the knowledge of the PK 
properties of therapeutic proteins in adults can facilitate the 
development of such a drug in children. With the rapid 
increase in the number of therapeutic proteins at different 
stages of preclinical and clinical development, there is a 
need to ensure that the opportunities presented by these 
drugs in adult patients are extended to pediatric patients in 
an optimal manner. To this end, further research into the 
mechanistic understanding of the ADME of therapeutic pro
teins in pediatric subpopulations (particularly neonates and 
infants) is needed to gain insight, which may lead to better 
prediction of pediatric doses. The incorporation of data that 
quantify the impact of age‐related changes of FcRn expres
sion in children could improve the utility of PK/PD models. 
In addition, novel approaches and strategies such as physio
logically based PK models, optimal design, adaptive trials, 
and sample‐size evaluation for precise PK parameter evalua
tion should be encouraged to bridge the knowledge gaps bet
ween adults and pediatrics when these innovative drugs are 
developed. The ongoing development of new guidelines by 
regulatory authorities dealing with clinical pharmacology 
considerations for pediatric drug development including the 
role of modeling and simulation will help provide clarity to 
industry and other stakeholders who are engaged in the 
 difficult task of bringing these drugs to the vulnerable 
population of children who need them.
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21.1 INTRODUCTION

Biotherapeutics, especially monoclonal antibodies (mAbs), 
represent the largest and fastest‐growing category of drugs 
in the market. Accurate, sensitive, and high throughput 
 quantification methods are highly critical for the absorption, 
distribution, metabolism, and excretion (ADME) studies of 
mAb and the developments of novel products and biosimi-
lars [1, 2]. Currently, a variety of quantitative methods based 
on ligand‐binding assay (LBA) or liquid chromatography 
mass spectrometry (LC/MS) are developed and prevalently 
utilized.

LBA is the most frequently practiced method for protein 
quantification in past several decades. Enzyme‐linked immu-
nosorbent assay (ELISA), the most popular form of LBA, 
had been first introduced in 1970s [3]. From then on, 
advances in reagent labeling chemistries, assay configura-
tions, and instrumentations were introduced to improve 
assay performance (e.g., selectivity, Accuracy, sensitivity) 
[4]. Particularly, the sandwich ELISA method, which 
employs two different critical reagents to recognize the 
target protein by two unique epitopes [5], significantly 
increased selectivity in a complex matrix. Currently, LBA is 
considered to provide sufficient sensitivity and throughput 
for pharmacokinetic (PK), pharmacodynamic (PD), and 
toxicokinetic (TK) studies [6, 7].

However, LBA methods may fall short in that the 
quantitative specificity and accuracy may be compromised 

by the interferences from biomatrices, mAb modification/
degradation, and anti‐mAb antibody, especially when 
highly specific critical reagents are not available, for 
example, at initial discovery stage [8, 9]. Also, these 
methods are often matrix and species dependent, rendering 
that methods developed in one matrix/species cannot be 
easily transferred to another one. Moreover, the background 
interferences in samples from patients may be different 
from healthy subjects that are used for method development, 
and thus additional effort should be made to correct such 
biases/variations [9]. Most importantly, the development of 
LBA methods is often time‐consuming and costly, which is 
particularly problematic at the stages of discovery and 
initial development [10].

Recently, the LC/MS method emerged as an alternative 
strategy for quantification of proteins of interest in complex 
biological matrices [11, 12]. Among the available tech-
niques, selected reaction monitoring (SRM) is the method 
of choice in complex matrix on account of its excellent 
selectivity/specificity. LC/SRM‐MS has superior sensi-
tivity, higher accuracy, and wider dynamic range for tar-
geted protein quantification over other LC/MS techniques, 
and can be easily multiplexed, for example, quantification 
of multiple analytes in a single LC/MS analysis by quickly 
switching among different precursor/product transitions 
[13]. LC/SRM‐MS method has been widely used for small 
molecule drug quantitative analysis for years, and recently, 
it has been adapted for targeted quantification of protein 
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based on the analysis of signature peptide (SP) derived 
from the  protein [12–16].

Previous review articles have compared the LC/MS and 
LBA methods in detail on technical aspects [2, 8, 17–22] 
(Table 21.1). At different developmental stages of biologics, 
both LC/MS and LBA methods have their own unique 
advantages, providing different levels of information. In this 
chapter, the main characteristics of these two methods are 
reviewed.

21.2 COMPARISON OF THE CHARACTERISTICS 
IN METHOD DEVELOPMENT

21.2.1 Method Development Time

Despite of the many formats of LBA assay, the basic ele-
ments are the same: capture and detection. For example, the 
basic principle for ELISA is to specifically extract the ana-
lyte from a complex matrix [18], which requires critical 
reagents with high quality (e.g., structure integrity and 
purity) [23]. Critical reagent development and evaluation are 
the most crucial parts for LBA method development, which 
often take months. Furthermore, as critical reagents are typ-
ically produced by biology processes such as these in cell 
culture, signature features of cells, for example, posttransla-
tional modifications (PTMs), variability in the purity, and 
potency of critical reagents among lots, may pose significant 
problems [24]. Apparently, careful management of critical 
reagents via thorough physicochemical and biological char-
acterizations, such as primary structures, higher‐order struc-
tures, stability, specification, and potency, are required for 
each batch of production to maintain high performance of 
LBA [1, 23, 25].

Unlike LBA method that is dependent on critical reagents, 
LC/MS method is based on the direct analysis of a specific 
SP derived from the target protein [2], without using critical 
reagent. The development process of LC/MS method takes 
only 1–2 weeks, posing a prominent advantage over LBA in 
initial development process. Technical details on method 
development can be found in previous review articles [11, 
22, 26]. The critical steps in LC/MS method development 
are the selection of SP and the optimization of the MS anal-
ysis conditions for the SP, which profoundly impact the 
quantitative reliability and sensitivity. These crucial aspects 
will be discussed in the following.

21.2.2 Specificity

Based on the specificity of binding between critical reagents 
and analyte, LBA can be categorized into two classes: 
specific assay and generic assay [27]. Among the common 
types of critical reagents, anti-antigen and anti‐idiotype 
 antibodies belong to the specific category, and anti‐IgG/ 

anti-species antibodies are the generic ones. Assay should be 
designed, established, and validated based on a “fit‐for‐
purpose” manner depending on the specificity needed, prin-
ciples for which can be found in previous review articles 
[28]. For both categories, nonspecific and multispecific 
immunoglobulins can bind reagent antibodies, resulting in 
positive biases [8, 29, 30]. The specificity issues will be dis-
cussed in Section 21.3.

By comparison, LC/MS method inherently has high 
 specificity and selectivity, which enables sensitive detection 
of a slight difference between two proteins/peptides [31, 32]. 
The cooperation of multiple analyzers, which are commonly 
used in LC/MS analysis, facilitating the selective and 
sensitive detection of selected specific fragments  [13]; 
higher selectivity can be further achieved by using a higher 
extent of LC separation.

21.2.3 Characteristics of Method Development

For LBA, antigen capture assays are often recommended for 
PK study, because such methods may directly quantify the in 
vivo active form of the targeted protein. One of the major 
challenges is the lot‐to‐lot variability of the critical reagents 
[1, 25]. Anti‐idiotype assay has also been introduced for PK 
studies. The anti‐idiotype reagent can be generated by 
 multiple attempts to find the optimal reagent with desired 
traits [28], which enhances the likelihood of success for 
method development. Furthermore, anti‐idiotype can be 
used as a positive control in antidrug antibody (ADA) assay 
[33]. However, the specificity/sensitivity of anti‐idiotype 
assay should be evaluated when the project progresses, for 
example, the animal or chimeric antibody may be gradually 
humanized, resulting in binding affinity change [28].

Sensitive detection of low abundance proteins in complex 
matrices can usually be achieved by well‐established LBA 
methods. Nonetheless, high costs, long development cycle, 
and high failure rates are associated with de novo method 
development for new targets [34]. At the early discovery 
stage for development of biologics, many candidates need to 
be investigated. Timely delivery of high quality data is 
 critical for decision making at this stage but it may be cost‐ 
and time‐prohibitive to develop optimal reagents for each 
candidate. Moreover, large sample numbers, the need for 
evolution in different matrices, and limited sample volumes 
at the discovery stage further increase the difficulties in find-
ing a suitable specific assay [35]. Therefore, generic assays, 
such as anti‐IgG‐ and anti-species‐based capture, which are 
commercially available, are often adapted for quantification 
in the discovery stage.

Well‐defined generic assays have been reported in the 
previous literature [36, 37], which can be established in a 
relatively short period of time, or obtained from commercial 
sources. Nevertheless, these approaches are vulnerable 
toward inaccurate results, matrix interference, and high 



TABLE 21.1 Ligand‐Binding Assay and LC–MS Challenges Encountered When Supporting Regulated Pharmacokinetic Studies

Characteristic Chromatographic Assays Ligand‐Binding Assays

Assay–Reagent Differences
Reference standard Small: <1000 MW Large: >5000 MW

Chemically synthesized Biologically developed
Heterogeneous: posttranslational modification, 

glycosylation, and phosphorylation
Homogeneous/high purity Less well characterized

Stability: chemical, biological, and physical
Fully characterized with certificate of analysis Solubility: often hydrophilic
Stability: chemical Lot‐to‐lot variability
Solubility: often hydrophobic Not commercially available: obtain from innovator
Commercially available Equivalency to dosed material?
Not endogenous May be endogenous
Usually a solid Often in solution

Internal standard Typically used Not typically used
Analog or stable isotope label (MS) Can be used if the antibody used is not recognized 

by the reference material and a different method 
is employed

Critical assay reagents Extraction product, analytical columns, and 
derivatization agents: lot‐to‐lot difference 
uncommon

Antibody or antibody pairs: derived from 
biological sources, assay reoptimization may be 
important for lot changes

Readily available Not readily available

Assay–Development Differences
Assay format LC–MS ELISA

HPLC RIA
GC Luminex
GC–MS Meso scale discovery

Gyros
Others

Detection Direct Indirect
Based on direct physiochemical properties Based on interaction between macromolecule 

analyte and capture/detection antibody
m/z, fluorimetric, electrochemical, and UV Fluorimetric, chemiluminescence, radiometric, 

colorimetric, and electrochemiluminescence
Matrix treatment Analyte(s) measured following matrix extraction 

SPE, LLE, PPT, and SLE
Analyte(s) measured directly from matrix

Organic assay environment at varying pH 2–11 
matrix depletion rarely necessary

Aqueous assay environment at physiological 
pH 6–8 matrix depletion often necessary to 
remove endogenous analyte(s)

Antidrug antibody treatment
Interference selectivity 

specificity
Depends on extraction, chromatographic, and 

detector selectivity: endogenous components 
metabolites: well defined

Depends on interactions with other biological 
molecules: endogenous components, serum 
binding proteins, hemolysis, lipemia, MRD, 
autoantibodies, antireagent antibodies, 
metabolites: not well‐defined, soluble target(s)/
receptors

Comeds/OTC
Ion suppression
Chromatographic reproducibility and adequate 

separation of interferences
DOE Assay optimization in days to weeks Assay optimization at many levels over weeks/

months
Curve regression Linear response to concentration relationship Nonlinear response to concentration relationship

Simple regression models Complex regression equations
Nonlinearity indicative of an assay issue such as 

detector saturation, matrix effect, ionization 
competition, dimerization/multimer, and 
background interference or carryover

Hook effects. Dilution of sample to be within the range of 
the curve may yield a concentration that is inconsistent 
with the undiluted sample. Sample may contain a 
concentration above the ULOQ, but due to nonlinear 
curve many not be detected in the initial assay

Assay range usually broad Anchor points, changes in LLOQ and ULOQ due 
to endogenous components

Assay range limited (2 logs)

Reproduced from Nowatzke, W.L., et al., Unique challenges of providing bioanalytical support for biological therapeutic pharmacokinetic programs. 
Bioanalysis, 2011. 3(5): p. 509–521. Copyright (2011) Future‐Science.
C

max
, maximum concentration; CV, coefficient of variation; DOE, design‐of‐experiment; ISR, incurred‐sample reproducibility; LLE, liquid–liquid extraction; 

MRD, minimum required dilution; OTC, over the counter; PPT, protein precipitation; RIA, radioimmunoassay; and SLE, supported liquid extraction.
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background noise [28]. For example, the responses of the 
same level of a mAb in different species (e.g., rats vs mice) 
may not be the same. Moreover, when analyzing the same 
samples, substantial discrepancy among results using critical 
reagents from different sources is often observed [38], result-
ing in high variability among different methods or 
laboratories.

For LC/MS‐based analysis, the selection and optimiza-
tion of the best SP derived from the target protein is key to 
achieve a accurate, sensitive, and reliable quantification. 
Traditionally, in silico method, for example, the use of soft-
ware package such as PeptideAtlas, Skyline, and MRMaid, 
is commonly used for SP candidate discovery [39–42]. 
However, this method may not accurately predict the most 
sensitive proteolytic peptides and the optimal matrix‐
dependent parameters such as chemical interferences in 
biological samples [14, 16]. Moreover, in order to discover 
the best SP, it is often necessary to use synthesized peptides 
to validate the in silico predictions, which may be time‐con-
suming and costly.

Experimental discovery of the optimal SP in the target 
matrix (e.g., plasma or tissue digest) is the most reliable 
approach to achieve an accurate discovery and optimization 
of SP [14, 16]; however, it is challenging to obtain optimal 
MS conditions for multiple candidates in the digest of 
biological samples. It is also important to choose stable pep-
tides as the SP [14, 16] to prevent quantitative variation and 
bias arising from peptide instability, which has been often 
overlooked. Moreover, it is critical to choose the most 
sensitive peptide to ensure the detection of low concentration 
samples. Finally, it is beneficial to use more than one SP for 
quantification of one protein, because mAb could be trun-
cated biologically outside the SP domain or certain residues 
within the SP domain could be biologically modified [8], 
resulting in significant quantification biases that are not 
 perceivable if a lone SP was used.

Our laboratory established a novel experimental strategy 
for high throughput and accurate method development 
(Fig. 21.1). Briefly, the pool of SP candidates was generated 
by a data‐dependent peptide discovery using high resolution 
LC/MS, followed by a stringent filtering step to remove pep-
tides that are not unique to the target, containing labile amino 
acid, possessing known modification, or possessing miss 
cleavage sites [44, 45]. The optimal LC/MS conditions of all 
SP candidates were accurately obtained by a high throughput 
and on‐the‐fly orthogonal array optimization (OAO) [14–
16], which enables accurate and reproducible optimization 
of SRM conditions for greater than 100 candidates within a 
single LC/MS analysis of a spiked biological sample. Using 
the developed LC/MS conditions, stability and sensitivity of 
all the SP candidates are evaluated in the matrix digest. 
Among the stable peptides, two peptides with the highest 
S/N were selected as the SP. Technical specifics of the OAO 
method can be found in previous publications [14–16].

Another strategy to enable rapid method development is 
the use of species‐specific SP for certain preclinical applica-
tions. For example, Furlong et al. described the use of a 
“universal surrogate peptide” derived from the constant Fc 
region of human antibody for quantification of human anti-
bodies in nonhuman animal models [46].

21.3 COMPARISON OF ASSAY PERFORMANCE

If an LBA method for biotherapeutics quantification is well 
established, it usually provides sufficient sensitivity and 
selectivity and is considered the method of choice. LC/MS 
method is often considered a promising alternative to LBA, 
in that it provides fast method development and highly 
specific and selective analysis. Both methods have unique 
pros and cons, and thus should be selected and utilized in a 
“fit‐for‐purpose” manner, by balancing the considerations, 
such as time requirement for method development, reagent 
availability, requirement of sensitivity and specificity, and 
possible concentration range [2, 18, 27]. Assay performances 
by both methods are discussed in a general sense, in order to 
help researchers to make the correct decision.

21.3.1 Sample Preparation

Development and optimization of sample preparation 
approaches are critical in method development because an 
optimal sample preparation procedure lays a solid foundation 
for excellent quantitative precision, accuracy, and reproduc-
ibility. Due to the high complexity of plasma or tissue sam-
ples, substantial sample preparation is needed for both 
methods. For a well‐established LBA method where the 
critical reagent(s) enables selective extraction, a sample 
dilution is often sufficient; nonetheless, well‐trained opera-
tors are required to maintain acceptable assay accuracy and 
reproducibility [47, 48], and inter-/intra-batch variances and 
inaccuracy are mainly ascribed to dilution [24, 49].

By comparison, the sample preparation for the LC/MS 
method requires more steps. Protein digestion is the essential 
part for LC/SRM‐MS method, aiming at efficient and repro-
ducible release of SP from the targeted protein. In addition, in 
order to ensure a sensitive, reproducible, and robust analysis, an 
effective and quantitative sample cleanup is desirable to remove 
matrix components that may negatively impact the digestion 
and LC/MS procedures. A universal and optimal preparation 
procedure for the quantification of mAb in biological matrices 
has not yet been established, largely because tissue and 
plasma samples are highly complex and the structure of a 
typical mAb renders it resistant to enzymatic digestion [50, 51]. 
Moreover, due to low drug concentrations in tissues and the 
lack of an efficient protein extraction procedure that is com-
patible with LC/SRM‐MS analysis, it is challenging to prepare 
tissue samples for  quantification of biotherapeutics [14].
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FIGURE 21.1 Flow chart of a novel LC‐SRM‐MS method development process based on OAO optimization. (An et al. [43]. Reproduced 
with permission of Drug Metab Dispos.)
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In‐solution digestion method is the most frequently prac-
ticed protocol for biotherapeutics quantification [20, 32, 52]. 
However, as this strategy does not remove nonprotein matrix 
components, the digestion efficiency may be compromised 
and an extra postdigestion step is often needed to avoid dete-
rioration of LC/MS analysis [53]. Other methods, such as 
in‐gel digestion method [54] and filter‐aided sample prepa-
ration method [53, 55, 56], were developed to clean up the 
protein samples; nonetheless, these methods often suffer 
from low peptide recovery [57].

Recently, we developed a straightforward, efficient, and 
reproducible on‐pellet digestion method, which provides 
high and reproducible peptide recovery for both proteomics 
and targeted protein analysis [14, 15, 58–60], and the 
advantage of the on‐pellet digestion for analysis of protein in 
plasma had been demonstrated independently by Ouyang 
et al. [51] and Yuan et al. [50].

Finally, compared with LBA, LC/MS is a much more 
 versatile technique, which may be readily conjugated to a 
variety of other techniques to improve analytical 
performance. For example, it is compatible with many 
matrix cleanup techniques on both protein and peptide 
levels, such as protein precipitation, solid‐phase extraction 
(SPE), strong cation exchange (SCX), and ultrafiltration 
[22, 41, 61–63].

21.3.2 Calibration Curve and Linearity Range

As the response versus concentration relationship for LBA 
is nonlinear, complex regression equations are involved in 
these methods [2]. Furthermore, the dynamic concentration 
range in LBA is very narrow, typically within 2 orders of 
magnitude [17]. Consequently, dilution is needed for sam-
ples with concentrations higher than upper limit of quantifi-
cation (ULOQ); this may introduce quantitative biases or 
errors, in that the background noise will be reduced after 
dilution and handling error may occur. Moreover, the sam-
ples with high concentrations may have deviated responses 
due to saturation in some formats of LBA (e.g., sandwich 
ELISA without the wash step), recognized as hook effect 
(prozone) [8, 17]. On the other hand, sensitivity of some 
LBA methods may be insufficient, for example, PK study 
requires the analysis of samples long after dosing to capture 
the terminal phase (often five half‐lives and more after last 
or single dosing) or using low doses, producing samples 
with drug concentrations lower than lower limit of quanti-
fication (LLOQ) [18]. The poor performance of LBA for 
samples beyond LLOQ and ULOQ often leads to bias in 
ADME research such as false estimation of AUC, clearance, 
and half‐life.

By comparison, for LC/MS analysis, simple linear 
regression is used to conduct error‐free estimation of 
incurred sample concentration and the quantification 
dynamic range usually reaches greater than 3 orders of mag-

nitude. Especially, SRM operated on a triple quadrupole 
MS, which is by far the most commonly utilized technique, 
exhibits wider dynamic range for targeted protein quantifi-
cation [13]. Because of the high specificity and selectivity, 
LC/SRM‐MS is less vulnerable to interferences and matrix 
effect from complex biological samples. Suitable quantifica-
tion dynamic range can be easily established to meet the 
demands of wide concentration ranges in typical PK studies.

21.3.3 Applicability

Multiplexed capacity and selectivity are critical features 
determining the applicability of a bioanalytical method. A 
method that can be applied in different types of studies in the 
drug R&D procedure (e.g., applicable in plasma and tissue 
samples, and suitable for preclinical/clinical investigations 
and PK, PD, and TK studies) is highly desirable. This sec-
tion discusses the applicability of LBA and LC/MS.

First, a method with multiplexing capacity (i.e., the 
ability to quantify multiple targets in a single analysis) is 
highly valuable for the R&D of biotherapeutics. For in-
stance, quantification of multiple drug candidates in the 
same sample is necessary for certain administration strat-
egies such as cassette dosing [32, 64]. It is very challenging 
to develop an LBA method capable of quantifying multiple 
proteins in one analysis because traditional LBA are designed 
to detect one target in one analysis. A multiplexed method 
for quantification of multiple cytokines has been reported, 
using a bead‐array cytometric analyzer [65] or a plate‐based 
proteome array [66]. However, the performance of such 
strategies remains to be extensively evaluated and several 
technical challenges remain. For example, interferences 
 between critical reagents may severely impact assay 
performance, and inter-batch variations are high when the 
critical reagents are from different manufacturers [67]. 
Conversely, LC/MS platform, especially an SRM‐based 
method, can be easily multiplexed by quickly switching 
among different precursor/product transitions [13], which is 
the method of choice for simultaneous investigation of mul-
tiple drugs and proteins [32, 64, 68].

Secondly, the LBA and LC/MS show quite distinct fea-
tures in terms of selectivity. LBA relies on binding of a 
specific epitope of the target protein and thereby exhibit 
limited selectivity, such as the poor ability to distinguish the 
target protein from degradation products, PTM forms, and 
some endogenous proteins that interfere with the binding [5, 
69]. One advantage of LC/MS method is high specificity at 
the molecular level, which enables differentiation of modi-
fied products from the unmodified targets. Furthermore, a 
multiplexed LC/SRM‐MS approach may enable the simulta-
neous quantification of both modified and unmodified forms.

In addition, the comprehensive understanding of the 
forms of mAb in circulation is essential; researchers are 
often interested in mAb

free
, most likely the active drug [70]. 
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In theory, if optimal critical reagents were developed, differ-
ent LBA methods may be developed to, respectively, charac-
terize free, total, or complexed mAb targets [71]. Nonetheless, 
investigation of different forms of mAb in circulation has 
been rarely conducted in LBA methods development, largely 
owing to the challenges in developing specific critical 
reagents for these forms [9]. Apart from introducing uncer-
tainty to ADME studies, this ambiguity also jeopardizes the 
comparison between different PK studies that is quantified 
with different assays [9]. Also, mAb

total
 is drawing increasing 

interest because it could provide valuable information on on‐ 
or off‐target effects mAb, for safety evaluation [22, 70]. A 
typical LC/MS method often quantifies the mAb

total
 with 

high certainty; yet if a specific separation/enrichment 
strategy (e.g., affinity capture or fractionation) is employed, 
it can be utilized to quantify other forms of mAb [70, 72].

Finally, in different matrices or species, the extents of 
interferences and cross‐reactions from matrix components 
vary considerably [33], rendering it difficulties to transfer an 
LBA method among matrices (e.g., from plasma to a tissue 
or among different tissues) [8, 9, 18]. By comparison, as LC/
SRM‐MS has high specificity and minimizes matrix effects 
by employing isotope‐labeled internal standards (ISs) and 
sufficient chromatographic separation [13], the methods are 
often readily transferrable among different matrices. For 
example, recently, we applied the same LC/SRM‐MS 
method for the quantification of therapeutic mAb in mouse 
plasma and tissues, such as brain, heart, liver, spleen, kidney, 
and lung, with rapid and simple revalidation in different 
matrices [14].

21.3.4 Accuracy

High accuracy ensures credible data for downstream ADME 
and other studies. LBA often suffers from accuracy issues as 
there is no IS employed in to correct the variance introduced 
in analytical process, for example, the pipetting variance will 
be amplified by the additional pipetting required for dilu-
tions of most protein samples [48], resulting in significant 
inter-/intra-batch and interlaboratory biases and variations.

One of advantage of LC/MS‐based technology is the 
possibility of utilizing an IS for quantification [73]. Stable 
isotope‐labeled (SIL) IS can be used to effectively correct 
the variance during sample preparation and LC/MS anal-
ysis. For instance, SIL‐full‐length protein is the ideal IS for 
protein quantification, which is capable to correct variances 
in sample extraction, treatment, digestion, loading, ioniza-
tion, and SRM analysis [5, 22, 73]. Nevertheless, it is costly 
and time‐consuming to produce SIL protein with high iso-
tope purity, and SIL protein is not available for many species 
[22, 74].

One alternative is protein analog, which is expected to 
have similar digestion behavior as the target [62, 75]. 
However, it is very difficult to find an ideal protein analog. 

Synthesized SP as calibrator and SIL SP as IS is another 
alternative; the peptides can be easily produced from 
commercial sources at low cost, and thus this method is the 
most popular method for protein quantification. As a result, 
this approach is the most popular for protein quantification. 
However, this method only corrects the error in LC/MS anal-
ysis process, not sample preparation, digestion, and so on 
[22, 73]. SIL‐extended peptide with cleavable sites on both 
ends of the SP domain was introduced to correct the vari-
ability during analysis and digestion, but it only offers partial 
correction of digestion variation [22, 73].

The choice of calibrators and IS is among the most criti-
cal factors governing the reliability and accuracy of the LC/
SRM‐MS‐based quantification. Different calibration 
approaches require different procedures, as illustrated in 
Figure 21.2. Recently, we performed a systematic evaluation 
of prevalent calibration approaches [76]. It was those cali-
bration approaches at peptide and extended‐peptide levels 
resulted in severe negative biases. By comparison, “hybrid 
calibration” methods that utilize intact protein calibrator and 
SIL‐peptide/extended‐peptide IS delivered accurate and 
reproducible quantification with results comparable to those 
obtained by protein‐level calibration, which is the gold stan-
dard for LC/MS‐based protein quantification. Therefore, the 
hybrid calibration approaches provide a cost‐effective 
method for high quality quantification of mAb (Fig. 21.3).

21.3.5 Sensitivity

Well‐established LBA methods usually provide adequate 
sensitivity for quantification analysis of biotherapeutics in 
preclinical/clinical PK/PD study [6, 7]. However, due to the 
intrinsic features of detection techniques used in LBA, inter-
ference from endogenous antibodies may compromise the 
selectivity and thus decrease sensitivity [77]; this problem is 
often more pronounced for newly developed methods. 
Strategies such as sandwich ELISA and competitive ELISA 
may mitigate this problem to some extent [78, 79].

By comparison, LC/MS has higher selectivity and sensi-
tivity over ultraviolet (UV) and fluorescence detectors that 
are used for LBA [73]. However, insufficient sensitivity 
remains a major concern for quantification of therapeutic 
mAb, largely due to two reasons: (i) as the signal response 
of LC/MS is dependent on the molar rather than mass 
amounts of the analyte, the large molecular weights of mAb 
pose a disadvantage; and (ii) high protein contents and low 
concentrations of target mAb in plasma or tissue samples 
require dilution or enrichment before analysis [15, 16, 50, 
60, 80, 81].

In order to improve sensitivity for targeted protein 
 analysis, our laboratory developed a robust nano‐flow LC/
SRM‐MS strategy [14–16], which typically lowers the limit 
of quantification (LOQ) by approximately 30 to 50‐fold 
 compared to a conventional‐flow LC/SRM‐MS. Another 
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approach to improve sensitivity is to enrich target proteins or 
peptides before LC/SRM‐MS analysis by affinity capturing. 
For instance, Dubois et al. achieved an LOQ at 0.02 µg/mL 
for quantification of a chimeric mAb in human serum sam-
ples with an enrichment procedure [77]; Lin et al. utilized 
immunoprecipitation enrichment before LC/SRM‐MS anal-
ysis, which achieved an LOQ of 10 ng/mL for mAb analysis 
[82]. More recently, Neubert et al. developed a series of 
affinity‐based platforms for quantitative enrichment of target 
proteins and/or SPs in plasma, achieving ultrasensitive 

 quantification of circulating biomarkers in plasma [83–85]. 
Stable isotope standards and capture by anti-peptide 
 antibodies (SISCAPA) technique was developed to enrich 
SPs using polyclonal antibodies [86]. Furthermore, besides 
increase in sensitivity, affinity capture‐based method can 
also enable more specific quantification, for example, for 
free or total mAb [87]. Figure 21.4 shows the sensitivity of 
different methods.

A variety of other techniques have been developed to 
increase the sensitivity for LC/SRM‐MS‐based targeted 

Sample preparation

Digestion

Calibrator SIL-IS; ^ = labeled residue

Full-length HCV mAb (~170 kD)

Full length SIL-HCV mAb (~170 kD)

ASTKGPSVFPLAPSSKSTSG

EIKRTVAAPSVFIFPPSDEQLKSGTA

ASTKGPSVFPLAPSSK^STSG

EIKRTVAAPSVFIFPPSDEQLK^SGTA

GPSVFPLAPSSK

TVAAPSVFIFPPSDEQLK

GPSVFPLAPSSK^

TVAAPSVFIFPPSDEQLK^

Protein-level calibration (the “gold standard”)

Extended-peptide-level calibration

Peptide-level calibration

Two hybrid calibrations

Hybrid #1 (SIL-peptides IS)

Hybrid #2 (SIL-extended-peptides IS)

Full-length HCV mAb (~170 kD)

Full-length HCV mAb (~170 kD)

ASTKGPSVFPLAPSSK^STSG

EIKRTVAAPSVFIFPPSDEQLK^SGTA
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Full-length SIL-protein IS

SIL-extended-peptide IS
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Arginine
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Peptide-level
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with SIL-protein IS
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#1 Hybrid
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SIL-peptide IS
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SIL-extended-
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FIGURE 21.2 Illustrations of various calibration approaches for targeted protein quantification and the study design of the comparative 
study. (a) The three options of internal standard (IS) methods used for targeted protein quantification. Full‐length stable isotope‐labeled (SIL) 
protein IS is added to the sample before any preparation; SIL‐extended‐peptide IS is added right before digestion and SIL peptide IS is spiked 
into the digest mixture after digestion. (b) Scheme of the comparison. The peptide‐ and extended‐peptide‐level calibrations and two hybrid 
calibrations were compared against the protein‐level calibration (the gold standard) for quantitative performances in both protein‐spiked QC 
samples and a full rat PK study. (c) The calibrators and IS employed for each calibration approach for quantification of the anti‐HCV mAb in 
plasma. For each calibration approach, two sets of calibration curves (one for each SP) were independently established and then used for 
quantification. (Nouri-Nigjeh et al. [76]. Reproduced with permission of Anal Chem.)
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 protein quantification, although these have yet been exten-
sively examined in the quantification of biotherapeutics; for 
example, SCX fractionation [88], high pH fractionation 
before LC/MS analysis [34], and the use of long columns to 
obtain high S/N of target peptides [89].

21.3.6 Reproducibility

The critical reagents used for LBA are produced via 
biological processes, which are inherently prone to vari-
ability arising from PTM, variations of reagents, and 
biological interference [23, 24]. Since LBA does not employ 

an IS as discussed previously, stringently controlled opera-
tions are required to prevent deterioration of assay 
performance [24, 48]. The critical reagents cross‐react with 
a varying extent of metabolites, for example, the PTM 
 products [41]. Moreover, LBA strategy suffers from various 
interferences, such as nonspecific interferences (e.g., non-
specific binding with matrix components, assay reagents, 
and hardware) and specific ones (e.g., high affinity binding 
proteins, soluble or cell surface targets, and ADA) [18]. 
Consequently, it is often challenging to maintain high  
inter-batch/interlaboratory consistency, which is essential to 
correlate results among batches/studies and to transfer 
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FIGURE 21.3 Two‐dimensional representations of the quantitative biases by (a) peptide‐, extended‐peptide‐, and protein‐level calibration 
approaches and (b) the two “hybrid” calibration approaches. For every calibration method, the quantitative values were obtained indepen-
dently using the two signature peptides (SPs), that is, the GPSVFPLAPSSK (GPS) and TVAAPSVFIFPPSDEQLK (TVA) peptides. The two 
axes represent the quantitative biases by the two SPs. The red box in the center of each panel denotes the zone of less than 20% bias, while 
the golden box signifies the zone of <10% bias. (See insert for color representation of this figure.) (Nouri‐Nigjeh et al. [76]. Reproduced with 
permission of Anal Chem.)



322 LC/MS VERSUS IMMUNE-BASED BIOANALYTICAL METHODS 

High LLOQ Low LLOQ

Sample mAb (μL)

2 10 25 50 200 500

1 6 4 7 9 8 5 3 2

Internal standardization

mAb analog SIL-mAb

4 2 3 9 8 5 1

Protein purification

None
PP (pellet
digestion) 

Immunoaffinity

Depletion Protein A Fc-Ab35 Anti-mAb

9 8 3 4 1 7 5 3 2

Enzymatic digestion

Signature peptide selection

Fab-domain (>45 kDa) One peptide (<2.5 kDa) Multiple peptides

5 9 8 7 6 4 3 2 1

Internal standardization

None SIL SP Labeling

7 6

Peptide purification

None PP SPE 2D SPE Immunoaffinity 

7 5,6 3 2 9 8 1 4

LC separation

Conventional <2 μm particle size Capillary (0.1–1 mm i.d.) Nano

8 7 4 2 6 3 9 5 1

MS detection

Q-TOF QTRAP QqQ

5 9 7 8 6 4 3 2 1

Limit of quantification mAb (ng/mL)

>5000 ≤5000 ≤2000 ≤1000 ≤500 ≤100 ≤25 ≤10

9 8 7 5,6 4 3 2 1

1: Duan et al. [15]; 2: Dubois et al. 2008 [76]; 3: Li et al. 2012 [51]; 4: Yang et al. 2007 [61]; 5: Liu et. al 2011[87]; 
6: Ji et al. 2009 [88]; 7: Hagman et al. 2008 [20]; 8: Heudi et al. 2008 [100]; 9: Lesur et al. 2010 [89].

FIGURE 21.4 Sensitivity comparison of different strategies in targeted protein quantification. (See insert for color representation of this 
figure.) (van den Broek et al. [22]. Reproduced with permission of J Chromatogr.)



APPLICATION OF LBA AND LC/MS IN THE ANALYSIS OF THERAPEUTIC PROTEINS 323

 validated methods between laboratories [18]. Furthermore, 
researchers involved in LBA is confronted by reproducibility 
problems when, for instance, previous critical reagent supply 
is discontinued [67] or implementing an interbatch/interlab-
oratory comparison.

On the contrary, analytical variation is frequently much 
less a concern for LC/SRM‐MS approaches since critical 
reagents are not required, and isotope‐labeled IS is com-
monly used, which effectively correct analytical variations 
introduced by LC/MS analysis and matrix effects [11, 22, 
73]. In practice, the performance of a developed and vali-
dated LC/SRM‐MS method is usually quite robust as long as 
the instrument maintenance and quality control are carried 
out properly.

21.4 APPLICATION OF LBA AND LC/MS IN THE 
ANALYSIS OF THERAPEUTIC PROTEINS

21.4.1 Quantification of mAb in Plasma and Tissues

As LBA has been widely used to quantify therapeutic pro-
teins for decades, numerous works in this regard were 
reported. Here, only several selected, unique works are 
exemplified. Recently, Joyce et al. established a Gyrolab‐
based LBA method for mAb quantification and applied it in 
a study of PK method. Using this strategy, it was proved that 
mouse serial sampling strategy is more practicable, particu-
larly with limited drug supply or specialized animal models, 
since there is no significant difference among the results 
from the PK study by serial sampling and composite sam-
pling from different sampling sites [90]. Bodenlenz et al. uti-
lized an ELISA method to monitor TNF‐α (tumor necrosis 
factor alpha) changes to facilitate a dermal PK/PD study 
[91]. Many other ADME studies employed LBA as 
quantitative tools, and a myriad of successful LBA assays 
were established against CD2 [38], IGF (insulin‐like growth 
factor) receptor [92], CD40 [93], integrin [94], CD33 [95], 
HER2 [96], and CH1 [97].

Some representative LC/MS‐based works for quantifica-
tion of circulating mAb are also exemplified here. Heudi et 
al. developed and validated an accurate quantitative method 
for a candidate mAb in marmoset serum, using postdigestion 
SPE cleanup and a SIL‐full‐length protein as IS [98], which 
was applied to PK analysis in marmosets at dose level of 
150 mg/kg. Li et al. developed a universal LC‐SRM/MS 
approach for quantification of a variety of therapeutic mAb 
in preclinical studies based on the utilization of a full‐length 
SIL mAb as the universal IS [52]. Hagman and coworkers 
developed an LC/SRM‐MS method to quantify a human 
mAb in the serum of cynomolgus monkey [20], with 
improved analytical sensitivity by an albumin depletion 
procedure before LC/MS analysis. Ouyang et al. described 
the combination of on‐pellet digestion with LC/SRM‐MS 

for reproducible analysis of a mAb drug candidate in monkey 
plasma [51]. Lu and coworkers employed albumin depletion, 
protein A capture, and antibody capture coupled to LC/
SRM‐MS for sensitive quantification of a mAb candidate 
(CNTO736) [99]. Fernandez Ocana et al. established a LC/
MS strategy to quantify free and total anti‐MadCAM mAb 
(PF‐00547, 659) in human serum [87], which captured free 
mAb with a biotinylated anti‐idiotypic antibody followed by 
enrichment with streptavidin magnetic beads; total target 
mAb was enriched by protein G magnetic beads. Our labora-
tory described a sensitive nano‐LC/SRM‐MS method for 
quantification of a chimeric mAb (cT84.66) in mouse serum 
[15]. Owing to the high sensitivity and selectivity achieved, 
the method was successfully applied to the preclinical PK 
study with a subcutaneous dosing at 1 mg/kg.

The determination of the concentrations of biotherapeu-
tics in tissues is critical for PK studies, but such works have 
rarely been reported with either LC/MS or LBA, due to 
technical challenges such as the low drug concentrations, 
lack of proper sample preparation strategy, and interferences 
of tissue matrices. Although LBA method has been applied 
in the quantification of protein markers in tissues, for 
example, human heparanase in mice liver and lung tissues 
[100], urokinase‐type plasminogen activator and its receptor 
complex in cancerous lung tissue [101], and breast cancer 
tissue [102, 103], to our knowledge, an LBA‐based quantifi-
cation method for quantification of therapeutic antibody in 
tissue has not been reported. Using a sensitive nano‐LC/
SRM‐MS, effective sample preparation, and a high 
throughput method optimization strategy, we described 
sensitive quantification of two mAbs (8c2 and cT84.66) in 
seven tissues with LLOQ in the range of 0.156–0.312 µg/g 
tissue [14]. The work demonstrated that LC/SRM‐MS is a 
promising alternative to radiolabeling strategies for tissue 
analysis, which may fall short in problems associated to 
assay accuracy and specificity, degradation of labeled pro-
tein, and radiation exposure to investigators and animals 
[14]. Not long ago, Sleczka et al. established an LC‐MS/MS 
assay for human mAbs quantification in mice tissues, which 
can be applied for the quantitative analysis of other mAb and 
Fc‐fusion biotherapeutics in a variety of animal tissues, 
achieving a quantification range of 20–20,000 ng/mL [104].

21.4.2 Application in Multiplexed Analysis

Recently, a novel immunoassay, fluorescent multiplexed 
bead‐based immunoassay (FMIA), had been reported for 
multiplexed IgG determination in human serum [105], which 
can facilitate etiological diagnosis and vaccine studies. The 
multiplexed beads, which have coupling concentrations in 
the range of 1.6–50 µg/million beads, provide good correla-
tion with singleplexed assay. Other reported multiplexed 
LBA methods were focusing on biomarker detection [106–
108], and none was developed for analysis of biotherapeutics 
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in vivo. As already discussed in this chapter, LC/SRM‐MS is 
capable of performing simultaneous quantification of mul-
tiple targets, therefore enabling the study of multiple drug 
candidates in one experiment, for example, the cassette dos-
ing. Although cassette dosing has been prevalently used to 
screen small molecule candidates [109, 110], it was found to 
be even more suitable for preliminary investigation of mAb 
candidates [32] because (i) studies of multiple mAb usually 
do not carry the risk of drug–drug interaction, and the PK of 
proteins is not affected by CYP450 and transporters [32, 
111], and (ii) it is fairly straightforward to find an optimal, 
common formulation for multiple mAbs [112, 113]. Jiang et 
al. developed and validated an LC/SRM‐MS method for 
simultaneous quantitation of two coadministrated mAbs, 
which showed good sensitivity, reproducibility, and accu-
racy for both targets. The method was successfully applied 
to TK study in monkeys [64]. Li et al. reported an analytical 
method to quantify four mAbs after subcutaneous cassette 
administration with LOQ of 0.1–0.5 µg/mL in plasma [32]. 
Recently, Xu et al. developed an affinity capture‐aided LC/
MS method that can simultaneously quantify two mAbs in 
human serum for combination therapy study [68].

21.4.3 Characterization of Antibody–Drug  
Conjugates (ADC)

Antibody–drug conjugate (ADC) development is one of the 
hottest topics in the field of biotherapeutics. Drug‐to‐antibody 
ratios (DARs) and drug load distribution are critical parame-
ters that profoundly determine the in vivo efficacy and toxicity 
of an ADC [114, 115], which is essential for ADC development 
and their PK/PD studies. LBA such as ELISA cannot provide 
unbiased total antibody analysis for ADC, because payload 
distributed on the antibody surface could influence the binding 
affinity, resulting in quantitative error [116], and it is hard to 
obtain DAR information by LBA method. LC/MS with high 
resolution analyzer has become a promising technology for 
characterization of ADC in the recent years. An affinity 
capture capillary LC coupled to quadrupole‐time‐of‐flight 
(TOF) MS has been employed to analyze anti‐MUC16 TDC, 
which obtained both in vitro and in vivo DAR information 
[117]. Valliere‐Douglass et al. developed a native LC/MS 
method for the determination of DAR via analysis of intact 
protein [118]. Recently, a more sensitive method was reported 
by Chen et al., which employed a native nano‐ESI‐TOF anal-
ysis in conjunction with a limited digestion by cysteine 
protease to obtain DAR information [119].

21.5 SUMMARY AND FUTURE PERSPECTIVE

LBA is recognized as the standard method for quantification 
of biotherapeutics. In spite of the drastically increasing role 
of LC/MS in biotherapeutics analysis, it will not fully replace 

traditional methods such as LBA in the foreseeable future. 
First, if a well‐developed, specific LBA method is available 
for the target molecule, LBA may be advantageous over LC/
MS in that it could be more sensitive [120] and easy to con-
duct (does not require LC/MS instruments). Secondly, LBA 
can be developed to quantify free or total mAb, while LC/
MS only detects the total mAb unless specific affinity 
capture enrichment is employed [70].

LC/MS represents a promising alternative to traditional 
LBA methods for the analysis of biotherapeutics because 
LC/MS (i) can be readily adapted to quantification in plasma 
and tissues and across various species, (ii) provides extraor-
dinary specificity and reproducibility with low sample con-
sumption, and (iii) is capable of simultaneous quantification 
of multiple proteins (e.g., biotherapeutics and/or their tar-
gets, or multiple mAb in cassette‐dosing study) in one anal-
ysis. Furthermore, the development and validation of an LC/
MS method are rapid at a relatively low cost, which is a 
highly desirable feature that facilitates the rapid development 
of biotherapeutics.

When choosing the analytical method for ADME study, 
researcher should take the method development and assay 
performance factors into consideration, such as development 
cycle, resources (reagents and instruments) available, sam-
ples, and purpose of study. More importantly, a hybrid 
method, which combines different analysis features together 
(e.g., coupling sensitivity of LBA and specificity of LC/
MS), is feasible to facilitate ADME analysis. For instance, 
immunocapture/immunodepletion of the samples can greatly 
enhance the quantitative sensitivity of LC/MS; on the other 
hand, the specificity and sensitivity requirements of critical 
reagents used for this purpose are much lower than those for 
a traditional LBA, owing to the high specificity of LC/MS 
analysis. Consequently, the method development is much 
quicker than that for a traditional LBA method. Moreover, 
immunoprecipitation or native gel separation before LC/MS 
analysis will provide important information on the target 
protein, such as binding, aggregation, and degradation states. 
Metabolism and immunogenicity, and drug–drug interaction 
studies, which are hard to accomplish by traditional LBA 
and LC/MS approaches [121], can be investigated by the 
hybrid method.
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22.1 INTRODUCTION

Biosimilars are biotherapeutic products that have been 
developed to be highly similar, as opposed to identical, to a 
licensed biotherapeutic product (the reference or innovator 
product). The European Medicines Agency (EMA), U.S. 
Food and Drug Administration (FDA), and World Health 
Organization (WHO) generally have similar requirements for 
the demonstration of biosimilarity using stepwise approaches 
to develop the evidence. Biosimilar approval is granted 
based on the totality of the evidence. Biosimilars do not 
require demonstration of a role of the target or identification 
of a potential mechanism of action because these, by defini-
tion, are the same as the innovator biotherapeutic agent. 
A potential biosimilar is filed with an independent applica-
tion to regulatory authorities by the pharmaceutical company 
developing the proposed biosimilar that if approved would 
not become active until the marketed innovator pharmaceu-
tical company’s patents and market exclusivity periods have 
expired for the original marketed product.

This process may seem similar to small molecule 
generics; however, unlike small molecule generics that are 
chemically identical to their original marketed counterparts, 
biotherapeutics are complex products that are produced in 
living systems such as bacteria, yeast, or mammalian cell 
lines [1, 2]. There are also multistep manufacturing processes 
involved in the production of a biotherapeutic product. For a 

biotherapeutic product produced in a cell line, this would 
include choice of the specific cell line, fermentation/culture/
biosynthesis processes, purification steps, formulation 
choices, filling procedures, and packaging choices. These 
multifactorial steps may result in minor differences between 
the proposed biosimilar and the reference biotherapeutic 
product (such as glycosylation patterns); however, as long as 
these difference do not impact the overall quality, safety, and 
efficacy, the proposed biosimilar upon regulatory authority 
review may be approved as a biosimilar product [3–5].

In addition, these manufacturing processes for biothera-
peutics are usually proprietary and the information around 
these processes may not be public knowledge and therefore 
would not be available to other pharmaceutical companies as 
they set up their manufacturing processes to make a biosimi-
lar. Also, due to the length of time between the original 
 product approval and the loss of market exclusivity, the man-
ufacturing processes and analytical assays for the reference 
biotherapeutic product may potentially use older methodol-
ogies that would no longer be considered state of the art. 
Since a new potential biosimilar being developed would be 
required to utilize current technology and meet current 
 standards, this would be an additional source of potential 
variability.

Other nomenclature used for biosimilars that may differ 
by country and company includes follow‐on biologics, 
 bioanalogs, subsequent‐entry biologicals, and similar medicinal 
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biological products. All of these names essentially describe 
a “copy” of an original innovator’s product. This termi-
nology does not include either “noncomparable” versions of 
existing products that have not been approved as biosimilars 
(i.e., intended copies) or “bio‐better” versions that are 
deemed “better” or “improved” compared to an existing 
product.

As patent protection for several key biotherapeutic 
products has expired and with more set to expire in the 
future, there has been an increased interest in the 
development of biosimilar products. It has been estimated 
that approximately $60 billion worth of patented biother-
apeutic products will go off‐patent between 2012 and 
2019 [6], with additional patents continuing to expire over 
time. The availability of lower priced quality biosimilars 
would potentially allow increased global access to bio-
therapeutic products in key therapeutic areas including 
cancer and inflammatory conditions, thus enhancing 
patient care.

The goal of this chapter is to introduce the topic of bio-
similarity with a focus on nonclinical and clinical aspects 
that incorporate pharmacokinetic/pharmacodynamic (PK/
PD) and immunogenicity considerations including regulatory 
requirements and study design considerations.

22.2 ASPECTS OF BIOSIMILARITY

The determination of biosimilarity is based on a head‐
to‐head comparison of the proposed biosimilar to the 
biotherapeutic reference product in terms of quality, 

safety, and efficacy. These aspects are determined via a 
hierarchical stepwise process that includes analytical/
biological studies, nonclinical in vivo studies, and clinical 
studies (see Fig.  22.1). The overall assessment of bio-
similarity includes a “totality‐of‐data approach” with the 
nonclinical in vivo and clinical studies designed to support 
the evaluation of biosimilarity and to answer any residual 
questions based on the results of the in vitro analytical/
biological studies.

Analytical/biological studies are the determination of 
the quality characteristics (also referred to as quality 
attributes) of the proposed biosimilar and the biothera-
peutic reference product that have been deemed critical 
for the specific reference product to maintain similarity. 
Examples of analytical structural characterization include 
the primary structure (amino acid sequence); secondary, 
tertiary, and quaternary structures; posttranslational 
modifications (e.g., glycoforms); and potential variants 
(e.g., aggregation). Biological functional characterizations 
are also critical for comparing a proposed biosimilar to 
its reference product and may include in vitro potency 
characterization, target binding, binding to FcRn, and other 
functional assays such as antibody‐dependent cellular 
cytotoxicity (ADCC), complement‐dependent cytotoxicity 
(CDC), and complement activation. However, the specific 
functional characterization would need to be optimized to 
describe the critical characteristics of the specific refer-
ence product.

Since reference-product quality characteristics are not 
often publically available for marketed compounds, the 
biosimilar manufacturer has to obtain enough varied reference 

Integrated biosimilarity exercise:
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FIGURE 22.1 Biosimilarity hierarchical process.
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product lots to determine which specific quality reference 
product attributes may be critical to maintain for the 
development of a biosimilar. Once critical quality attrib-
utes are identified, then ranges for these attributes across 
multiple reference product lots can be determined for 
comparison with the proposed biosimilar [7, 8]. Because 
reference products can have variations depending on their 
manufacturer source and time period, it is also important 
to ensure that the acquired reference product lots are 
chosen appropriately to evaluate the variation within the 
marketed product including global considerations. Thus, 
the overall analytical/biological assessments for a bio-
similar usually exceed the analytical/biological assessments 
that would be conducted for a novel biotherapeutic product. 
This can be seen in Figure 22.1 where the analytical/biological 
section is much larger for the biosimilar than for a novel 
biotherapeutic but where the corresponding nonclinical and 
clinical sections are smaller for the biosimilar with some of 
the nonclinical in vivo and clinical data cross‐referenced 
back to the original innovator product.

Manufacturing changes may also occur within a refer-
ence product (i.e., potential changes to cell line, manu-
facturing site, formulations, and/or dosage forms) and, 
for those changes, an analysis of the “comparability” of 
those lots pre and post change would be conducted by the 
marketing company. A comparability assessment is sim-
ilar to biosimilarity in that the overarching goal is to 
ensure that manufacturing changes do not impact quality, 
safety, or efficacy; however, in the case of comparability, 
there is a wealth of data and experience over the entire 
life span of the reference product that is available for 
understanding the potential impact of any variations 
 between the pre and post change reference product [9]. 
Thus, for a comparability assessment, it may be possible 
to evaluate the pre and post change reference product using 
only analytical and in vitro biological studies without the 
need for additional in vivo nonclinical or clinical 
assessments.

In contrast, biosimilar assessments would include an in 
vivo component (potentially nonclinical and clinical com-
ponents) where these studies would be focused on deter-
mining the similarity between the proposed biosimilar and 
a reference product rather than characterizing the full 
safety and efficacy profile of a novel biotherapeutic, and 
thus the in vivo studies would not necessarily be as exten-
sive as would be required for the development of a novel 
biotherapeutic.

The extent or requirement of an in vivo nonclinical or 
clinical component for biosimilar evaluations is based on 
regulatory requirements and optimized for the particular 
biosimilar based on the characteristics of the particular 
 reference product and the outcomes (any potential identi-
fied uncertainties) of the analytical/biological biosimilar 
assessments.

22.3 BIOSIMILARS’ REGULATORY/HISTORICAL 
PERSPECTIVE

22.3.1 European Union

The European Union (EU) first established a scientific 
regulatory framework for high quality biosimilars in 2003 
and issued its first guideline for the approval of biosimilars in 
2005. Since then, numerous guidance documents have been 
published or are in development from the EMA regarding 
biosimilars [3, 10]. The EMA guidance  documents promote 
the use of a risk‐based stepwise similarity evaluation in 
regard to quality, safety, and efficacy to determine whether a 
proposed biosimilar is similar to the approved reference 
product. These include an overarching biosimilar guidance, 
nonclinical and clinical development aspects for biosimilars, 
and specific product class guidelines in the areas of insulins, 
epoetins, filgrastims, growth hormones, alfa interferons, beta 
interferons, follitropins, low molecular‐weight heparins, and 
monoclonal antibodies (mAbs) [3, 4, 10–13].

The earliest authorized biotherapeutic product using the 
biosimilar pathway in the EU was a growth hormone (soma-
tropin) in 2006. Subsequently, more complex biotherapeutic 
products have been developed as biosimilars with the first mAb 
biosimilar (infliximab) approved in 2013. A current list of bio-
similar products for the EU can be found in Table 22.1 [14].

22.3.2 EMA Nonclinical In Vivo Considerations

As was noted earlier regarding the hierarchal approach for 
biosimilarity, it is recommended in the EMA guidelines [12, 
13] that the in vitro studies are conducted first and then a 
decision is made as to the extent of or whether nonclinical in 
vivo studies are necessary. If animal studies are needed, then 
the studies should be optimized to obtain the maximum 
amount of information using the fewest animals. The study 
design should be justified based on the available reference 
product information including its clinical use. This may 
include transgenic animals or transplant models if there is a 
scientific need for additional in vivo information.

It is noted that “When the [nonclinical] model allows, the 
PK and PD of the biosimilar and the reference medicinal 
product should be quantitatively compared, including, if fea-
sible, a dose–concentration–response assessment including 
the intended exposure in humans.”

Repeat‐dose toxicology studies are not recommended to 
be conducted in nonhuman primates (NHPs) and toxicity 
studies are not recommended if there is no pharmacologi-
cally or toxicologically relevant nonclinical species. In 
addition, safety pharmacology, reproduction toxicology, and 
carcinogenicity studies would not be required for biosimilars 
(unless there is a specific scientific need).

Immunogenicity testing in nonclinical studies (while 
noted as not being predictive of humans) was recommended 
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if needed to understand the PK/toxicokinetic data within the 
nonclinical in vivo study(s).

22.3.3 EMA Clinical Considerations  
(Related to PK/PD)

The clinical biosimilar studies are also a stepwise approach 
utilizing the analytical/biological data and nonclinical data (if 
conducted) to inform and optimize the clinical study designs.

The clinical biosimilar studies start with a PK comparison 
and incorporate PD if feasible followed by clinical efficacy 
and safety trial(s) or potentially confirmatory PK/PD studies 
[12, 13]. Comparative PK studies are considered an essential 
part of the biosimilar development program. The biosimilar 
comparability limits for the PK parameters need to be 
defined before the initiation of the study. The location and 
width of the confidence interval for comparison are also 
important in determining similarity.

It is recommended that PD markers be added to PK 
studies whenever possible and in certain circumstances 
where there is confidence in the predictability of the PD 
markers and their relationship with efficacy/safety, a single 
and multiple dose exposure-response study at two or more 
dose levels may be sufficient to waive a clinical efficacy 
safety study. However, this would need to be discussed in 
advance and agreed upon by the agency.

Immunogenicity is recommended to be assessed in the 
conduct of the clinical studies. Immunogenicity assays 
should be developed using state‐of‐the‐art technology. It is 
recommended that the immunogenicity analytical assay 
should detect antidrug antibodies (ADAs) from both the ref-
erence product and the proposed biosimilar but at a minimum 
should be able to detect all antibodies against the proposed 
biosimilar. In addition, other endpoints of immunogenicity 
may be assessed including cross‐reactivity, target epitopes, 
and neutralizing activity and interpreted as to their potential 
impact on the clinical efficacy and safety parameters.

While the proposed biosimilar should be similar to the 
reference product, it was noted that lower immunogenicity 
in the biosimilar “would not preclude approval as a biosimilar” 
[13]. However, it may increase the complexity of under-
standing the impact of the biosimilar on efficacy in the 
clinical efficacy study requiring subpopulations (with and 
without immunogenicity) to be analyzed.

22.3.4 United States

In 2009, the Biologics Price Competition and Innovation 
(BPCI) Act stated that a biotherapeutic product may be 
 demonstrated to be “biosimilar” if data “among other things” 
show that the potential biosimilar product is “highly similar” 
to an already FDA‐approved biotherapeutic product [15]. This 

TABLE 22.1 European Medicine Agency: Biosimilars

Active Substance Common Name Biotherapeutic Type Marketing Authorization Holder Authorization Year

Recombinant human 
interferon alfa‐2a

Interferon alfa‐2a Interferon BioPartners GmbH Refused

Somatropin Somatropin Growth hormone Sandoz GmbH 2006
Somatropin Somatropin Growth hormone BioPartners GmbH 2006 (status withdrawn)
Epoetin alfa Epoetin alfa Glycoprotein hormone Medice Arzneimittel Pütter GmbH 

& Co. KG
2007

Epoetin alfa Epoetin alfa Glycoprotein hormone Sandoz GmbH 2007
Epoetin alfa Epoetin alfa Glycoprotein hormone Hexal AG 2007
Epoetin zeta Epoetin zeta Glycoprotein hormone Hospira UK Limited 2007
Epoetin zeta Epoetin zeta Glycoprotein hormone Stada Arzneimittel AG 2007
Filgrastim Filgrastim GCSF AbZ‐Pharma GmbH 2008
Filgrastim Filgrastim GCSF Ratiopharm GmbH 2008
Filgrastim Filgrastim GCSF Teva GmbH 2008
Filgrastim Filgrastim GCSF Hexal AG 2009
Filgrastim Filgrastim GCSF Sandoz GmbH 2009
Filgrastim Filgrastim GCSF Hospira UK Limited 2010
Filgrastim Filgrastim GCSF Apotex Europe BV 2013
Infliximab Infliximab Monoclonal antibody Hospira UK Limited 2013
Follitropin alfa Follitropin alfa Follicle stimulating 

hormone
Teva Pharma B.V. 2013

Infliximab Infliximab Monoclonal antibody Celltrion Healthcare Hungary Kft. 2013
Follitropin alfa Follitropin alfa Follicle stimulating 

hormone
Finox Biotech AG 2014

Table based on data obtained from the EMA website (accessed October 14, 2014) [14]. Biosimilar medicines authorized via the Agency.
GCSF, granulocyte colony‐stimulating factor.
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abbreviated pathway (351(k) application) for licensure was 
signed into law in 2010 as part of the Patient Protection and 
Affordable Care Act that amended the Public Health Service 
Act (PHS) governing the licensure for FDA approval of a 
novel/innovator biotherapeutic product (351(a) application).

Two FDA draft guidance documents followed in 2012 
that focused on Quality Considerations (analytical/biological 
considerations) and Scientific Considerations (analytical/
biological, nonclinical, and clinical considerations) demon-
strated biosimilarity to a reference protein product [5, 16]. 
The FDA guidance documents provide the quality consider-
ations necessary for a biosimilar and discuss the risk‐based 
“totality of evidence” approach that would be used to eval-
uate and demonstrate biosimilarity. In 2014, a draft guidance 
regarding clinical pharmacology data used to support the 
demonstration of biosimilarity was issued, which further 
elaborates on degrees of similarity as well as provides more 
detail around clinical study expectations [17].

The first biosimilar application that was accepted for 
FDA review under the BPCI Act (351(K)) was an applica-
tion for filgrastim by Sandoz in 2014. This was followed by 
a filing of the first mAb (infliximab) biosimilar application 
to the FDA by Celltrion in 2014 [18]. Subsequently, filgra- 
stim (Zarxio®) has been approved by the FDA as the first 
biosimilar product in the United States [19].

22.3.5 FDA Nonclinical In Vivo Considerations

Similar to the EMA, the FDA recommends a stepwise 
approach to biosimilar assessment, thus the nonclinical 
studies would be designed to address any remaining uncer-
tainties regarding safety of the proposed biosimilar following 
the analytical/biological biosimilarity assessment and before 
initiating clinical studies in humans [16]. In general, the non-
clinical in vivo study would be comparative in nature using 
both the proposed biosimilar and the reference product.

Nonclinical in vivo toxicity studies would not be consid-
ered useful in the case where there is no relevant nonclinical 
species that provides biological results that do not corre-
spond to the human response. However, it is noted that it 
may be useful to use a nonrelevant nonclinical species 
(including rodents) to test a biosimilar product that has 
not been previously tested in human subjects by evaluating 
comparative PK and systemic tolerability.

The scope and extent of an animal toxicity study would 
depend on the available information regarding the reference 
product and if there were any differences observed between 
the reference product and the proposed biosimilar in the 
analytical/biological studies. If an animal toxicity study is 
conducted, the design should provide meaningful toxicolog-
ical comparison between the proposed biosimilar and the 
reference product. The relatively small sample size and 
potential intraspecies variations should be kept in mind 
when interpreting the study results.

Single‐dose PK/PD studies in a relevant nonclinical 
species may add to the overall biosimilar assessment. PK/PD 
may also be incorporated into any toxicity study, where 
appropriate. However, a nonclinical PK/PD study would not 
replace the need to conduct clinical PK and PD studies.

Nonclinical immunogenicity assessments, while not pre-
dictive of humans, are recognized as a possible marker for 
potential differences between the proposed biosimilar and 
the reference product if there are marked differences in the 
immunogenicity. These data may be useful to assist in the 
design of the clinical immunogenicity assessment.

22.3.6 FDA Clinical Considerations (Related to 
PK/PD)

A biosimilar clinical program must include a clinical study(s) 
that is sufficient to demonstrate that the proposed biosimilar 
is similar to the reference product in terms of safety, purity, 
and potency in one or more conditions for which the refer-
ence product is licensed and intended for use and that the 
proposed biosimilar is seeking a license. The clinical 
program must include a comparative PK or PD assessment, 
as well as assessments of effectiveness, safety, and immuno-
genicity. The scope and size of the clinical program will be 
dependent on the residual uncertainties around biosimilarity 
remaining after the analytical/biological studies (and pos-
sibly the nonclinical studies) and based on the available 
information on the reference product in regard to any safety 
risks or other safety and efficacy concerns [16].

If a relevant PD marker is available, it would be expected 
to be included in the biosimilarity assessment unless the bio-
similar sponsor can scientifically justify that it is not 
necessary. The FDA recommends the selection of PD 
markers that are relevant to clinical outcomes that can be 
measured in a timely manner with appropriate precision, and 
has the sensitivity to detect clinically meaningful differences 
between the proposed biosimilar and the reference product. 
The biosimilar sponsor should also provide a justification 
for the selection of the PK and PD study population and 
should predefine and justify the criteria for PK and PD 
parameters utilized to establish biosimilarity. If a proposed 
biosimilar demonstrates similar effect compared to the refer-
ence product in regard to a PD measure that is known to be 
clinically related to safety and effectiveness, this information 
can be utilized to optimize the clinical safety/efficacy 
studies. It was noted “in certain circumstances, human PK 
and PD data may provide sufficient clinical data to support a 
demonstration of biosimilarity” [16].

The draft FDA guidance for Industry entitled Clinical 
Pharmacology Data to Support a Demonstration of 
Biosimilarity to a Reference Product was issued in May 
2014 and contains detailed information on the recommenda-
tions for the design of clinical pharmacology studies [17], 
which will be discussed in Section  22.5. In addition to 
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overall critical considerations for biosimilarity and study 
design considerations, the guidance also discusses how to 
define the appropriate PD-time profile, recommendations 
for statistical comparison of PK and PD results, and the 
utility of simulation tools in study design and data analysis.

22.3.7 The WHO and Other Global Markets

The WHO published a guidance in 2010 that shared similar 
scientific principles to the earlier issued guidance by the 
EMA [20]. Most recently, the WHO has issued draft guidance 
in December 2014 regarding Scientific Principles for 
Regulatory Risk Assessment of Biotherapeutic Products [21].

Multiple countries have guidance documents for biosimi-
lars that have either been issued or are in draft form; these 
include but may not be limited to the EU, Turkey, Malaysia, 
Taiwan, S. Korea, Japan, Singapore, Canada, S. Africa, Brazil, 
Argentina, Mexico, Cuba, Ireland, India, Peru, the United 
States, Columbia, Jordan, Thailand, and China [22–33].

As can be expected, given the number of available 
guidance documents on biosimilarity, there is an overarching 
consistency in requirements for high quality well‐designed 
studies; however, the details across the individual country 
guidelines may vary. In addition, specific requirements may 
depend on the characteristics of the reference product and 
available data on the particular biosimilar. In fact, some 
countries have issued specific requirement guidelines for 
individual product types (e.g., the EMA [10]) and even 
guidelines for specific biosimilars (e.g., Mexico (COFEPRIS 
http://www.cofepris.gob.mx/Paginas/Inicio.aspx) with specific 
draft guidance documents including those for etanercept, 
rituximab, and infliximab).

Thus, the regulatory environment for biosimilars is cur-
rently evolving and must be constantly monitored by the bio-
similar manufacturers as they work to develop the proposed 
biosimilar for the global market. A cross‐country comparison 
of regulatory and clinical considerations for biosimilar 
oncology drugs was recently published by Bennett et al. in 
December 2014 [34]. This included a comparison summary 
for recommendations from the EU, the United States, India, 
Latin America, South Korea, Australia, Canada, and Japan.

22.4 NONCLINICAL ASSESSMENTS IN THE 
DEVELOPMENT OF BIOSIMILARS

22.4.1 Biosimilars Nonclinical Development

Nonclinical in vivo studies are the bridge between the 
in  vitro analytical/biological biosimilar studies and the 
clinical biosimilar studies. These studies will be the first 
time a proposed biosimilar has been dosed to an intact 
organism. An important purpose of the nonclinical in vivo 
studies is to evaluate any potential remaining uncertainty 
resulting from the in vitro analytical/biological biosimilar 
studies before advancing the proposed biosimilar into 

humans. In fact, the EMA has stated “if the biosimilar 
comparability exercise for the physicochemical and 
biological characteristics and the nonclinical in vitro 
studies are considered satisfactory and no issues are identi-
fied which would block direct entrance into humans, an in 
vivo animal study is usually not considered necessary” [12]. 
However, in vivo nonclinical studies are often considered 
necessary as part of a complete biosimilarity assessment by 
other global regulatory authorities.

Thus, the first step in understanding the potential require-
ments for in vivo nonclinical studies is to understand both the 
proposed clinical plan including timing for executing the 
subsequent clinical studies and the proposed global registra-
tion plan. Since global regulatory authorities are not always 
aligned on requirements for in vivo nonclinical studies, it is 
important to ensure that the regulatory requirements for the 
key global markets for the proposed biosimilar are fully 
understood so that the necessary nonclinical data are available 
when it is required. Also, since clinical data may be able to be 
submitted in place of nonclinical data dependent on agreement 
of the engaged regulatory authority, understanding when that 
data will be available for regulatory discussions is essential.

The next step after understanding the regulatory require-
ments for the class of the proposed biosimilar is to fully 
understand the specific characteristics and potential issues 
associated with the reference product. This would include 
any publically available data on the reference product (such 
as the U.S. Summary Basis of Approval, European Public 
Assessment Report (EPAR), the Canadian Product Mono-
graphs, and any published research papers or reviews) as 
well as the results of the biosimilar biopharmaceutical com-
pany’s analytical/biological biosimilarity evaluation around 
quality attributes. This then extends into understanding any 
potential differences between the proposed biosimilar and 
the reference product in terms of its critical quality attributes 
and assessing whether any differences if present could 
potentially impact safety or efficacy. The FDA has stated 
that “the scope and extent of any animal toxicity studies will 
depend on the body of information available on the reference 
product, the proposed product, and the extent of known 
similarities or differences between the two” [16].

If conducted, in vivo toxicity studies should be designed 
to demonstrate that the biosimilar does not exhibit any bio-
logically meaningful differences from the reference product 
and if relevant for the specific reference product that the bio-
similar does not exhibit any new or unexpected toxicities. 
“The selection of dose, regimen, duration, and test species 
for these studies should provide a meaningful toxicological 
comparison between the two products” [16].

22.4.2 Designing the Nonclinical In Vivo Study

The goal of the nonclinical study design is to select the 
species, dose, regimen, length of study, and potential bio-
marker evaluation to provide the most meaningful comparison 

http://www.cofepris.gob.mx/Paginas/Inicio.aspx
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between the proposed biosimilar and the reference product 
while being animal sparing.

Current guidance documents do allow for situations where 
nonclinical studies are not necessary if the in vitro analytical/
biological data result in no residual uncertainty when planning 
for the clinical study. However, a single‐dose PK study in a 
single sex may be conducted to gather additional assurance 
that in an in vivo system no relevant differences are observed 
between the proposed biosimilar and the reference product 
especially if there were no relevant in vivo changes reported in 
the innovators toxicity studies with the reference product.

If a toxicity study is needed, a single‐dose level may be 
appropriate, and the dose chosen should match the original 
innovator studies and/or an approved clinical dose. A saturating 
dose should be avoided to avoid saturating a response and thus 
potentially obscuring any potential differences between the 
biosimilar and the reference product. Since the goal of the 
study is to provide comparative data, a single‐dose study may 
be sufficient and recovery data may not be needed or (complete 
resolution if a recovery phase is included). There are also some 
circumstances where a toxicity study may be solely conducted 
with the proposed biosimilar if scientifically justified with the 
appropriate regulatory authorities. For example, a safety study 
may be conducted solely with the proposed biosimilar if the 
analytical/biological data for the proposed biosimilar and 
reference product were deemed sufficient evidence of biosimi-
larity to continue to the clinical comparison; however, a small 
safety study with just the proposed biosimilar may be requested 
to provide assurance of safety.

Species selection is usually based on the findings observed 
and the species choice for the original reference product 
studies conducted by the innovator company. The species 
chosen should be one in which the reference product has 
either an established toxicological or PD profile. Also for criti-
cal targets or endpoints, the relevant animal species should 
ensure that the nonclinical findings are reflective of humans 
(i.e., if the biotherapeutic product is given to an appropriate 
animal species, the product should bind to the animal target 
with similar potency as it binds to the human target).

However, in some circumstances, there is no available 
animal species that can provide pharmacologically relevant 
data for the biotherapeutic product. In this situation, rodents 
(rats or mice) may be an option since if the studies are to be 
conducted in nonpharmacology-relevant species, the goal 
would be to reduce the use of NHP if possible. In regard to 
mAbs, rodents are considered an appropriate species because 
the rat neonatal Fc receptor can recognize the Fc fragment of 
human IgG [35].

Given the focus on optimizing the nonclinical studies 
while balancing the ethical considerations to minimize 
animal usage, the nonclinical studies are usually not powered 
for statistical significance. It is important to understand the 
inherent variability that may be expected based on the refer-
ence product data and whether immunogenicity may impact 
the ability to evaluate the collected data.

22.4.3 Designing the Nonclinical Study: 
Immunogenicity/Bioanalytical

The nonclinical immunogenicity assays for ADA and the 
bioanalytical drug assays should both be based on current 
state‐of‐the‐art technology and validated using established 
industry standards under GLP conditions. The additional 
considerations for the biosimilar bioanalytical drug assay 
are presented in Section 22.5.

While immunogenicity in animals is not considered to be 
predictive for humans, the understanding of expected immu-
nogenicity within the nonclinical study assists in both the 
study design (appropriate species, number of animals 
needed, and potential length of the study) and the evaluation 
of the data. Usually, the proposed biosimilar and the refer-
ence product are compared within the concentration–time 
window where there are no large impacts on the variability 
of the data due to immunogenicity that would potentially 
mask any actual difference between the two products. So, 
understanding the immunogenicity would include not only 
the extent of the induction of the immune response and thus 
the potential subsequent decrease in product concentrations 
but the timing (time of onset), potential transience, and the 
extent of the immunogenicity with the measured titer values 
and its impact on PK and/or PD. Since the intended purpose 
of immunogenicity testing in nonclinical studies is to assist 
in the interpretation of the nonclinical study, mechanistic 
immunogenicity assays or neutralizing assays would not 
be conducted unless scientifically justified.

Also, while the nonclinical immunogenicity is not con-
sidered predictive of the clinical immunogenicity, if there is 
marked difference between the proposed biosimilar product 
and the reference product in a nonclinical study, this 
difference would need to be understood in regard to any 
particular quality attributes that could be impacting this 
differentiation. If any quality attributes are identified that 
could be causing the differences in immunogenicity non-
clinically, then the potential impact of those differences in 
the quality attributes on the clinical situation would need to 
be considered. It is also important to realize that immunoge-
nicity data may differ from the historical innovator data even 
for the reference compound due to potential improvements 
in immunogenicity assay technology since the original inno-
vator data were collected.

22.4.4 Designing the Nonclinical In Vivo Study—PK 
and PD Focus

Nonclinical in vivo studies can be utilized as part of the overall 
biosimilar assessment and they can also be used to specifically 
evaluate the importance of quality attribute differences. In a 
study evaluating a proposed biosimilar for recombinant 
human chorionic gonadotropin (rhCG; DA‐3803), additional 
isoform fractions were also tested that evaluated the impact of 
the sialic acid content on both PK and PD [36].
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The PK were evaluated following a single‐dose 50‐µg/kg 
(~1300 IU/kg) subcutaneous injection of either Ovidrel® (the 
reference product), DA‐3803, the acidic isoform, or the basic 
isoform to male Sprague–Dawley rats. The mean sialic acid 
content of the reference product, DA‐3803, the acidic isoform, 
and the basic isoform were 13.86, 13.79, 14.40, and 8.13 mol/
mol rhCG, respectively. DA‐3803 PK appeared similar to the 
reference product with mean parameter values of 13830.8 and 
12472.7 mIU·h/mL for area under the concentration-time curve 
(AUC) from time zero extrapolated to infinite time (AUC

0–∞
), 

689.4 and 713.8 mIU/mL for maximum drug concentration 
(C

max
), 9.0 and 9.0 h for time to maximum concentration (T

max
), 

and 6.1 and 5.3 h for time to half-life (t
½
), respectively.

In contrast, the corresponding acidic isoforms PK param-
eter values were higher (AUC

0–∞
, C

max
, T

max
, and t

½
) and basic 

isoform PK parameter values were lower (AUC
0–∞

, C
max

, and 
T

max
 but t

½
 was higher) than those observed for DA‐3803 and 

the reference product. The differences were also marked in the 
comparison of the PD marker (seminal vesicle weight gain 
assay) based on mean potency (%) with mean potency (%) 
values for the reference product, DA‐3803, the acidic isoform, 
and the basic isoform of 99.4, 98.9, 120.0, and 15.7, respec-
tively. These results add to the similarity comparison of the 
proposed biosimilar DA‐3803 to the reference product. These 
results also show sialic acid content has the potential to impact 
both PK and PD an in vivo species, thus indicating that sialic 
acid content is a critical quality attribute to be measured and 
controlled for during the manufacturing process.

PK and PD evaluations have also been conducted for mAbs 
in the evaluation of potential biosimilars for rituximab where 
immunogenicity had to be considered during the data analysis. 
For GP2013 (a proposed rituximab biosimilar), comparative 
single‐dose and repeat‐dose studies were conducted in cyno-
molgus monkeys with PK, PD, and immunogenicity endpoints 
evaluated [7]. The PK analyses for both the single‐dose (5 mg/
kg) and the repeat‐dose (20 and 100 mg/kg) studies following 
intravenous (IV) administration were limited due to the 
development of ADA for both GP2013 and MabThera® (ritux-
imab) between Days 9 and 14 (single dose) and starting Day 14 
(repeat dose). For the single‐dose study, the concentration–
time profiles over the first 9 days were similar for the two mol-
ecules and the AUC interval was noted to meet bioequivalence 
standards within 0.80–1.25 at 90% confidence interval. The 
C

max
 of GP2013 was approximately 13% lower than the refer-

ence product but this was thought to be due to heterogeneity in 
the early sample collection. For the repeat‐dose study, the 
proposed biosimilar and reference product were comparable 
over the 14‐day observation period and the corresponding 
AUC intervals met the bioequivalence acceptance criteria.

B‐cell depletion was used as a PD biomarker (B‐cell 
specific markers such as CD19, CD20, and CD40 (which indi-
cates a defined subset of cellular surface receptors where CD 
stands for cluster of differentiation) in the two studies. For the 
single‐dose studies, the depletion was comparable in the CD20 
low subset up to Day 7 with a slightly lower 9% depletion for 

GP2013 when compared to MabThera. This small difference 
was lessened when the comparison was made using the CD20 
high subset. For both subsets, the PD biomarker fell within the 
bioequivalence acceptance criteria. It should also be noted that 
mouse xenograft models were also evaluated as part of the 
nonclinical in vivo biosimilarity assessment [7].

Another proposed rituximab biosimilar (PF‐05280586) 
was also compared to MabThera in single‐dose and repeat‐
dose studies in male and female cynomolgus monkeys [37]. 
The single‐dose (0, 2, 10, or 20 mg/kg) and repeat‐dose (0 and 
20 mg/kg) studies were given via IV administration and were 
evaluated for PK, PD, immunogenicity, and clinical assess-
ments of tolerability. The repeat‐dose study also included 
anatomical pathology. The animals were observed for 92 days 
in the single‐dose study and 121 days in the repeat‐dose study.

In the single‐dose study, all animals (both PF‐05280586 
and the MabThera) were positive for ADAs by Day 29 (the first 
day tested postdose) and remained positive until Day 85 (the 
last time point evaluated). In the repeat‐dose study, some ani-
mals for both PF‐05280586 and the reference product were 
detected positive for ADAs by Day 22 (the first day tested post-
dose). During the dosing phase test, circulating PF‐05280586 or 
MabThera levels may have interfered with the ability to detect 
ADAs. During the recovery phase, ADAs were detected in three 
of six (50%) animals in each 20‐mg/kg group (log

10
 titers of 

1.87–6.13 and 2.01–5.70 for animals administered PF‐05280586 
and MabThera, respectively). The PK parameters (C

max
, T

max
, 

and AUC
0–168h

) and concentration–time profiles were similar for 
both PF‐05280586 and the reference product. In both studies, 
the B‐cell depletion–repletion profiles of PF‐05280586 were 
similar to those of the reference product via evaluation of mul-
tiple B‐cell markers including CD19, CD20, and CD40. Both 
molecules were well tolerated at all doses, and in all the end-
points evaluated, PF‐05280586 exhibited similarity to MabThera.

The two rituximab‐proposed biosimilar case studies above 
emphasize the importance of monitoring immunogenicity in 
the nonclinical studies. The studies also highlight that, for a 
given reference product and based on the reference product 
characteristics and the regulatory guidance documents for 
biosimilars, different biosimilar programs will have common 
study design characteristics. However, there may be some dif-
ferences based on the individual pharmaceutical company’s 
interpretation of the reference product data, the biosimilar 
guidance documents, their interactions with the regulatory 
authorities, and potentially the outcomes of the respective 
analytical/biological data. Still the results from both case 
studies supported the continued development of the respec-
tive proposed biosimilars (GP2013 and PF‐05280586) and 
added to their overall biosimilarity assessments.

22.4.5 Designing the Nonclinical In Vivo Study—No 
Relevant Nonclinical Species

PF‐05280014 is being developed as a potential biosimilar to 
trastuzumab (Herceptin®), a humanized mAb that binds to 
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the HER2 protein [38]. Nonclinical studies were designed to 
evaluate the similarity of PF‐05280014 to trastuzumab‐US 
(trastuzumab products sourced from the United States) and 
trastuzumab‐EU (trastuzumab products sourced from the 
European Union) using in vivo PK, immunogenicity, and tol-
erability assessments. For trastuzumab, there was no phar-
macologically relevant nonclinical species since trastuzumab 
does not recognize the mouse counterpart of human HER2, 
and unlike humans, NHP species do not overexpress 
p185HER2 or produce shed antigen [39]. Thus, for the 
trastuzumab nonclinical biosimilar study, mice were used 
to  evaluate the nontarget‐mediated and FcRn‐dependent 
clearance of PF‐05280014, trastuzumab‐US, and trastuzumab‐
EU [40] and the overall tolerability profile.

CD‐1 male mice were administered a single dose (0, 1, 
10, or 100 mg/kg) of PF‐05280014, trastuzumab‐US, or 
trastuzumab‐EU. The mice were monitored for drug concen-
trations, ADAs, and clinical signs and body weight changes 
over a 4‐month period indicative of tolerability. Composite 
profiles for each mAb (five animals/group/time point) were 
generated for PK evaluation.

PF‐05280014, trastuzumab‐US, and trastuzumab‐EU 
showed similar PK profiles over the first 24 h and the entire 
study time course (see Fig. 22.2). The overall incidence of 
ADA in mice was low, specifically, 8/74 (10.8%), 6/75 (8%), 
and 8/75 (10.7%) of the animals tested positive for the 
induction of antibodies against PF‐05280014, trastuzumab‐
US, and trastuzumab‐EU, respectively. The animals with 
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FIGURE 22.2 Mean (±SD) concentrations of PF‐05280014, trastuzumab‐US, and trastuzumab‐EU for (a) up to 24 h and (b) over time for 
the whole study duration up to 2880 h after a single bolus intravenous injection of 1, 10, and 100 mg/kg in male CD‐1 mice.
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ADA in general had lower exposures than those without 
ADA; however, there was no impact on the overall PK pro-
file evaluation because of the overall low incidence of ADA 
within each dose group.

For all animals (and the subset of ADA negative animals), 
the C

max
 and AUC

0–2880h
 values in mice were similar across all 

three tested mAbs and increased with increasing dose. The CL, 
Vss, and t

½
 values were similar across all three mAbs. The PK 

parameters for all the animals are shown in Table 22.2. The PK 
parameter ratios for all animals and ADA negative animals are 
illustrated in Table 22.3. PF‐05280014, trastuzumab‐US, and 
trastuzumab‐EU were well tolerated during the 4‐month obser-
vation period following a single dose of up to 100 mg/kg.

The results of these studies support the continued 
development of PF‐05280014 as a proposed biosimilar for 

trastuzumab. For cases where there are no relevant nonclin-
ical models, the type of study and the extent of the studies 
(i.e., single‐dose PK/tolerability vs repeat‐dose toxicity) are 
dependent on the discussions and feedback of the involved 
regulatory authorities.

22.5 CLINICAL PK AND PD ASSESSMENTS IN 
THE DEVELOPMENT OF BIOSIMILARS

22.5.1 Biosimilars Clinical Development

Clinical development of a proposed biosimilar product needs 
to address the residual uncertainty in biosimilarity determi-
nation remaining after extensive analytical, functional, and 

TABLE 22.2 PF‐05280014, Trastuzumab‐US, and Trastuzumab‐EU—Nonclinical PK Parameters (All Mice)

PK Parameters Dose Level (mg/kg) PF‐05280014 Trastuzumab‐EU Trastuzumab‐US

C
max

 ± SD (µg/mL) 1 22.8 ± 1.90 18.6 ± 8.55 26.3 ± 5.83
10 318 ± 49.4a 281 ± 49.9 269 ± 52.7

100 2,520 ± 219 2,700 ± 450 2,620 ± 332
AUC

0–2880h
b ± SEM  

(µg h/mL)
1 4,200 ± 287 4,590 ± 337 4,050 ± 334

10 51,400 ± 1560a 51,500 ± 1370 49,800 ± 1430
100 285,000 ± 11,000 298,000 ± 10,300 289,000 ± 12,500

CL (mL/h/kg) 1 0.237 0.215 0.245
10 0.193a 0.193 0.200

100 0.350 0.335 0.346
V

ss
 (mL/kg) 1 104 113 129

10 84.9a 85.4 86.7
100 120 116 130

t
1/2

 (h) 1 380 536 416
10 440a 392 352

100 309 280 320

SD, standard deviation and SEM, standard error of the mean.
a Nominal dose (actual dose 11.4 mg/kg).
b The percent extrapolation from the AUC

0–2880h
 to AUC

0–∞
 ranged from 0.081% to 1.28%.

TABLE 22.3 Nonclinical Comparison of Pharmacokinetic Exposure Parameters between Test 
and Reference Products

Test Reference Dose (mg/kg)

Ratio % (All Mice)
Ratio % (ADA 
Negative Mice)

C
max

AUC
0–2880h

C
max

AUC
0–2880h

PF‐05280014 Trastuzumab‐EU 1 123 91.5 123 98.0
10a 113 100 113 101

100 93.0 96.0 93.0 96.0
PF‐05280014 Trastuzumab‐US 1 87.0 104 87.0 108

10a 118 103 118 104
100 96.0 99.0 96.0 99.0

Trastuzumab‐US Trastuzumab‐EU 1 141 88.0 141 91.0
10 96.0 97.0 96.0 97.0

100 97.0 97.0 97.0 97.0

a PF‐05280014 nominal dose (actual dose 11.4 mg/kg).
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animal studies. The clinical program is typically composed 
of comparative PK or PD studies in healthy subjects or a 
patient population and one or more effectiveness and 
safety study in target patient population(s). Collectively, 
these clinical studies should provide data demonstrating 
that there are no clinically meaningful differences in PK, 
PD, effectiveness, safety, and immunogenicity between 
the proposed biosimilar product and a reference product 
[3, 12, 13, 16, 17].

The biosimilar clinical development normally starts 
with a clinical pharmacology study comparing the PK of 
the proposed biosimilar product to a reference product. 
The primary objective of this study is to demonstrate PK 
similarity between the proposed biosimilar product and 
the reference product using key PK exposure parameters 
and predefined acceptance criteria. Secondary objectives 
of the study include assessments of safety and immunoge-
nicity of the proposed biosimilar product. When clinically 
relevant PD markers related to the mechanism of action or 
therapeutic outcome are available and appropriate for 
measurement in the chosen study population, a compara-
tive PD assessment can also be integrated into the study 
[12, 13, 17].

Establishing PK and PD similarity in the early clinical 
pharmacology study can form the basis to design subsequent 
clinical studies in a selected and targeted manner. In certain 
circumstances, demonstration of PK and PD similarity may 
be accepted as sufficient clinical evidence to support biosimi-
larity determination [12, 13]. For example, clinical evidence 
to support the authorization of Zarzio®, a biosimilar filgrastim, 
by EMA in 2009 was based on four comparative PK/PD studies 
in a total of 146 healthy subjects, which demonstrated PK 
similarity as well as similar increases in blood neutrophil 
counts between the proposed biosimilar product and the orig-
inator product, Neupogen® [41]. In many cases, established 
PD markers with clinical relevance are not available as surro-
gates for effectiveness comparison; further comparative 
assessments of effectiveness and safety in at least one patient 
population become necessary.

22.5.2 Bioanalytical Assays for Biosimilars PK 
and PD Investigations

Drug concentration assays to be used in biosimilars PK 
studies should be designed in a way to allow sensitive detec-
tion of potential differences in PK between the proposed 
biosimilar and the originator products. Ligand‐binding 
assays based on the interaction of drug molecules with the 
drug target or an antibody are most commonly used. The 
drug concentration assays should be validated according to 
relevant regulatory guidance documents and industry best 
practices [42–45].

A unique challenge in developing a drug concentration 
assay for biosimilar PK studies is that the assay must 

 demonstrate comparable performance characteristics in 
analyzing both the proposed biosimilar and the originator 
drug molecules [46–48]. It is generally accepted that, when-
ever possible, a single assay with the use of a common cali-
bration standard should be developed for quantifying both 
the proposed biosimilar and the originator drug concentra-
tions. In the absence of an international public reference 
standard, the drug concentration assay may use the origi-
nator product or the proposed biosimilar product as the 
common calibration standard. The bioanalytical equivalence 
of the assay for the proposed biosimilar and the originator 
molecules may be established in multiple steps. In the assay 
development stage, standard curves prepared using both the 
proposed biosimilar and the originator products can be 
compared over the full calibration range. In the assay vali-
dation stage, the accuracy, precision, and selectivity (matrix 
interference) of the assay may be evaluated for full sets of 
quality control samples prepared from both the proposed 
biosimilar and originator products, using the common cali-
bration standard. A systematic difference of the assay in 
quantifying the proposed biosimilar and the originator 
products should be of concern, as the bioanalytical 
difference could affect the capability to compare intrinsic 
PK properties between the products in a PK study.

While the assay platform may vary depending on the 
specific PD marker of interest, development of a PD marker 
assay should follow similar general considerations for 
drug concentration assays, in that the PD marker assay 
needs to be accurate, precise, specific, and reproducible. 
Assay‐related variability should be within an acceptance 
limit to sensitively discern the difference in PD marker 
responses by the proposed biosimilar and the originator 
products.

22.5.3 Design Considerations for Phase I PK and PD 
Similarity Studies

The PK and PD similarity studies should be designed 
based on prior knowledge of the PK and PD properties, as 
well as safety and immunogenicity profiles of the origi-
nator product, with the ultimate goal to sensitively and 
efficiently detect any difference in PK and PD between 
the products.

For therapeutic proteins with a relatively long disposition 
half‐life, a parallel group design is usually needed. A cross-
over design may be considered for products with a relatively 
short half‐life and minimal concern for increased immune 
response following repeated‐dose administration. An adequate 
wash‐out of the drug molecules is needed for the crossover 
design.

The study population should be selected after considering 
prior clinical experience and safety information, sensitivity 
to detect the difference, and intersubject variability in candi-
date populations. When safety allows, healthy subjects are 
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generally the preferred population since this population is 
associated with less complicating factors affecting PK (e.g., 
disease status and concomitant medications) and thus less 
variability in comparison to patient populations. Also, a 
healthy subject study can be conducted as a single‐dose 
study, whereas a study in patients typically involves repeated 
therapy and thus is longer in duration. It should also be noted 
that healthy subjects may differ from a patient population in 
immunogenicity response after treatment due to potential 
differences in host immune status and the common use of 
immune‐modulating concomitant medications in patients. 
When it is anticipated that the formation of ADA can alter 
PK, it may be desirable to conduct the PK similarity study in 
a less immunogenic population to minimize the interference 
of ADA on PK assessment. Within the study population, 
subjects with prior exposure to the same or similar biologic 
product need to be excluded from the study, since a prior 
exposure could alter the immune response to a repeated 
exposure and cause complications in PK and safety 
assessments.

The dose and route of administration used for the PK 
and PD similarity studies should be selected to allow the 
most sensitive detection of potential PK and PD differ-
ences. For PK studies, a low dose level may be more 
sensitive than a high dose for detecting difference in the 
target‐mediated disposition that is involved in the distri-
bution and elimination mechanisms of some products. For 
products that can be administered both IV and subcutane-
ously, PK studies using the subcutaneous route would 
allow comparing both absorption and elimination charac-
teristics. The dose for the PD studies, on the other hand, 
should be at the steep part of the dose–response curve to 
ensure sensitive detection of potential difference in the PD 
response.

For a single‐dose PK similarity study, key parameters 
for the PK similarity assessment should include the C

max
, 

AUC from zero to the last time point with measurable 
concentration (AUC

0–t
), and AUC

0–∞
. If the PK similarity is 

to be assessed using steady‐state PK after repeated dosing, 
the key parameters should include C

max
, AUC within one 

dose interval (AUC
tau

), and the steady‐state trough 
concentration (C

trough
). PK similarity of the proposed bio-

similar to the reference product is established through bio-
equivalence testing of the key PK parameters, using 
predefined acceptance criteria. The commonly accepted 
criteria are that the 90% confidence intervals of the test‐to‐
reference ratio for the key exposure parameters need to be 
within 80–125%. When the acceptance criteria of PK sim-
ilarity are not met, investigations will be needed to deter-
mine whether the observed difference is due to study 
design limitations or due to difference in intrinsic PK 
properties. Further assessment will be needed to address 
the residual uncertainty in PK and to determine the clinical 
meaningfulness of the observed difference.

22.5.4 PK Similarity Study of PF‐05280014, 
a Proposed Biosimilar to Trastuzumab: An Example

PF‐05280014 is a potential biosimilar of trastuzumab that is 
currently under development. As the first clinical study of 
PF‐05280014, a randomized, three‐arm PK study was con-
ducted in healthy subjects to compare the PK of PF‐05280014 
and the originator trastuzumab‐EU and trastuzumab‐US [49]. 
The comparison between trastuzumab‐EU and trastuzumab‐
US was to provide the PK bridging data so that a single 
reference product could be used in further Phase III studies 
to support the registration in both the EU and U.S. regions. 
The study enrolled a total of 105 subjects who were 
randomized to receive a single 6‐mg/kg dose of PF‐05280014, 
trastuzumab‐EU, or trastuzumab‐US via IV infusion. The 
PK, safety, and immunogenicity were assessed over a 10‐week 
period after dose administration.

PK results showed that the individual subject serum con-
centration–time profiles of the three products were similar 
(Fig.  22.3) and that the median and mean profiles were 
superimposable. For the PK parameters, the 90% confidence 
intervals of the test‐to‐reference ratios of C

max
, AUC

0–t
, and 

AUC
0–∞

 were within the acceptance criteria of 80–125% for 
all three pair‐wise comparisons of PF‐05280014 to either 
trastuzumab‐EU or trastuzumab‐US and trastuzumab‐EU 
to trastuzumab‐US (Tables 22.4 and 22.5). The safety and 
immunogenicity profiles observed for the three products 
in this study were consistent with previous reports for 
trastuzumab.

22.5.5 Extrapolation of Clinical Data

The ability to extrapolate data from one clinical study to 
others for different therapeutics areas is a key issue in the 
development of a biosimilar product.

A biosimilar may apply for one or more therapeutic 
indications that have been previously granted to the inno-
vator for the reference product. In some situations, a 
 biosimilar may apply for therapeutic indications granted to 
the reference product without biosimilar clinical studies 
specifically designed for those therapeutic indications. In 
these cases, an extrapolation from the available biosimilar 
data to the additional therapeutic indication may be made 
based on comparative PK/PD data to bridge two or more 
indications. It may also be possible to extrapolate clinical 
data to other indications where it can be fully justified 
based on mechanism(s) of action; pathophysiological 
mechanism(s) of the disease(s) or conditions involved; 
safety profile in the respective conditions and/or popula-
tions; and clinical experience with the reference product. 
mAbs, for examples, are large, complex, and multifunc-
tional, sometimes would render demonstration of biosimi-
larity without clinical testing beyond technical capabilities. 
There are substantial reasons (e.g., different immune status, 
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different concomitant medications, and different sites of 
action in different disease populations) to believe that 
clinical studies conducted in some patient populations are 
not sensitive to certain potential differences between an 
innovator product and a biosimilar product, and that these 
differences might manifest as clinically significant in other 
indications. Potential safety issues in different subpopu-
lations would therefore need to be adequately addressed. 

A detailed scientific rationale addressing the benefits and 
risks of such a proposal to extrapolate across therapeutic 
areas would need to be provided to and agreed upon by the 
appropriate regulatory authorities.
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FIGURE  22.3 Median (with embedded individual profiles) and mean ± SD serum concentration–time profiles of PF‐05280014,  
trastuzumab‐EU, and trastuzumab‐US following a single dose of 6 mg/kg in healthy subjects.

TABLE 22.4 Clinical PK Parameters (Geometric Mean)

Reference

PK Parametera

C
max

 (µg/mL)
AUC

0–t
  

(µg·h/mL)
AUC

0–∞
  

(µg·h/mL)

PF‐05280014 157 35,210 36,650
Trastuzumab‐EU 171 38,000 39,770
Trastuzumab‐US 161 35,230 36,710

a Geometric mean.

TABLE 22.5 Clinical Comparison of Pharmacokinetic 
Exposure Parameters between Test and Reference Products

PK Parameter Test:Reference Ratio (%) 90% CI (%)

C
max

 (µg/mL) PF:EU 91.49 85.32, 98.09
PF:US 97.41 90.71, 104.62
EU:US 106.48 99.20, 114.30

AUC
0–2880h

 
(µg·h/mL)

PF:EU 92.66 86.44, 99.34
PF:US 99.94 93.08, 107.31
EU:US 107.85 100.50, 115.75

AUC
0–∞

  
(µg·h/mL)

PF:EU 92.15 86.03, 98.69
PF:US 99.83 93.06, 107.09
EU:US 108.34 101.05, 116.16

EU, Trastuzumab‐EU; PF, PF‐05280014; and US, Trastuzumab‐US.
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22.6 CONCLUDING REMARKS

In developing a biosimilar, it is critical to understand the 
regulatory requirements in the regions of interest, the char-
acteristics of the innovator reference product, and to design 
optimized studies starting with analytical/biological studies, 
then subsequently design nonclinical and clinical studies to 
address any remaining uncertainty and to further charac-
terize the biosimilar as needed.

Comparative PK and/or PD assessments are important 
components of this biosimilarity determination. To compare 
the PK and/or PD properties between a proposed biosimilar 
product and the originator’s product, the study(s) should be 
designed in a way that any difference in the properties could 
be sensitively detected. As part of the stepwise approach of 
biosimilarity determination, demonstration of PK and PD 
similarity could reduce the residual uncertainty, thus allow-
ing a selective and targeted approach in study design.
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23.1 INTRODUCTION

From a biopharmaceutic and pharmacodynamic point of 
view, vaccines are quite unique; no other type of therapeutics 
is expected to confer a life‐time protection with only one or 
few minimal doses. This high expectation on vaccines con
trasts with the very limited knowledge about their mecha
nisms of action or about their absorption, distribution, 
metabolism, and excretion (ADME) processes in the human 
body. Vaccines are also unique regarding their ADME; con
trary to most drugs, antigens (Ag) from vaccines are expected 
to be absorbed and distributed in the lymphatic system, where 
the immune response is started. Interestingly, vaccine metab
olism and excretion are consistently ignored in the literature. 
In fact, experimental pharmacokinetic (PK) studies are not 
required from regulatory agencies for vaccine approval.

In general, ADME processes are routinely studied to 
characterize the PK of a therapeutic agent and to investigate 
the changes in formulation, administration, or dosage sched
ules (biopharmaceutic optimization), which could lead to 
some desired effects, such as stronger, faster, localized, or 
prolonged response or minimized toxicity or drug interac
tions. This is possible if we know where and how fast a drug 
should be available to produce a desired effect. The more we 
know about mechanism(s) of action of a given drug, the 
more useful is this approach. In the case of vaccines, bio
pharmaceutic optimization is hindered by the fact that nei
ther their mechanisms of action nor their ADME are well 
known. The knowledge about vaccine ADME is very limited 
because quantifying Ag concentration in the lymphatic 

system at different time points encounters many technical 
difficulties; to date, there are no studies that quantitatively 
describe the absorption or distribution of vaccine.

Nevertheless, knowledge on vaccine ADME, and its impact 
on immunization efficiency, could also lead to a more rational 
vaccine design, regarding formulation, administration route, and 
dosage schedules. Mathematical models may also be used to 
optimize vaccination. These tools can predict particular outputs, 
such as vaccination efficacy in an individual, using a series 
of input variables, like dosage schedules. Although, the utility 
of  these tools is limited by the incomplete knowledge of 
immunization mechanisms, these models have been useful, in 
certain situations, to predict certain responses after immunization. 
Most importantly, as the knowledge of immunization mecha
nism and kinetics improves, mathematical models are expected 
to become more useful and accurate.

In order to present the current knowledge on vaccine 
ADME and vaccine modeling, it is convenient to briefly 
summarize how vaccines are developed, what type of vac
cines are available, and how much it is known about their 
mechanisms of action.

23.1.1 Vaccine Development

During preclinical phases in vaccine development, animal 
models are studied to evaluate certain vaccine features, such 
as seroconversion rates, geometric mean antibody titers, or 
cellular immunity. In some cases, if a vaccine consists of more 
than one Ag, the response to each Ag must be evaluated in 
areas such as the characterization of antibody class, avidity, 
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affinity, half‐life, memory, and potential induction of cellular 
immunity. However, preclinical data should be interpreted 
with caution because immune response and vaccine ADME 
vary across species [1]. Yet, studies in animals can provide 
valuable though not definite information to support subsequent 
clinical studies, regarding the Ag selection, dose, schedule, 
and routes of administration or formulation. Dose projection 
from mice and rabbits to human may be misleading as a pre
dictor of immune response in clinical trials, suggesting in 
some cases the use of primates as a more informative model.

23.1.1.1 Clinical Programs Phase I studies include a 
naive population with few healthy subjects aiming to eval
uate the vaccine safety [2]. In this phase, besides safety and 
tolerability assessment, evaluation of PK and pharmacody
namics represent an essential component in the development 
of nonvaccine therapeutic biologic products. However, 
because vaccine Ag is administered in discrete, widely 
spaced, and relatively small amounts, the vaccine ADME is 
rarely described, while local or general toxicity and types of 
immune responses are usually characterized in detail.

Dose optimization may also be evaluated in dose–response 
studies, from the minimal dose that elicits response or anti
body titers until increment in dose no longer induces an 
increment in titers, that is, reaching a plateau of the immune 
response. These trials are conducted in blinded design with a 
control group and last for 6 months after the last injection, 
although the duration can also be considered for several years.

Phase II clinical studies involve larger numbers of subjects 
and are intended to provide preliminary information about a 
vaccine’s ability to produce its desired effect (usually immu
nogenicity) in the target population and its general safety.

Phase III clinical studies are pivotal by nature on which 
the decision on whether to grant the license is based. 
Sufficient data must be obtained to demonstrate that a 
vaccine is both safe and effective, while the proof of efficacy 
may take years—because a control group exposure to the 
infectious pathogen is not allowed for ethical reasons, effi
cacy can be evaluated only as a protective effect between 
groups of vaccinated and unvaccinated individuals observed 
in long period of time.

23.1.2 Types of Vaccines

Different vaccine types have different chemical properties 
and therefore different ADME properties, formulation chal
lenges, and immunogenicity. Vaccines are classified 
according to the Ag used for their preparation in:

1. Live‐Attenuated Vaccine (LAV):
This type of vaccine contains the live pathogen respon
sible for the disease, but attenuated in the laboratory. 
It cannot cause disease, but can elicit strong cellular 
and humoral response after one or two doses.

Examples of vaccines included in this group are tuber
culosis (bacille Calmette–Guérin (BCG)), oral polio 
vaccine (OPV), measles, rotavirus, and yellow fever.

2. Killed Antigen:
Vaccines are prepared with pathogens that are inacti
vated by using some chemical treatment, heat, or radi
ation. These vaccines are more stable and safer than 
LAV. The main disadvantage of this class of vaccines 
is the need for several doses or booster shots to main
tain the immunity.

Examples of vaccines included in this group are whole‐
cell pertussis (wP) and inactivated polio virus (IPV).

3. Subunit (Purified Antigen):
Vaccines are prepared with specific parts or subunits 
of the pathogens that are able to stimulate the immune 
system. Due to their low immunogenicity, these vac
cines are normally conjugated with adjuvants.

Examples of vaccines included in this group are 
acellular pertussis (aP), haemophilus influenzae type 
B (Hib), pneumococcal (PCV‐7, PCV‐10, PCV‐13), 
and hepatitis B (HepB).

4. Toxoid (Inactivated Toxins):
These vaccines include bacterial toxins relevant for 
the infectious process or its symptoms. Toxins are 
inactivated by chemical treatment using products such 
as formaldehyde. Such detoxified toxins are known as 
toxoids. They are safe and can produce antibodies that 
block the toxin.

Some examples of vaccines included in this 
group are tetanus toxoid (TT) and diphtheria toxoid.

5. DNA Vaccines:
These types of vaccines are DNA sequences (normally 
plasmids) designed to replicate inside the cells of vac
cinated individual, where the Ag of interest is 
expressed and further presented to the recipient’s 
immune system. Many of DNA vaccines have been 
tested in clinical trials, including HIV, influenza, HPV 
(human papillomavirus), cancer (metastatic breast, B‐
cell lymphoma, prostate, colorectal, and melanoma), 
hepatitis B, hepatitis C, and malaria I/II 7 [3].

6. Dendritic Cell (DC) Vaccines:
Isolated DC loaded with Ag ex vivo and administered as a 
cellular vaccine have been found to induce protective and 
therapeutic immunity [4]. This strategy has been explored 
specially for cancer vaccination [5] and HIV [6].

23.1.3 Basic Immunological Mechanism 
of Vaccine Development

The main goal of vaccination is to provide protection against 
diseases caused by a microorganism through the activation 
of the immune mechanisms, specially the formation of 
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immune memory. Figure 23.1 briefly depicts the responses 
triggered after vaccination, which are dependent on the type 
of vaccine pathogen. The immune response could be humoral 
(mediated by B‐cells producing antibodies) or cellular (T‐
cells) immunity. For certain infections, protective immunity 
by antibodies is sufficient; however, for others such as HIV, 
Mycobacterium tuberculosis, and malaria, both humoral and 
cellular seem to be relevant to induce a long‐term protective 
response.

Innate immune response, which includes phagocytic cells, 
antimicrobial peptides, and complement, is the primary 
barrier involved in the defense against infection. This 
response also plays an important role in regulating the 
adaptive response. Innate immune recognition of infectious 
pathogens is mediated by germline‐encoded receptors that 
recognize a limited number of conserved microbial structures 

or pathogen‐associated molecular patterns (PAMPs). These 
PAMPs interact with pattern‐recognition receptors, called 
toll‐like receptors that are expressed on various cells of the 
innate immune response, including the major antigen‐ 
presenting cells (APCs). Immunogenic stimuli such as lipo
polysaccharides, mycobacterial Ag, or specific DNA sequences 
bind to toll‐like receptors and stimulate the secretion of cyto
kines and chemokines that increase the activity of APCs, 
which are responsible for T‐cell activation; this represents 
the  starting point of the adaptive immune response. In this 
way, both immunity responses, innate and adaptive, can be 
activated by vaccines.

23.1.3.1 Antigen Presentation Adaptive cellular immu
nity: The primary immune response is initiated by the pre
sentation of Ag to naïve CD4+ T‐cells that are associated 
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with the major histocompatibility complex (MHC) class II 
expressed on specific APCs (mainly, DC, macrophages, and 
B‐cells). DC are found in lymphoid tissues and are strategi
cally located in potential pathogen entry site, such as mucosal 
tissue and skin.

Following activation, naive CD4+ T‐cells can be split 
into T helper 1 (Th1) and T helper 2 (Th2) types of cells. 
Th1 cells produce IL‐2 and IFN‐γ and trigger a direct 
cytolytic mechanism by CD8+ T‐cells known as cytotoxic 
T lymphocytes (CTLs). Activated CTL induces a cascade 
of signals that lead to apoptosis of target cells, controlling 
viral and nonviral intracellular pathogens (fungi, pro
tozoa, and certain bacteria) by lysis of infected target 
cells and/or by cytokine‐induced inhibition of pathogen 
replication. Th2 cells produce IL‐4, IL‐5, IL‐10, and 
IL‐13 and activate the B‐cells to produce Ag‐specific 
antibodies that can bind to the Ag and promote its elimi
nation by forming complexes with the immune 
complement. In both cases, Ag‐specific CTL and B‐cells 
can remain in the body after the vaccine is eliminated, 
creating a pool of memory cells that can respond faster 
after a new encounter with the Ag, and subsequent Ag 
administrations increase the pool of memory cells and can 
promote the formation of new ones.

23.2 BIOPHARMACEUTIC CONSIDERATIONS 
ON VACCINE ADME PROCESSES

Despite the great success of vaccination in virtually eradi
cating several infectious diseases, little is known about the 
impact of biopharmaceutics on the safety and efficacy of 
immunization agents. As a result, choosing of vaccine for
mulation, route, and dosing during development has been 
driven mostly by trial and error. When a vaccine system fails 
to induce a protective response, it is unknown whether the 
Ag is incapable of triggering the formation of memory cells, 
or whether the Ag does not reach the right tissues, in the 
right amount and timing, in order to be properly presented 
by APCs to the T‐cells.

Regardless of the entrance route of a pathogen, effective 
Ag presentation able to elicit the production of memory cells 
occurs in the lymph node (LN) [7], where the high density of 
lymphocytes allows a proper immune response. Under infec
tion, APCs, especially DC, migrate from the site of pathogen 
encounter to the LN, where Ag presentation to T‐cells occurs 
and triggers the immune response. Therefore, two main bio
pharmaceutic aspects must be considered for effective 
vaccination:

1. The exposure of Ag to DC in pathogen‐relevant 
 tissues, which is one of the most decisive factors in 
vaccination success. Ag exposure to DC in vivo is nor
mally not measured after immunization, the closest 

indicator of this process that has been assessed for 
 several immunization procedures is the presence of Ag 
in the LN and lymph‐related organs as spleen and 
thymus. Although the presence of Ag in the LN does 
not necessarily indicate an appropriate Ag presenta
tion by the APCs, the presence of Ag in these sites has 
been linked to effective immunization [7].

2. The exposure time of Ag presentation is also crucial for 
immunization. Nonantigenic substances could elicit an 
immune response over repeated exposures as occurs in 
some allergies [8]; while chronic exposure of antigenic 
substances is also required to reach tolerance, which 
explains why in normal subjects there is no 
inflammatory or cytotoxic response against gut micro
biota. Some Ag require a single administration to pro
duce a protective immune response, while others may 
require several doses; some Ag elicit a stronger immune 
response by a fast exposure and clearance [9], while 
others require a persistent exposure that can last several 
days, even weeks [10]. What must be considered in 
vaccine design is that the immune response does not 
depend on the Ag exclusively and that the formulation, 
route of administration, and dosing also play a crucial 
role in immunization success. For a better application 
of biopharmaceutic concepts in vaccine development, 
deeper knowledge on immunogenicity dynamics is 
required, especially on the complex immune mecha
nisms to elicit effective responses, or generate toler
ance against heterologous substances.

Immunization through vaccination can be severely 
affected by aspects such as the formulation, type of vaccine, 
and the route of administration. However, most vaccines are 
administered through subcutaneous (SC) or intramuscular 
(IM) injection. Failure of promising immunizing agents 
using these routes has created a new field of research in 
which it has been shown that a formulation can trigger a 
greater immune response only by changing the site of 
vaccine administration [11]. The purpose of next section is 
to summarize the current knowledge on the impact of 
administration routes, dosing schedules, and formulation on 
vaccine ADME processes, focusing only on the vaccine 
properties that can be altered without modifying the Ag.

23.3 VACCINES AND ADME PROCESSES

Most drug formulations attempt to increase the bioavail
ability of an administered therapeutic compound, expecting 
that higher and more persistent drug levels in blood are 
 proportional to the desired therapeutic effect (as long as tox
icity is acceptable or not present), even if the drug site of 
action is located in a peripheral tissue, concentrations in 
blood are assumed to be proportional to drug concentrations 
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in these tissues and, therefore, proportional to the therapeutic 
effect. As a result, most of literature in drug absorption is 
concerned about transport of drugs from the administration 
site to blood flow.

In the case of vaccines, concentration of Ag in blood is 
normally not correlated with the vaccine immunoprotective 
efficacy. In fact, the entrance of Ag in blood is usually coun
terproductive because it increases Ag metabolism and 
hinders Ag distribution into the lymphatic system, where 
the immune response is triggered. Ag absorption from the 
administration site into lymphatic system is much more rel
evant in vaccine biopharmaceutics than Ag kinetics in 
blood. Kinetics of Ag levels in lymphoid organs or lym
phatic system is not easy to evaluate because (i) the distri
bution in the lymphatic system is not uniform as in blood 
and (ii) quantification of Ag in these tissues cannot be per
formed in vivo, but only after animals are killed. These 
restrictions prevent the study of Ag absorption kinetics into 
the lymphatic system and explain the lack of published 
works in this field. Despite these limitations, some aspects 
of Ag absorption can be inferred from the available studies 
on Ag biodistribution after vaccination. That is why 
absorption and distribution must be considered simulta
neously in this section.

Once a pathogen enters the body, DC are responsible 
for pathogen recognition, processing, and Ag transporta
tion to LN. After vaccination, Ag can be present at the 
LN  by two paths: vaccine delivery into the lymphatic 
circulation due to an efficient biopharmaceutics and trans
portation from tissue by DC. According to the studies pub
lished in this field, formulation and administration route 
contribute more to the presence of Ag in LN after vaccina
tion than Ag transport by DC. However, the presence of 
Ag in nodes due to migration of Ag‐activated DC could be 
more relevant for protective immunization because it 
mimics more the natural response to a pathogen. It may be 
also possible that vaccine formulation or administration 
route promotes the DC uptake in a pathogen‐related tissue, 
but this effect is more difficult to prove. The limited num
bers of studies that explore Ag distribution after vaccina
tion are more focused on distribution into LN than into Ag 
DC uptake from pathogen‐related tissues.

Table 23.1 [12–33] summarizes the available qualitative 
data for Ag biodistribution. The most listed formulations are 
able to deliver Ag to the LN; however, none of them reports 
to Ag delivery exclusively to nodes or a targeted tissue. 
Independent of Ag type, a wide biodistribution is described 
for most vaccines, especially for intravenous (IV) formula
tions. Because data come from different animal models and 
doses, a quantitative comparison of the impact of route of 
administration or formulation on Ag absorption and distribu
tion is not possible between these studies, especially, consid
ering that biodistribution of the same Ag may vary across 
species [1]. Another limitation is that not all the reviewed 

studies measured the presence of Ag in the same tissues; 
therefore, this limits the evaluation of what factors promote 
distribution into particular tissues. Fortunately, several 
studies compare absorption and biodistribution into lymph 
organs between formulations and administration routes. In 
the following section, we discuss the current knowledge of 
the impact of formulation and route of administration on Ag 
absorption and distribution. Explanations for the lack of 
studies on vaccine metabolism and excretion are also 
commented.

23.3.1 Effect of Vaccine Formulation on ADME

First vaccine formulations consisted of solutions or suspen
sions of the immunizing agent. The main objective of these 
formulations was to achieve vaccine stability, safety, and 
suitability for administration. These types of formulations 
normally do not impact the Ag exposure in LN or DC uptake, 
but seemed to suffice in the initial attempts of vaccine 
development. As unsuccessful vaccination cases started to 
appear, more attention was directed to formulation design, 
aiming to improve immunogenicity. Initially, vaccine design 
was focused on finding immunogenic adjuvants that, by acti
vating the immune system, can indirectly trigger a stronger 
immunogenic response against the vaccination Ag by 
enhancing the density of APCs and excitability of T‐cells. 
Some of these adjuvants have also shown to improve DC 
uptake of the vaccine Ag and Ag absorption and biodistribu
tion into the lymphatic system. Other vaccine systems aim to 
protect the Ag‐ and target‐specific cells or tissues, prolong
ing Ag exposure in relevant tissues and increasing the Ag 
uptake by DC.

23.3.1.1 Effect of Adjuvants in Vaccine Absorption and 
Distribution Several hundred natural and synthetic com
pounds have been identified as adjuvants, yet aluminum‐
based compounds are the most used adjuvants for approved 
human vaccines [34]. Originally, it was believed that these 
aluminum compounds boost the immune systems by pro
ducing a depot effect, prolonging Ag exposure [35, 36]. 
Recently, it has been stated that Ag adsorbed in aluminum 
particles are recognized and processed by phagocytes, 
promoting lymphocyte recruitment, upregulation of Ag‐
presenting related molecules in APCs, and production of 
proinflammatory cytokines [37–39].

Apart from boosting the immune response, the role of 
adjuvants in facilitating a prolonged Ag exposure in relevant 
tissues has proven to be crucial for effective immunization.

Several adjuvants have shown to improve retention time 
in LN, promoting DC uptake, and generation of Ag‐specific 
Ab titers [7, 40], even in weak immunogenic vaccines as 
DNA vaccines [27, 41]. Lipid‐based adjuvants in particular 
have shown to increase the Ag exposition in LN and other 
lymph organs [21, 42].
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23.3.1.2 Effect of Carriers in Vaccine Absorption and 
Distribution New vaccine formulation systems have also 
shown to increase the Ag DC uptake, by improving biodistri
bution or targeting specific tissues or components of the 
immune system such as DC, M cells, or the complement. 
Polymeric and lipidic nanoparticles (NPs) have been exten
sively studied in the last two decades as carrier systems for 
drug delivery in order to (i) achieve local targeting, (ii) 
enhanced permeability, (iii) achieve controlled released, (iv) 
improve the stability of pharmacological substances in 
biological fluids, and (v) explore the use of alternative routes 
of administration. Unfortunately, this intensive research in 
NPs systems has not yet been translated into effective sys
tems for human vaccination, although some findings in this 
field are promising and the lessons from available NPs 
studies in vaccination are valuable.

At preclinical stages, NPs systems have also exhibited 
targeting, enhanced absorption, improved distribution, con
trolled release, and higher stability for vaccines [43–46]. In 
addition, these systems allow simultaneous administration 
of Ag from different pathogens, potentially conferring pro
tection against more than one disease. Besides, it has been 
argued that conjugation of Ag into NPs mimics more realis
tically the Ag presentation by the pathogen, therefore trig
gering a similar response [34].

The effect of NPs systems on Ag absorption and distribu
tion depends on several factors as follows.

Particle Size: In general, vaccine formulation tends to 
induce more DC uptake and biodistribution in LN in a 
size‐dependent manner, achieving better performance 
at smaller vaccine particle sizes. NPs of 50 nm particle 
size have shown to increase Ag uptake and distribution 
into LN or pathogen‐related mucosa/tissue from (i) 
intradermal [16, 47], (ii) SC [19, 48], (iii) IV [49], 
(iv) oral [14, 15], (v) intranasal [50], (vi) intraocular 
[17], and (vii) interstitial [51] vaccine administration. 
In some instances, even a 30‐fold increase in DC 
uptake can be achieved by using NPs compared to the 
soluble Ag alone [52–54]. This increment in the Ag 
uptake or exposure in LN was also correlated with an 
improved immune response measured by the produc
tion of antibody titers or the number of CD8+ T‐cells. 
Besides increasing DC uptake, polylactide‐coglycolide 
(PLGA) NPs also can raise the priming of Ag‐specific 
CD8+ T‐cells inducing a balanced TH1/TH2‐type 
antibody response, compared to bigger particles or 
sustained release from a local depot [55].

Controlled Release: The prolonged exposure achieved 
by slower Ag released from NPs seemed to play a cru
cial role in the higher uptake and increased immuno
genicity of these formulations [56, 57]. The chemical 
and physical properties of these NPs also play an 
important role in vaccination. It has been observed that 

changes in the composition and manufacturing pro
cess of NPs can modify the immune response profile 
[47, 48, 51].

Targeting: Some NP systems can increment Ag exposure 
by targeting and activating components of the 
complement system, in which the vaccine complement 
complex is processed by phagocytes [58]. M cells, 
located in the follicle‐associated epithelium of Peyer’s 
patch as well as in bronchus‐associated lymphoid 
tissue (BALT), which are considered an important 
route of entrance for pathogens, have also been tar
geted with NPs for vaccination [59].

Type of Polymers: There are different types of polymers, 
synthetic polymers such as PLG (polyglycolide), PLA 
(polylactide), and PCL (poly(ε‐caprolactone)), or 
natural polymers such as alginate, gelatin, and chitosan. 
All of them are highly biocompatible and biodegradable 
material for in vivo applications, although chitosan is 
the most valued due to its mucoadhesive properties and 
its ability to induce mucosal and systemic immunization 
[56, 60, 61]. For liposomes, low levels of pegylation 
(1%) at the surface have been correlated with prolong
ing Ag retention in LN and enhance DC uptake [18]. 
However, high levels of pegylation induce a faster 
drainage to the LN, reducing the total time of Ag 
exposure and even increasing the blood circulation, 
which is not desired in vaccination [62, 63].

Zeta Potential: Cationic charge plays a relevant role in 
Ag exposure and distribution, compared to neutral 
vesicles. Cationic vesicles as Ag carriers can exhibit 
more Ag retention in the immune‐related tissues, facil
itating long‐term (14 days) Ag presentation to 
circulating Ag‐specific T‐cells and inducing a clear 
Th1 response [64].

Despite all the mentioned advantages of NPs, these sys
tems do not have a longstanding safety profile in human use 
[34]. Therefore, further research in NPs toxicity is necessary 
to fully address the real use of these systems. Other delivery 
systems such as influenza virosomes (proteoliposomes com
posed of influenza surface glycoproteins and a mixture of 
natural and synthetic phospholipids) or endogenous retro
virus envelope‐coated baculovirus vector also induce a depot 
effect after IM vaccination in mice, leading to a longer Ag 
exposition and reduced clearance [20, 65].

23.3.2 Effect of Route of Administration

Keeping in mind that Ag presentation occurs mainly in the 
LN, vaccine administration should be planned to deliver Ag 
to these organs. However, most of the commercial vaccines 
are injected in the arm, the scapular region deltoid muscle 
[11]. In addition, DC at different LN react differently even to 
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the same pathogen and can trigger different immune 
responses under the same stimulus [66]. Therefore, apart 
from the importance of Ag delivery to LN, targeting the right 
node could make a difference between successful and unsuc
cessful immunization. If it is desired to target a specific node 
to optimize vaccination, its selection must consider the LN 
that the pathogen first encounters in an infection process.

After vaccination, DC near an administration site can 
capture the Ag, migrate to a node, and then present them
selves to T‐cells. Alternatively, vaccines can directly deliver 
the Ag into the nodes, where there is a high density of DC, 
providing the Ag presentation by these DC. Then, the migra
tion of these cells is not required. Ag presentation in a 
particular node would be potentiated if vaccine administration 
occurs near the targeted LN. Consequently, site of 
administration should be located into tissues rich in DC or 
near to the nodes responsible for the first response after path
ogen infection. Interestingly, tissues around traditional 
routes of administration, such as muscles and the SC layers, 
possess a limited population of DC [67].

LN under the armpits play a key role orchestrating 
responses against intracellular infections. The particular 
type of DC and the high density of T lymphocytes in these 
nodes can send strong Th1 signals in response to Ag 
exposure, suggesting that parenteral or topical administration 
in this area may be ideal sites for vaccine administration, 
especially for the protection against intracellular pathogens. 
Unfortunately, this particular route has not been used so far. 
Complementarily, the DC present in the abdominal LN tend 
to promote humoral response after Ag exposure. Therefore, 
routes and sites of vaccine administration that would facili
tate Ag exposure in these nodes would be ideal for protection 
against mucosal infections. In the case of blood infections, 
the spleen is responsible to a great extent for the response 
against such pathogens. Again, despite its potential as a site/
route for vaccine administration for protection against blood 
pathogens as malaria, research in this field is very limited.

In summary, not only the route but also the site of vaccine 
administration is crucial for effective protection against 
infectious diseases. The type of pathogen (intracellular, 
mucosal, blood‐borne, etc.) and the desired type of immune 
response, humoral or cellular, should be considered in 
vaccine development in order to plan which lymph organs 
must be targeted, and accordingly choose the appropriate 
route and site of vaccine administration and the formulation 
that is able to promote sufficient absorption and distribution 
into this lymph organs. In the following section, the current 
knowledge about the impact of site and route of vaccine 
administration on the absorption and biodistribution of Ag is 
summarized and discussed, with special emphasis on distri
bution into LN or DC.

23.3.2.1 Oral Route Ag exposure in abdominal LN is 
especially relevant for inducing humoral response, which is 

crucial for mucosal infections, making oral administration the 
easiest way to reach this area. Ag absorption after oral vaccina
tion occurs in the M cells [68], which are epithelial cells highly 
specialized in (i) the phagocytosis of gut lumen macromole
cules, particulate Ag and pathogenic, or commensal microor
ganisms and (ii) the transport of those substances across 
epithelium to the mucosa‐associated lymphoid tissue (MALT) 
(Peyer’s patches). M cells transfer Ag to DC in Peyer’s patches, 
where the Ag presentation occurs directly [69].

Despite the aggressive environment of the gastrointes
tinal tract that compromises Ag stability, oral vaccination 
induces a strong immune response able to confer protection 
against several pathogens. This type of vaccines have been 
successful in human against poliomyelitis (LAV), cholera 
(toxin B subunit and inactivated and LAV), typhoid (Ty21a 
LAV), and rotavirus (LAV and pentavalent live vaccine).

Nevertheless, degradation of the Ag is still an obstacle for 
immunization following oral administration. In addition, 
poor oral absorption, interaction with other nonspecific host 
factors, and preexisting immunity contribute negatively to 
oral immunization [70]. To overcome those limitations, cur
rently there are two main strategies to improve efficiently the 
immunity response after oral vaccination:

1. Ag‐Replicating Delivery Systems: Vaccines contain
ing viral or bacterial vectors, which have been 
genetically engineered to proliferate in host tissues, 
replicate the Ag after immunization.

2. Use of Carriers: Liposomes, proteasomes, and poly
meric microparticles and NPs can protect Ag in the 
gastro intestinal tract (GIT), while their small size 
allows absorption through the M cells into Peyer’s 
patches.

The main problem for the Ag‐replicating delivery sys
tems is the preexisting immunity to the carrier organism that 
limits its replication in the host, thus reducing the efficacy of 
repeated administrations. Furthermore, these systems are 
generally less immunogenic and normally require the use of 
adjuvants.

In addition to their protective effect, carrier systems are 
popular for their ability to release Ag in a controlled rate, 
increase the time of Ag exposure [56, 57], and to achieve an 
effect by adhesion of the carrier components to the GIT 
mucosa [71, 72]. Components of these carrier systems can 
also exhibit immunogenic properties and serve simultaneously 
as adjuvants and carriers [61, 73]. Absorption and distribution 
to LN can be improved using carriers that are able to target 
receptors of epithelial cells [74], or M cells [75, 76].

23.3.2.2 Intranasal Intranasal vaccine administration is 
optimal for Ag distribution into the nasal‐associated lym
phoid tissue (NALT) [15], which contains high levels of 
DC and T‐cells. NALT is especially relevant for immune 
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response against airborne pathogens and to a lesser extent to 
mucosal infections, due to its predominant polarization to 
humoral response. This route is characterized by a rapid and 
direct systemic absorption. Nasal mucosa is highly vascular
ized and supplied with nerves, glands, and immune cells. 
The epithelium contains microvilli and M cells that increase 
the absorption of bacteria, pathogens, and xenobiotics and 
transport through the pharynx. Intranasal administration has 
shown to produce greater Ag C

max
 (maximum concentration) 

and AUC (area under curve of the pathogen or molecule 
administered as vaccine) compared to IM administration and 
promote a higher exposure of the Ag in the pathogen‐associated 
mucosae and LN [32]. This route has been able to deliver Ag 
to different LN including distal ones, demonstrating 
absorption and distribution into the lymphatic system [24]. 
Delivery of DC vaccines by this route has shown also to dis
tribute into the lung, spleen, and proximal LN where the 
administered DC effectively activate naive T‐cells leading to 
the formation of memory cells [13].

However, enzymatic degradation, poor permeability, and 
reduced exposure time of Ag by this route hinder 
immunization by intranasal vaccination. This has opened a 
new field of research to overcome these obstacles by the use 
of LAVs, adjuvants, mucoadhesives, particulate delivery 
systems, and virus‐like particles [77]. At the moment, there 
is only one intranasal vaccine approved for human use, a 
spray formulation against influenza containing LAV sub
types A and B [78], although new systems are under 
development. For example, chitosan NPs have widely been 
tested for intranasal formulations in animal studies [57, 61, 
73, 79]. This polymer seems to interact with the protein 
kinase C system and opens the tight junctions between epi
thelial cells, enhancing the transport of drugs across mem
branes. Furthermore, chitosan may also protect the drug/
agent from enzymatic metabolism, sustain drug release, and 
prolong its effect. Therefore, this strategy, by delaying Ag 
release during its residence in the nasal cavity (15–20 min), 
may be applicable to humans. Chitosan has been tested with 
three different vaccines, influenza, pertussis, and diphtheria 
in various animal models and in humans. Another degrad
able polymer NP (50 nm) based on polypropylene sulfide 
has also been used for intranasal vaccine delivery showing 
the penetration of nasal mucosae, transit via M cells, and 
uptake by APCs in the NALT [50].

Liposomes have been tested for intranasal vaccination, 
but they show some limitations in terms of sensitivity to host 
enzymes, instability in storage, and high cost of manufac
ture. Those caveats lead to the modified systems such as 
ISCOM (immune‐stimulating complexes), virosomes, pro
teosomes, proteoliposomes, and cochleates. Intranasal eval
uation of virosomal influenza vaccines in a Phase I study 
showed that the use of coadjuvant was necessary to obtain a 
humoral response. Initial clinical study in healthy subjects 
has shown intranasally administered proteosome‐based 

influenza and Shigella vaccines to be effective and well tol
erated [24]. Unfortunately, Ag absorption and distribution to 
LN from these studies has not been published.

Intranasal delivery of vaccines into nostrils is an attrac
tive mode of immunization because the lymph nodules in 
nostrils are very important in the response against patho
gens ingested with food [80], but there are risks of Ag 
transport into the brain through olfactory nerves and could 
induce important side effects. This route has been used by 
Oh and coworkers [24] to immunized mice with 50 µg of a 
DNA vaccine plasmid into the nostrils. The plasmid was 
found in the systemic circulation at 5 min following intra
nasal administration with a T

max
 (time‐to‐reach maximum 

concentration) of 90 min, while at 15 min the highest dis
tribution was observed in the liver followed by the kidney, 
heart, lung, brain, and the spleen. Regarding immune‐
related organs, the highest Ag levels were found in cervical 
LN followed by mesenteric and iliac. The authors 
explained the high brain Ag levels by the administration 
into nostrils [24].

23.3.2.3 Intradermal or Transcutaneous Skin tissues 
are populated with different types of very effective APCs 
that are able to induce proper immune responses against 
pathogens. Langerhans cells are found in epidermis and DC 
in dermis. DC in skin preferably trigger a humoral immune 
response, while Langerhans cells activate the CTLs more 
efficiently [81], therefore, covering a wide range of infec
tions for which immunization can be achieved by these 
routes. DNA vaccination using intradermal administration is 
also associated with a higher number of Ag at the injection 
site compared to IM route, prolonging the Ag exposure time 
[25]. In addition, most LN are accessible from these routes if 
the administration site is close to the targeted nodes. 
However, the stratum corneum, the top layer of the skin, is 
difficult to overcome due to its function as an effective 
barrier for protection against heterologous substances 
including vaccines. To enhance the Ag penetration across 
this barrier, the following strategies have been used [82, 83]:

Patch Formulated in Hydrogels: This patch is able to 
generate a high concentration gradient to force Ag pen
etration. This system facilitates the global distribution 
due to the wide region available for its administration. 
NPs formulated with polymers such as PLGA, PLA, 
and chitosan seem to be promising carriers. Some of 
them can penetrate and distribute through hair follicles 
reaching the mesenteric LN and the spleen, thereby 
enhancing the immune response [14].

Metal Nanoparticles (Au‐NP): Systems with a particle 
size smaller than 10 nm seem to be skin permeable 
allowing for the coadministration of antigen‐Au‐NP. 
Barfoed et al. [84] showed that this route was 
more  efficient for immunization than the combined 
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IM/intradermal injection of a DNA vaccine against 
reproductive and respiratory syndrome virus in pigs. 
This system has also been examined and shown 
promising results in preclinical and clinical studies 
employing a hepatitis B DNA vaccine [85].

Other Nanosystems: Other nanosystems such as modi
fied ISCOM particles or liposomes, especially elastic 
liposomes, can be mixed with stratum corneum lipids 
to enhance Ag deposition in skin. There are several 
studies for hepatitis B and tetanus toxoid using these 
types of formulations [86–88]. Niosomes, transfer
somes, or microemulsions represent the systems under 
development for transcutaneous vaccination. In 
addition, physical techniques, for example, iontopho
resis, microneedles, electroporation, and ultrasound, 
have been investigated with encouraging results [82, 
83]. Electroporation in particular has allowed DNA 
vaccines to reach LN to enhance the cellular immune 
response in mice [28].

23.3.2.4 Intravenous/Intramuscular/Subcutaneous  
Popularity of these administration (i.e., IV, IM, or SC) routes 
contrast with the low density of DC and other APCs in these 
tissues (blood, muscle, and fat). Furthermore, proximity to 
LN or potential to reach the lymphatic system is normally 
not considered in the selection of vaccine site of admini
stration by these routes.

Since late 1970s, it has been shown that the route of 
administration impacts the Ag biodistribution and the type of 
immune response elicited. Gerbrandy and Bienenstock in 
1976 [89] studied the kinetics and the localization of immu
noglobulin E (IgE) tetanus antibody in mice after intratra
cheal (ITR), intraperitoneal (IP), or SC immunization with 
tetanus toxoid and Bordetella pertussis organisms. The 
authors found that ITR and IP immunization produced sim
ilar patterns of response with higher serum PCA (passive 
cutaneous anaphylaxis) titers in the bronchial LN, spleen, 
and the serum. On the other hand, SC immunization led to a 
low primary response and Ag distribution into the lung and 
draining LN with a higher concentration or recruitment of 
IgE precursors.

Currently, SC and IM immunization are the preferred 
routes of administration of licensed vaccines and the same 
vaccine can be administered by either route (SC or IM) 
depending on the country of administration [69]. In some 
cases, IM and SC routes trigger similar results as demon
strated for Zostavax, a commercial herpes zoster LAV for 
adults aged greater than 50 years. Zostavax is administered 
by SC route in United States while in Europe the common 
route is IM. In order to establish the comparison between 
both routes, a clinical trial conducted in Germany and Spain 
was published recently. The study found no significant 
difference in the production of antibodies between the SC 
and IM routes. Regarding safety, the main difference 

observed was fewer injection‐site reactions after IM than 
after SC. This observation was in agreement with another 
trial in children comparing two varicella vaccines, Varivax 
and ProQuad, containing the same Ag. In the case of pneu
mococcal and influenza vaccines in adults, immunogenicity 
and systemic safety were comparable for IM and SC 
administration, although, in general, the immunogenicity 
was stronger with IM than with SC [90]. SC administration 
in DC vaccines has proven to be more effective compared to 
IV administration, and this effect is associated with better 
absorption and distribution of the administered DC into the 
lymphatic system [12].

Following IM administration of 10 µg (1012–1013 cop
ies) of the plasmid pDNAX (pVAX‐Hsp60TM814) vaccine 
against Trichophyton mentagrophytes, naked plasmid can 
persist in muscle tissue for more than 1 year [91]. In the case 
of pSO2C1 DNA vaccine harboring the Bacillus thuringien-
sis cry11Bb gene, it was reported that plasmid DNA per
sisted in the muscle of mice for up to 2 years after IM 
administration of a dose of 5 µg [92]. Needleless delivery 
systems have also shown to increase the humoral response in 
rabbits after IM vaccination presumably due to greater 
plasmid deposition in skin [29].

IV administration of DNA vaccines as naked DNA plas
mids normally leads to a rapid blood and tissue degradation 
of the vectors, while after IM administration their persis
tence in muscle tissues has been shown to vary depending on 
the DNA vaccine dose, vector, and use of adjuvants [93]. For 
example, for Mycobacterium leprae 65‐kDa heat‐shock pro
tein, plasmid DNA was detected in muscle for up to 180 days 
at a dose of 100 µg/mouse, and at a dose of 20 µg/mouse, 
plasmid DNA was undetectable in muscle after 30 days.

Tissue targeting has also been reported for DNA vaccines 
and it depends mainly on the employed vector. For example, 
adenovirus type 5 (Ad5)‐vectored DNA vaccine was found 
to be distributed only to the spleen and the liver by binding 
to coxsackievirus and adenovirus receptors [94]. 
Recombinant vesicular stomatitis virus expressing HIV‐1 
Gag showed greater persistence in LN compared to other 
tissues after IM administrations [95].

23.3.2.5 Other Routes Several other routes, and in parti
cular sites of vaccine administration, have a lot of potential 
to target mucosal and systemic protection. MALT, BALT, 
conjunctiva‐associated lymphoid tissue (CALT), and larynx‐
associated lymphoid tissues are aggregations of lymph cells 
with great capacity to trigger protective immune responses. 
Considering that most harmful pathogens enter the body 
through mucosal surfaces by ingestion, inhalation, or sexual 
contact, the MALT is an ideal candidate site for vaccination. 
However, despite its potential, research in this field is 
very  incipient [96]. Vaccine administered to BALT was 
found to be more effective than parenteral or nasal 
administration [97]. Similar results were found after 
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pulmonary immunization against influenza [98], but the use 
of this route is still in initial stages.

Ophthalmic administration is optimal for reaching CALT 
and confers protection against not only ocular infections but 
also mucosal and systemic pathogens [99, 100]. 
Biodistribution studies after ophthalmic administration of 
mannosylated NPs loaded with a Brucella ovis Ag in mice 
demonstrated persistent distribution in the nasal and ocular 
mucosa as well as gastrointestinal tract, making this an 
effective system of Ag release accompanied by an elevated 
immune response [17]. Other mucosal routes for vaccination 
have been attempted including vaginal, pulmonary, and 
rectal; however, no relevant results have been reported to 
date [101].

23.3.3 Metabolism and Excretion

The metabolism and excretion processes are not well studied 
for vaccines because PK studies are not required for vaccine 
approval, and also because they are assumed to be irrelevant 
regarding vaccine efficacy or interaction with other drugs. 
Considering the low and expected few doses administered in 
vaccination, these assumptions seem reasonable. However, 
as chronic Ag exposure is associated with tolerance 
development, complete Ag elimination should be guaranteed 
in order to avoid chronic exposure leading to a decrease in 
vaccine efficacy. Regarding DNA vaccines, one of the main 
concerns is the plasmid integration of vaccine into host 
DNA. This integration depends mainly on the nature of the 
foreign plasmid and DNA, but it must be considered that a 
very low elimination (which can take years) increases the 
chances of plasmid integration. Therefore, demonstration of 
complete elimination of these vaccines may become relevant 
to assure safety or to avoid interaction of vaccine DNA with 
other pathogens or microorganisms.

23.3.3.1 Effect of Dose Level and Dosing Schedule It is 
well established that under repeated Ag administration, anti
body affinity increases and can reach affinities even 100‐fold 
higher than after first administration [102]. To a lesser extent, 
this effect is also observed in CTL affinity to Ag‐expressing 
cells. That affinity increase after several Ag exposures 
explains the greater immunization success upon repeated 
vaccine doses [103]. Although chronic exposure to Ag may 
lead to tolerance development, greater vaccination efficacy 
caused by increasing the number of doses has been reported 
for hepatitis B [104], rotavirus [105], and pneumonia [106], 
but the increase in effectivity is not always cost‐effective 
[107]. Nevertheless, not only the number of doses but also 
the number of sites of administration seems to affect the vac
cination efficacy [108].

Dosing schedule also impacts vaccination efficacy. Thus, 
Hepburn et al. [109] compared the immune response of two 
regimens with the same number of doses and the same initial 

and final points of immunization for the UK anthrax vaccine: 
normal schedules (0, 3, 6, and 32 weeks) and extended (0, 
10, 13, and 32 weeks) schedules. Results showed that con
centrations of protective antibodies were higher (p < 0.05) 
among recipients of the extended versus regular schedule.

Although protective effect of vaccines is dose dependent, 
the maximum effect‐type behavior has also been reported for 
immunization [108]. The optimum DNA‐dosing regimen 
using particle mediated epidermal delivery (PMED), a DNA 
vaccine against hepatitis B, in humans was determined in 
several clinical trials. A minimum of 1.0 µg and two delivery 
sites were required to induce a detectable response in most 
subjects, while higher responses and a better response rate 
could be achieved by increasing the dose to 4.0 µg DNA 
administered into four delivery sites [110]. A subsequent 
study in preimmune subjects showed that increasing the 
DNA dose up to 8.0 µg (four delivery sites) provided no 
additional benefit, indicating that a 4.0‐µg DNA dose was 
sufficient using PMED in humans [108].

Similar results were reported by Song et al. [111] when 
comparing the long‐term immunogenicity of intradermal 
influenza vaccination at one‐fifth and one‐half of the con
ventional IM Ag dose. They found that the immunogenicity 
was comparable for both formulations at 1 month postvacci
nation [111].

23.3.4 PK Considerations

The influence of biopharmaceutics properties on vaccine PK 
processes such as absorption and distribution has been com
mented in detail in the previous section of this chapter. 
Because experimental PK studies are not currently required 
for vaccines’ regulatory registration process across the world 
[42, 112–114], there are not much data in terms of PK 
parameters associated with the apparent volume of distribu
tion or total clearance. This section illustrates with some 
studies from the literature, the most common PK parameters 
reported during vaccine development, and the factors that 
may affect them.

PK studies have been carried out to characterize the 
kinetics of adjuvants or vehicles coadministered in vaccina
tion or even to characterize the kinetics of excipients, as illus
trated with formaldehyde used in certain vaccines to inactivate 
viruses and to detoxify bacterial toxins [42, 115]. Because Ag 
is administered in a relatively small amount and widely 
spaced, processes such as distribution, accumulation, and 
elimination are very difficult to quantify, even in animal 
models. Nevertheless, for some vaccines, Ag kinetic studies 
have been conducted in preclinical and clinical studies and 
certain PK parameters have been reported. These parameters 
are represented by C

max
, T

max
, AUC, and half‐life, which is in 

general longer than for small molecules. Table 23.2 lists some 
examples reported in the literature showing the PK parame
ters studied during the first phases of vaccine development.
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Chang et al. [116] have reported the PK of UBITh‐LHRH 
a synthetic luteinizing hormone‐releasing hormone peptide‐
based immunotherapeutic vaccine for the treatment of 
androgen‐responsive prostate cancer. Currently, this type of 
cancer is treated with an luteinizing hormone‐releasing hor
mone (LHRH) antagonist, cetrorelix, which is administered 
subcutaneously. Despite the structural similarity between the 
two molecules, there are significant differences in their PK 
characteristics. The half‐life for UBITh was much longer 
than that for cetrorelix, 168.57 versus 35.6 h, as well as the 
parameter associated with absorption, T

max
, 24 h compared to 

2 h, respectively. The strategy used for UBITh, based on the 
association of peptides with a low ability to induce immuno
genicity with an adjuvant, clearly improved the immune 
response through a modification of PK properties.

There are much more PK studies for DNA vaccines than 
for other types of vaccines. The ability to detect either the 
plasmid or its expression might provide an important 
advantage for PK characterization of DNA vaccines. 
However, the PK characterization of naked DNA has a 
serious limitation because DNA is very unstable in blood, 
which would hamper its access to target organ in order to 
induce a proper response. To overcome that limitation, DNA 
in these vaccines is normally incorporated in a vector that 
totally alters its PK.

HPV is an infection preventable by prophylactic vacci
nation with virus‐like particles, similar to the case of 
Gardasil and Cervarix vaccines. However, the vaccination 
efficacy is low (~30%), therefore, significant efforts need to 
be made to improve the immunogenic effect. For example, 
Cho and coworkers [65] have reported the PK of a new HPV 
vaccine formulated on a nonreplicating baculovirus vector 
to deliver HPV16L1‐encoding genes. This vaccine was able 
to trigger a greater cellular immune response compared to 
Gardasil [118]. The impact of the route of administrations, 
IM and IV, was also evaluated by estimating the bioavail
ability of this vaccine together with other PK parameters 
such as C

max
, T

max
, and AUC. The absolute bioavailability 

(F), calculated by the ratio between AUC
IM

 and AUC
IV

, was 
55% for baculovirus formulation, while 0.03% for naked 
DNA, showing the clear benefit of the encapsulation 
strategy for this type of vaccines. In addition, it is also 
known that IM administration exhibits a longer half‐life 
than IV. But even independently of the route, baculovirus 
formulation plays an important role in establishing a depot 
effect, which can also protect the gene from serum nucle
ases. However, this persistence of foreign DNA in muscle 
leads to exploring whether there is an integration of genes 
into chromosomes. In fact, as has been previously com
mented, the FDA guidance require this type of study when 
the copy numbers of DNA vaccine are greater than 30,000/
µg of host DNA 90 days after administration. In the study 
carried out by Cho et al., the dose was inferior than 1100 
copies/µg of DNA 30 days after IM administration.

Another example that shows the relevance of PK studies 
is presented in Table 23.2 for tetanus. It is a Phase I one‐
center, doubleblind, randomized trial in healthy subjects to 
characterize the safety and PK of a new pasteurized, human 
tetanus immunoglobulin (P‐HTIG) vaccine. Although the 
descriptive PK parameters correspond to the antibody titers 
produced after vaccination, some inferences about the Ag 
PK can be extracted. In that study, two groups received two 
different batches of the P‐HTIG alone and two others 
received the P‐HTIG combined with tetanus–diphtheria (Td) 
vaccine. Local reactions and tetanus antibody titers at Day 0 
(D0) or baseline and until Day 42 (D42) postinjection were 
evaluated by noncompartmental and compartmental model 
analysis.

For groups treated with P‐HTIG, the time profiles of tet
anus titers were described by the Bateman function, using a 
one‐compartment model, where the first‐order absorption 
rate constant, k

a
, was estimated in 15 per day, the time of 

latency (T
lag

) was 0.865 days, and the first‐order elimination 
rate constant was 0.0246 per day. With this approach, the 
authors were able to quantify the input and output functions, 
although this is not a common analysis. In fact, to compare 
the tetanus vaccination and tetanus plus tetanus–diptheria, a 
noncompartmental analysis was performed. The geometric 
mean titers for Day 0 and Day 42 for each individual, AUC 
calculated by trapezoidal method from 0 to 42 days, and the 
parameters, T

max
 and C

max
, from graphical representation 

were obtained. In that analysis, C
max

 and T
max

 were 
0.313 ± 2.49 IU/mL and 4.46 ± 1.92 days, respectively, for 
P‐HTIG plus placebo group, while 15.2 ± 2.42 IU/mL and 
18.80 ± 1.40 days for P‐HTIG plus Td vaccine group. 
Despite the differences between both groups, the times to 
reach the concentration threshold (0.01 or 0.1 IU/mL) were 
similar for both groups, although the times to reach the 
threshold of 0.01 IU/mL (minimum seroprotective level) 
were delayed for the group combined with Td vaccines 
(1.47 ± 2.13 days) compared to the P‐HTIG plus placebo 
group (1.64 ± 1.62 days).

PK of antibody titers has also been used to evaluate the 
equivalence of two rabies vaccines after administration in 
humans. Although bioequivalence based on AUC and C

max
 

was not demonstrated, similar absorption and equal clinical 
seroconversion between two rabies vaccines with the same 
Ag were shown [119].

It is clear that different types of vaccines, together with 
the formulation or routes, can influence the outcome in vivo. 
Several peptide‐based vaccines have been included in var
ious clinical trials to induce protective immunogenicity 
against a variety of infections and tumors. However, some of 
them have limited peptide‐specific immune response with 
undetectable therapeutic effects. For example, peptides 
(HPV)16 E7 and (Ad5) E1A that are recognized by CTL 
lead to very different effect when used for HPV vaccination. 
(HPV)16 E7 peptide is able to induce a specific CTL 
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response that prevents the outgrowth of HPV16 E7‐expressing 
tumors while the peptide encoding an Ad5 E1A CTL epitope 
results in CTL tolerance and enhanced growth of an Ad5 
E1A‐expressing tumor. In order to explain that difference, 
the PK of both types of tritiated peptides was studied in mice 
after SC vaccination. Results showed that the tolerizing pep
tide spread through the body 16 times faster than the acti
vating peptide and was cleared at least 2 times faster. In 
addition, there was clear evidence that T‐cell activation or 
tolerization was determined by Ag concentration over time 
and Ag persistence. The HPV16 E7 peptide kinetics corre
lated with the kinetics of HPV16 E7‐specific CTL induction, 
while Ad5 E1A peptide resulted in physical deletion of pre
existing Ad5 E1A‐specific CTLs within 24 h after injection. 
The ability of adjuvants to prevent tolerance is believed to be 
a result of slow Ag release from the adjuvant, providing a 
depot effect that allows APCs to enter the vaccine site and 
collect the peptide. These Ag‐loaded APCs then migrate to 
the LN and initiate T‐cell activation. This study demon
strates that the activating HPV16 E7 peptide persists in all 
organs longer than the tolerizing Ad5 E1A peptide as a result 
of a slow release of the HPV16 E7 peptide from the vaccine 
site. Differences in kinetics may be the consequence of a 
combination of intrinsic peptide characteristics, that is, 
hydrophobicity, charge, structure, and MHC class I binding 
affinities of the peptide. Ad5 E1A peptide is more hydro
philic than the HPV16 E7 peptide and negatively charged 
compared with a positive charge of HPV16 E7. These vari
ables may influence the PK of the peptide‐based vaccines 
and therefore its immunogenicity. In consequence, predic
tion of the effects that peptides may have on the immune 
system using PK profiles may optimize the safety and effi
cacy of peptide‐based vaccinations in humans [10].

23.4 MATHEMATICAL MODELINg FOR 
VACCINE OPTIMIZATION IN CANCER 
TREATMENT

Several authors have made efforts to develop mathematical 
models in order to describe and predict the fate of an immu
nological therapy based on vaccine, generating additional 
knowledge about the kinetics of the immune system response, 
the effects of treatments, and the dynamics of the disease. 
Most of the examples reported in the literature are focused on 
cancer therapy. In this particular case, vaccination requires 
the activation and expansion of tumor‐specific T‐cytotoxic 
cells to allow their migration into the tumor tissue in order to 
induce the antitumor effect. One of the main benefits of 
mathematical models is the opportunity to simulate in silico 
several dosing scenarios and predict the outcome in preclin
ical models, and therefore use this information to drive the 
drug development into Phase I studies.

Mathematical models in this field are basically divided into 
two categories: agent‐based modeling (ABM) and models 
based on differential equations (DEs). ABM gives useful 
information at the cellular level for the design of optimal 
schedules considering some biological hypotheses previously 
proved in simulation experiments. ABM can describe com
plex systems in a flexible way, including the handling of entity 
heterogeneity and physical space. ABMs aim at recreating and 
predicting the cellular interactions through simulating the 
behavior and the interactions of autonomous entities (cells 
and molecules). The dynamics of agents can be described as a 
function of time, position, and an internal state that includes 
most important properties of the agent [120].

DE models include different components of the immune 
system, cells, pathogens, and treatments from a population 
and try to estimate the model that better describe the 
population behavior as well as the individual data. This 
approach is less accurate in describing specific immunolog
ical processes, but allows the extraction of fundamental prop
erties about the parameter’s space via sensitivity analysis.

Pappalardo et al. in 2014 [121] developed a DE 
mathematical model to evaluate the number and frequency of 
vaccine boosts required to reach a long‐lasting and protecting 
memory T‐cell response from immunization with a DC‐based 
vaccine. Other examples, such as those reported by Wilson 
and Levy [122] and Parra‐Guillen et al. [123], were focused 
on the antitumor effect as the final response of vaccination, 
considering the effect of other endogenous molecules involved 
in the immune systems, and describing the main features 
implicated in the dynamics of the tumor growth influenced by 
the time at which the vaccine was administered.

This approach allowed the development of a semimecha
nistic model to describe the efficacy induced by a single IV 
dose of CyaA‐E7, a vaccine able to target Ag to DC, in mice 
bearing tumor cells. In this mathematical model, the antitu
mor effect induced by CyaA‐E7 was delayed in time for 
treatment‐sensitive animals and was also associated with a 
resistance effect that was observed in some mice with a 
certain tumor size. This structure, shown in Figure  23.2, 
included the relapse observed in those mice sensitive to the 
vaccine, but with a regrowth over time. Therefore, this model 
allows the simultaneous description of the two types of pop
ulations, responders, and nonresponders for treatment 
together with control or nontreated animals. Note that PK 
data were not available in the study assuming an instanta
neous input followed by an exponential elimination.

The authors explored the applicability of this model using 
model‐based computing simulations to evaluate which com
ponents had higher impact on the efficacy in order to opti
mize the dosing schedule or the combination therapy. The 
model represents a useful framework to maximize the 
information obtained in animals to explore clinical designs 
for immunotherapies with a similar mechanism of action.
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Despite the acute efficacy of CyaA‐E7, reaching a long‐
lasting immunogenic response is normally not achieved. 
As  a  consequence, this vaccine was also administered in 
combination with other therapeutic agents. Parra‐Guillen and 
coworkers proposed an extension of the previous model by 
incorporating certain biological mechanisms promoted by 
the application of CyaA‐E7 with CpG (a TLR9 ligand), a 
coadjuvant, and/or cyclophosphamide (CTX) [124]. CpG is a 
TLR9 ligand able to increase the innate immune system, 
while CTX induces an inhibition of the immunosuppression 
elicited by the tumor, through depletion of the regulator 
T cells (Treg) cells. The effect of CPG led to an amplification 
of the immune response of the vaccine and a reduction of 
time delay required to start the response, while CTX was able 
to decrease the tumor‐induced inhibition of vaccine efficacy 

over time, along with a delayed induction of tumor cell death. 
The model provided favorable results regarding the 
percentage of cured individuals and faster tumor shrinkage 
for the tritherapy compared to biotherapy; a good agreement 
between model predictions and experimental data was 
obtained and the benefit of combination therapies with differ
ent mechanisms of action was highlighted. In this work, 
model simulations based on the preclinical data predicted a 
higher probability of cure for CpG and CTX compared to 
monotherapy; these predictions were confirmed by later 
clinical studies with these agents. This example confirmed 
the applicability of the model in the optimization of clinical 
trials. Although this model does not reproduce the complex
ities of the immune system response after vaccination in 
detail, this framework exploits the main known features of 
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the combined therapy while providing the flexibility to incor
porate these features in a semimechanistic framework.

Applying mathematical models for a better understanding 
of this type of complex systems represents a useful strategy 
to identify mechanisms that are able to describe the interac
tion between the different immune cell populations and 
tumors [125, 126].

23.5 SYSTEMS VACCINOLOgY: APPLICATION 
OF SYSTEMS BIOLOgY IN PERSONALIZED 
VACCINATION

Unsuccessful vaccination attempts after decades of research 
have highlighted the need for a better understanding of the 
pathogen–host interactions, and the types of immune 
responses necessary to confer protective immunity. In the 
last years, computational biology approaches are gaining 
importance in guiding vaccine design and vaccine optimiza
tion and personalization, and subsequently systems vaccin
ology has emerged as a field able to tackle the main 
challenges of vaccination.

Systems vaccinology aims to understand what are the 
factors that determine a successful immunization, high
lighting that the focus of vaccine development should not be 
on the vaccine alone but also on the subjects whom to be 
immunized. Some vaccines have been effective in some indi
viduals and not in others; therefore a deep understanding of 
the immune response against a pathogen, and the knowledge 
of the immune state of a particular individual can predict, not 
only how effective a vaccine could be in a particular 
individual, but also how to boost vaccination to immunize a 
subject with low chances of getting protective immunization 
after normal vaccination [127].

Recent advances in nanotechnology, robotics, optics, and 
high throughput techniques allow laboratories to assess 
entire genomes, sets of transcripts (transcriptome), proteins 
(proteome), and metabolites (metabolome) of cells and tis
sues. Systems biology utilizes and integrates the large 
amount of data generated by these techniques in order to 
describe the complex interactions between all parts of a 
biological system, with the ultimate goal of predicting the 
behavior of the system [128–130].

Researchers can now make system‐wide measurements 
of immune responses, and use computational approaches to 
identify molecular signatures (e.g., patterns of gene expres
sion induced after vaccination) that correlate with and pre
dict subsequent adaptive immune responses [127, 131–133]. 
The first successful example of systems vaccinology came 
from the analysis of immunization with the yellow fever 
LAV YF‐17D, which was selected as a gold standard because 
of its high efficacy [134]. A single immunization with 
YF‐17D stimulated robust Ag‐specific CD8+ T‐cells and 
neutralized antibody responses persisting for several decades 

[135]. Querec et al. and Sékaly et al. [131, 136] performed 
independently transcriptomic analysis of peripheral blood 
mononuclear cells isolated on the days after vaccination 
with YF‐17D. They identified signatures of gene expression, 
induced 3 or 7 days after vaccination, which correlated with 
the magnitude of the later Ag‐specific CD8+ T‐cell and neu
tralizing antibody responses. By subsequent use of machine‐
learning techniques, they validated the predictive capacity of 
such signatures by assessing their ability to predict the mag
nitude of the CD8+ T‐cell and neutralizing antibody response 
in an independent clinical study with subjects vaccinated 
with YF‐17D [127].

However, it was later proved that gene expression signa
ture that predicted effective immunization after vaccination 
with YF‐17D did not apply to other pathogens. As different 
pathogens activate different immune responses, gene expres
sion signatures are different for each pathogen and even for 
each vaccine. Different gene expression signatures have 
been described for different vaccines against the same path
ogen, as was reported in the studies with the trivalent inacti
vated influenza vaccine (TIV) and the live‐attenuated 
influenza vaccine (LAIV) [132]. Similar results were 
described for studies with the carbohydrate meningococcal 
vaccine (Menimmune) and the conjugate meningococcal 
vaccine (Menectra) [137].

Genetic and environmental factors can affect the 
individual response to a vaccine. Several studies have esti
mated the influence of genetics on vaccine induced immu
nity, finding heritability for antibody response to range from 
39% to 89% [138–141]. In addition, individual immune 
response is also affected by the presence of obesity [142] or 
undernutrition [143], and the composition of the local micro
biome [144]. Apart from keeping the search of early predic
tors of effective immunization through vaccination, the next 
goal of systems vaccinology is to find optimal and personal
ized procedures to boost vaccination in individuals, whose 
genetic features or metabolic states prevent them to trigger a 
proper immune response that is able to confer protection 
against pathogens after vaccination.

The major challenge that systems vaccinology faces is the 
integration of enormous amount of information from different 
origins (proteomics, genomics, transcriptomics, etc.). The 
analysis of these enormous multivariate data sets, which nor
mally include tens of thousands of variables measured at dif
ferent time points, is a complex statistical task with no unique 
answer. There are different methodologies to build gene 
expression‐based predictive models and analysis of the same 
data from different teams could lead to different models [145]. 
In addition, normal “omics” determinations are measured 
from blood samples, and even when this information has been 
used to successfully find gene expressions signatures of effec
tive vaccination, a much more relevant data should be obtained 
from “omics” studies from immune‐related tissues samples, 
but this arises many technical difficulties.
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Systems vaccinology has also contributed to the under
standing of the immune system as this approach is able to 
identify the immune function of molecules, which are con
sidered as not immune relevant, and to identify interactions 
between immune components that are unknown [131, 132]. 
It is expected that systems vaccinology to be applied to other 
aspects of vaccination. For example, the effect of ADME 
processes or biopharmaceutics in vaccination has not been 
evaluated with systems vaccinology; evidently this approach 
would be of great help in vaccine development to find 
optimal vaccine adjuvants, and to compare between vaccine 
formulations or different routes and sites of vaccine 
administration. We expect the following years to bring many 
exciting findings in the fusion of systems vaccinology with 
vaccinology biopharmaceutics.

23.6 CONCLUDINg REMARKS

Whereas there has been a significant advance in the knowledge 
of vaccine biopharmaceutics and its impact on immune 
response, including the effect of formulation and route of 
administration, the lack of information of the disposition char
acteristics represented by the ADME processes, and the 
vaccine mechanisms of actions represents a major limitation 
to optimize vaccine efficacy, to establish personalized dosing 
schedule, and to identify patients associated with nonprotec
tive response. Therefore, there is an urgent need to perform 
studies based on PK, pharmacodynamics, and systems biology 
principles, to get the longitudinal information required, that 
once analyzed under the model‐based framework (as it repre
sents the current practice for a vast array of therapeutic strat
egies in other fields of drug development), can be linked to the 
biopharmaceutical characteristics of the vaccine formulation.
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24.1 INTRODUCTION

Insulin was the first recombinant biologic brought to market, 
and its approval by the U.S. FDA in 1982 initiated a wave of 
investment in biologics research and development. While 
diabetic patients could be treated with insulin isolated from 
bovine and porcine pancreas before this advance, production 
was expensive, availability was limited, and immunoge
nicity was an issue [1]. Recombinantly produced human 
insulin solved these problems. Three decades later, biologics 
comprise a significant and increasing share of the worldwide 
pharmaceutical market. Between 1980 and 1994, investiga
tional new drug (IND) applications for biologics increased 
10‐fold, and by 2010 there were over 200 commercially 
available biopharmaceuticals, including biosimilars [2, 3]. 
Of the top 20 biopharmaceuticals based on worldwide sales 
in 2012, 40% were biologics [4]. In the United States, sales 
of biologics increased approximately 20% from 2011 to 
2012 and accounted for approximately $64 billion in revenue 
(Fig. 24.1) [5]. Moreover, over 900 biologics are currently in 
preclinical and clinical development [6]. Clearly, biologics 
will play an increasingly important role in healthcare for the 
foreseeable future.

Development costs for biologics and small molecules are 
similar, but the success rate for biologics has been substan
tially higher than that for small molecules for a variety of 
reasons that include better target specificity and reduced 
off‐target toxicity and activity [7, 8]. Moreover, biologics 
comprise an increasing proportion of the pharmaceutical 
market [3]. Still, the success rate of biologics is declining, 

and consideration of absorption, disposition, metabolism, 
and excretion (ADME) properties can help maintain success 
rates by facilitating the selection of the correct dose and dos
ing regimen, an approach that has already proven effective 
for small molecule development. In 1991, poor pharmacoki
netic (PK) properties were accountable for 40% of all failed 
drugs. Ten years later, the failure rate due to poor PK prop
erties was reduced to just 8% as a result of greater attention 
to PK properties earlier in drug discovery [9, 10]. The 
applicability of this approach to biologics development is 
demonstrated by the success of drugs like Lantus®, a form 
of long‐acting insulin, and Aranesp® (darbepoetin alfa), a 
hyperglycosylated analog of recombinant human erythro
poietin (EPO); although these drugs were initially success
ful, the improvement in their PK properties and in particular 
the longer half‐lives of Lantus® and Aranesp® compared to 
their predecessors offered substantial benefits to patients 
through more convenient dosing regimens. Improved under
standing of the relationship between PK, pharmacodynamics 
(PD), and safety signals can reduce attrition rates and 
development costs further; 16% of failed first‐time appli
cations can be attributed to uncertainties in the dose [11].

While general principles from small molecule development 
are certainly relevant to biologics, there are a variety of 
 considerations unique to biologics development owing to the 
inherent differences in their properties and characteristics. 
These differences dictate different approaches to both 
preclinical and clinical development, and many of the studies 
conducted for small molecules are not necessary for 
 biologics. Likewise, some studies are conducted only for 
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biologics. We will discuss the properties that differentiate 
biologics from small molecules and the impact they have on 
the preclinical and clinical development strategy for 
biologics.

24.1.1 Biologics Properties and Classification

Biologics range in size from 1 to 150 kDa (small molecules 
are <0.5 kDa) and can be divided into several groups with 
distinctive properties: (i) monoclonal antibodies (mAbs), 
including bispecific antibodies and antibody–drug  conjugates 
(ADCs); (ii) recombinant proteins, including hormones, 
growth factors, blood factors, anticoagulants, and cytokines; 
(iii) peptides and fusion proteins; (iv) nucleic acid mole
cules; (v) gene therapies; (vi) cell‐based therapies; or (vii) 
vaccines [12]. The biologics market is currently dominated 
by mAbs, with sales exceeding $24 billion in 2012. Targets 
are concentrated in the cancer and anti‐inflammatory 
therapeutic areas, with a smaller but still significant presence 
in neuroscience, cardiovascular diseases, metabolic disor
ders, ophthalmology, and infectious diseases (Table 24.1) [5, 
13–22]. The introduction of insulin analogs with extended 
half‐lives and glucagon‐like peptide 1 agonists has also 

driven growth in the recombinant protein sector, which has 
the highest sales after mAbs [3, 5, 23].

Monoclonal antibodies and Fc‐fusion proteins are pro
tected from degradation by FcRn (neonatal Fc receptor)‐
mediated recycling and can have long half‐lives in man of 
3–4 and 1–2 weeks, respectively [24]. Recombinant proteins 
and peptides are smaller and tend to have shorter half‐lives 
ranging from minutes to hours that require frequent dosing 
or constant infusions to maintain concentrations in an effica
cious range. Techniques such as pegylation, glycoengineer
ing, and the addition of fusion protein (to a peptide, for 
example) can be used to extend the half‐life of such bio
logics and allow for less frequent dosing [25, 26]. Half‐life 
extension can also result in efficacy and safety benefits. The 
utility of pegylation is demonstrated by its application to 
the  interferons, which facilitated once‐weekly instead of 
thrice‐weekly dosing and prevented the emergence of drug‐
resistant virus by maintaining stable plasma concentrations 
for a longer duration (interferons are typically used to treat 
hepatitis C or other viral infections). Darbepoetin alfa, a 
hyperglycosylated analog of EPO, is an example of a suc
cessful application of glycoengineering. Its extended half‐
life resulted in a more convenient dosing regimen for patients 

Enbrel

Other
Neupogen

Epogen

Neulasta

Other

Levemir
Victoza

Humalog

Novolog

Lantus

Other

Lucentis

Herceptin

Avastin

Rituxan

Remicade

Humira

30

25

20

15

10

5

0

Rebif
Avonex

M
on

oc
lon

al 
an

tib
od

y

Rec
om

bin
an

t h
or

mon
e

Gro
wth 

fac
tor

Fus
ion

 pr
ote

in

Cyto
kin

e

Othe
r*

Other

20
10

 U
.S

. s
al

es
 (

$ 
bi

lli
on

s)

FIGURE 24.1 Sales of biologics drugs in the United States—2012 [5]. Includes therapeutic enzymes, blood factors, recombinant vaccines, 
and anticoagulants. Blockbuster biologics, or biologics whose sales exceed $1 billion annually, are highlighted. (See insert for color repre-
sentation of this figure.)



INTRODUCTION 371

while providing similar efficacy/safety profiles [27–29]. 
Development of molecules in the latter three categories has 
special considerations that will not be detailed here as these 
compounds make up a small share of the biologics market 
and pipeline.

Biologics can also be classified according to their mecha
nism of action, which can be particularly useful when devel
oping mechanistic PK/PD models and selecting appropriate 
animal species in which to conduct preclinical experiments. 
According to this paradigm, biologics can (i) replace a defi
cient or abnormal protein (insulin, growth factors, and coagu
lation factors), (ii) augment an endogenous pathway (EPO, 
filgrastim, and interferon), (iii) provide a novel function or 
activity, (iv) interfere with a molecule or organism (oncology 
agents such as bevacizumab and trastuzumab and anti‐
inflammatory agents such as adalimumab and etanercept), (v) 
deliver other compounds, such as cytotoxic small molecules, 
to targets (as is the case with ADCs), and (vi) act as vaccines 
[1]. There has been tremendous interest recently in leveraging 
and stimulating patients’ endogenous immune system to treat 
their own cancer. Cancer immunotherapies span a variety of 
biologics platforms and include cell‐based therapies, such as 
CAR (chimeric antigen receptor) T‐cell therapies, antibody‐
based therapies such as BiTEs (bispecific T‐cell engagers) 
molecules, and cytokine‐based therapies in which endoge
nously present molecules such as interferon‐alpha are admin
istered. A comprehensive understanding of the underlying 
biology of the indication of a molecule is being developed to 
guide which of the aforementioned paradigms is chosen.

Compared to small molecules, biologics have a lower 
potential for off‐target toxicity due to the high selectivity and 
specificity with which they bind their targets (a consequence 
of their size and interaction with a larger area of the target), 
but they cannot be dosed orally, do not penetrate tissues well, 

and cannot easily access intracellular targets or CNS‐based 
targets. While the lack of off‐target toxicity differentiates 
 biologics from small molecules, differentiation among 
 biologics on the basis of safety  profiles may be difficult, since 
all molecules hitting a particular target would be expected to 
have similar safety profiles. There is, however, opportunity for 
differentiation between biologics according to the type of 
target; mAbs and recombinant proteins typically target 
receptor–ligand interactions, while peptides have greater 
tissue penetration and better access to intracellular targets.

It is well established that many biologics can evoke an 
immune response, resulting in the development of antidrug 
antibodies (ADAs) that can affect exposure, efficacy, and 
safety [30]. A variety of patient‐, disease‐, and drug‐specific 
factors influence the development of immunogenicity, 
including the patient’s genetic background, age, concomi
tant medications or exposure to similar drugs, the immune 
function of the patient, protein structure and formulation, 
and the dose and duration of treatment. Immunogenicity is a 
particular problem for biologics of nonhuman origin such as 
murine and chimeric antibodies. Humanized and fully 
human antibodies are more difficult to produce, but they are 
generally associated with a lower risk for immunogenicity, 
although the risk is not completely mitigated [31]. 
Adalimumab, for example, is a fully humanized anti‐tumor 
necrosis factor (TNF) drug for which the development of 
ADAs has been observed [32, 33]. In a long‐term study of 
approximately 300 patients with rheumatoid arthritis, anti
adalimumab antibodies were detected in 28% of patients, 
and these patients had correspondingly lower adalimumab 
trough concentrations and a poorer clinical outcome [32]. 
Most patients who developed ADAs did so within a few 
months of beginning treatment [32]. The mechanism of 
immunogenicity of fully human antibodies is not completely 

TABLE 24.1 A Selected List of Biologics for Indications in Growing Therapeutic Areas

Therapeutic Area Indication Drug Status

Cardiovascular diseases  
and metabolic disorders

Hypercholesterolemia Evolucumab Ph III
Alirocumab Ph III
Bococizumab Ph III

Neuroscience Alzheimer’s disease Solanezumab (Aβ) Ph III
Crenezumab (Aβ) Ph II
Gantanerumab (Aβ) Ph III
AADvac1 (tau) Ph I

Ophthalmology Macular degeneration Bevacizumab Approved (not for this 
indication, but widely 
prescribed)

Macular degeneration Ranibizumab Approved

Infectious diseases Respiratory syncytial  
virus

Palivizumab Approved

HIV Ibalizumab Ph III
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understood, and while the immunological risk may never be 
eliminated, their tendency to be less immunogenic than their 
murine and chimeric counterparts is driving their increasing 
share of the development pipeline [31, 34]. Small proteins 
and peptides are less likely to cause immunogenicity [23, 24, 
26, 35–37].

24.1.2 Assay Development and Validation

The analysis and interpretation of PK and toxicokinetic (TK) 
data depend on the underlying reliability of the assays used 
to generate that data. Accuracy, precision, selectivity, sensi
tivity, reproducibility, and stability are key aspects of assay 
development for both biologics and small molecules [38]. 
Small molecules are typically quantified using chromato
graphic methods and the assays are relatively straightforward 
and quick to develop. Immunoassays, such as ligand‐binding 
assays (LBAs), are more commonly used to quantify bio
logics and can take much longer to develop owing to the 
complex nature of the molecules [38].

The general challenges faced during assay development 
are similar for all biologics. First, appropriate capture or 
detection reagents must be prepared, as the ligands (anti
bodies, binding proteins, receptors, oligonucleotides, or pep
tide fragments) that are the foundation of LBAs are usually 
not commercially available. Since the reagents themselves 
are often biologics, their production can be as challenging as 
the production of the drug. Concerns about stability, lot‐to‐
lot variability, and heterogeneity must be addressed; such 
factors can affect binding kinetics and therefore bias 
measurement of drug levels. Failure to consider the potential 
for cross‐reactivity with endogenous proteins in the 
biological matrix can also result in biased measurements. 
The dynamic range of LBAs is typically narrow, spanning 2 
orders of magnitude, in contrast to small molecule assays 
that can span 4–5 orders of magnitude. While high 
concentration samples can be diluted into the assay range, 
dilutions can impact the equilibrium between the protein and 
its ligand and bias the results [39]. Nonlinear calibration 
curves can also bias the results. Assays for small molecules 
detect the actual physicochemical properties of the molecule 
and therefore the relationship between the assay measurement 
and concentration is usually direct and linear. In contrast, 
levels of biologics are measured indirectly through the inter
action of the drug with the assay ligand, and the relationship 
between response and concentration is often nonlinear with 
heteroscedastic variability [40].

Whether the assay will measure free or total drug must 
also be considered. Ideally, the pharmacologically active 
free forms, including unbound and monovalently bound 
forms, would be measured, but it can be challenging to 
develop such assays and, when the drug concentrations are 
in excess of their target, total drug may be an acceptable 
surrogate for free drug [39]. Special considerations related 

to average drug load and drug load distribution must also be 
addressed during assay development for the quantitation of 
ADCs, a type of biologic in which an antibody is linked to a 
cytotoxic drug [41, 42].

In addition to the LBA to quantitate drug levels, an assay 
to detect ADAs must also be developed, since the immuno
genicity potential of biologic agents is well established. 
Such assays operate by comparing the inhibition of pharma
cological activity of a test sample with the activity of a 
sample with a known drug concentration. Many of the issues 
already discussed as challenges for LBAs also apply to 
immunogenicity assays, such as reagent availability, 
although there are several unique obstacles to be overcome 
for assays to detect ADAs [43]. Because ADAs are inher
ently heterogeneous, it is difficult to establish a positive con
trol or reference standard, and therefore ADA testing starts 
with screening assays that simply confirm the presence of 
ADAs in a sample [43]. Platform selection is another impor
tant question for ADA assay development. The FDA recom
mends cell‐based assays to be used for ADA detection, 
although noncell‐based receptor and target‐binding assays 
are acceptable for soluble targets or when appropriate cell 
lines cannot be identified [44, 45].

24.2 PRECLINICAL DEVELOPMENT

The primary objectives of a preclinical development program 
for a new biologic are to (i) assess its safety profile, (ii) char
acterize its ADME properties and PK profile, (iii) establish 
the relationship between PK and PD in an appropriate animal 
model, and (iv) translate the preclinical findings to the clinic. 
A host of in vitro and in vivo experiments are carried out in 
support of these objectives. Studies conducted to address 
ADME questions include single‐ and multiple‐dose PK 
studies, TK studies, and PD studies in appropriate animal 
species. These studies provide a basis for projecting the PK 
profile in humans, estimating efficacious doses, and 
 calculating exposure margins to support the starting‐dose 
selection.

Species selection is an important factor for preclinical 
PK, PD, and TK studies and can impact the fidelity with 
which the clinical efficacy and safety outcomes are predicted 
by the preclinical data. Most importantly, the compound 
should be pharmacologically active in the selected species to 
improve the predictive capability of the toxicology model, as 
most toxicity associated with biologics is on‐target and can 
manifest as exaggerated pharmacology, although this is not 
necessarily the case for ADCs that deliver cytotoxic small 
molecules to targets and can therefore be associated with 
off‐target toxicities. The importance of species selection is 
demonstrated by the case of TGN1412, an antibody that 
induced a life‐threatening phenomenon called cytokine 
release syndrome in all six healthy subjects who received it 
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during the first‐in‐human (FIH) trial. The preclinical data 
failed to predict this outcome due to a lack of understanding 
of species differences [46–49].

Several other factors must be considered when selecting 
an appropriate species for preclinical studies. Expression 
and distribution of the relevant receptor or isotope in the 
selected species should be similar to humans, lest the PK 
data be under‐ or overestimated, and the PD effects be unpre
dictable from the preclinical data. Immunogenicity should 
not limit study duration due to the formation of ADAs that 
reduce drug exposure because it is important that high expo
sures be achieved in toxicology studies to establish the 
therapeutic window for clinical development. These require
ments usually limit the PK, PD, and TK studies to a single 
species. The FDA will accept toxicology studies from a 
single species if the biologic is not active in multiple species.

Nonhuman primates (NHPs) are often chosen for preclin
ical studies due to their genetic similarity to humans, 
although species selection should be driven by consideration 
of the relevant differences in cross‐selectivity to the target. 
Healthy normal animals are typically used in these studies 
unless there is a clear biological rationale for selecting an 
animal model of disease [50, 51]. An animal model of dis
ease may be appropriate for biologics that replace or aug
ment a deficient protein, for example, or biologics that 
reduce excess protein levels because toxicity effects can be 
misleading in a normal individual. In cases where pharmaco
logical activity cannot be identified in any preclinical 
species, homologous proteins or transgenic mice may be 
used for preclinical safety assessments [50–52].

Fewer preclinical studies are conducted to assess preclin
ical ADME properties of biologics compared to small mole
cules. In both cases, PK is assessed in single‐ and 
multiple‐dose settings and within the toxicology studies, 
although usually assessed in multiple species for small mol
ecules. Biologics are administered parenterally, so bioavail
ability is assessed for compounds dosed subcutaneously 
(SC) or intramuscularly; factors such as the size of the 
compound and the administration site can affect bioavail
ability [53]. However, metabolism and distribution studies 
are not common for biologics. Large molecule catabolism 
generally mitigates the need for the biotransformation and 
mass balance studies that are routinely performed during 
small molecule development. Moreover, the amino acid 
products of catabolism are not considered safety risks [50]. 
Such studies may be conducted for some biologics, such as 
peptides, whose relatively smaller size may make them sub
ject to renal elimination [54]. Distribution studies are not 
typically conducted because the relatively large size of bio
logics limits tissue penetration and are not a regulatory 
requirement [55, 56]. However, they may be conducted in 
cases where biodistribution is critical to understanding the 
drug’s mechanism of action. For example, some next‐gener
ation anti‐TNF compounds are designed to be of a lower 

molecular weight to increase biodistribution and potential 
efficacy, and preclinical distribution studies might be con
ducted to assess this approach. Such studies might also be 
conducted for drugs targeting solid tumors, where tissue 
penetration is critical [57]. Physiologically based pharmaco
kinetic (PBPK) models can be employed to assess tissue dis
tribution but validation and translation may be challenging 
and this approach has greater predictive value when 
combined with experimental biodistribution data [58]. In 
vitro assessments of drug–drug interaction (DDI) potential 
are also uncommon because most of the therapeutic protein–
drug interactions are indirect and mediated via disease status 
or target physiology, therefore the in vitro assessment of 
interaction potential typically performed for small molecule 
drugs (which are based on direct interaction with cytochrome 
P450 enzymes) are not predictive [59].

Immunogenicity studies, on the other hand, are com
monly conducted for biologics. It is well accepted that even 
fully humanized agents are likely to evoke an immune 
response, and that the resulting ADAs may inhibit the effec
tiveness of the therapeutic agent or cause toxic side effects. 
The objective of immunogenicity studies is to aid in the 
interpretation of the preclinical PK data because, unfortu
nately, immunogenicity in humans is not predictable from 
animal studies [60].

Preclinical PK, PD, and TK studies, and metabolism and 
distribution studies, and immunogenicity studies facilitate 
the characterization of ADME properties and their relation
ship with efficacy and toxicity. Several other studies are rou
tinely performed in preclinical development for which 
ADME properties are less relevant but are still nevertheless 
critical. A brief review of those studies is warranted, as well 
as other studies that are standard for small molecule 
development but unnecessary for biologics.

The initiation of reproductive performance and develop
mental toxicity studies depends on the product, indication, 
and intended patient population. If information is available 
for other compounds in the same class and the only relevant 
species is NHP, these studies may not be necessary, although 
in practice such studies are conducted regardless [50]. Given 
the route of administration, local tolerance must also be eval
uated. Safety pharmacology studies are conducted, although 
in vitro assessments of cardiovascular risk are not very use
ful and should again be undertaken on a case‐by‐case basis 
driven by the biology; cardiovascular risk is more appropri
ately assessed within the context of the repeat‐dose toxi
cology studies and followed by an appropriate clinical study 
if a signal is observed [50, 61, 62]. There is usually little 
potential for cardiovascular toxicity, as the large size of most 
biologics prevents access to the inner pore of the hERG 
channel (encoded by the human ether‐a‐go‐go‐related gene), 
the binding site for most compounds that interact with hERG 
[61]. Cardiovascular risk for biologics tends to be associated 
with the biological mechanism by which the drug acts (in 
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cases where the target is expressed in the cardiovascular 
system, for example) and that should be considered when 
interpreting the preclinical data. Consider the case of trastu
zumab (Herceptin®), a mAb associated with myocardial 
 toxicity via its mechanism of action as an erB2 inhibitor, 
which disrupts myocardial function in cardiomyocytes. The 
preclinical data did not predict cardiovascular toxicity, but 
its mechanism of action clearly suggested a cardiovascular 
risk, which was assessed clinically [63, 64]. But in general, 
in the absence of a mechanism‐related risk, cardiovascular 
toxicity assessments are usually limited to preclinical repeat‐
dose toxicology studies and electrocardiogram (ECG) 
assessments in the Phase I trials.

While required to support the advancement of small mol
ecules to the clinic, genotoxicity and carcinogenicity studies 
are conducted on a case‐by‐case basis for biologics. In gen
eral, they are not needed unless the mechanism of action 
suggests a risk. For example, carcinogenicity studies for 
growth factors are appropriate and assessments would begin 
with an in vitro study to evaluate cell proliferation upon drug 
exposure [50].

24.2.1 FIH Starting Dose

The translation of preclinical PK and PD data to predict 
human PK/PD is a critical objective of any preclinical 
development program, and one in which modeling and 
simulation play an important role. Translation of the pre
clinical data provides an estimate of the efficacious dose 
and regimen in humans and a foundation for the design of 
the FIH trial. After the incident with TGN1412, the 
European Medicines Agency (EMA) introduced the con
cept of the MABEL (minimum anticipated biological 
effect level) as a guide for selecting a safe starting dose 
for FIH trials. Had this approach been used in the 
development of TGN1412, the FIH dose would have been 
200‐fold lower than what was actually administered [48]. 
While the FDA guidance bases the maximum recom
mended starting dose (MRSD) on the no adverse event 
level (NOAEL) established in preclinical toxicology 
studies, in practice the NOAEL‐based MRSD is used in 
conjunction with the PK/PD predictions to select a safe 
starting dose with minimal pharmacological activity.

Translation of the preclinical PK/PD data first involves 
predicting human PK, then using human‐predicted 
exposure to predict the PD response, accounting for 
species differences that may influence PK and PD [65]. 
For small molecules, allometric scaling using data from 
three species is typically used to predict the human PK, 
although emerging evidence suggests that single‐species 
allometric scaling may be equally accurate [66]. Single‐
species, fixed exponent allometric scaling based on non
compartmental PK data from NHPs is typically used for 
biologics, as it is generally difficult to identify more than 

one relevant species for preclinical PK studies. Several 
studies have shown that this method works well for bio
logics that exhibit linear PK [55, 67–69]. Predicting 
human PK for compounds exhibiting nonlinear PK is 
more challenging. In this case, a population PK model of 
target‐mediated disposition is typically employed to 
describe the preclinical PK data [70]. The target‐mediated 
drug disposition (TMDD) model directly accounts for 
species differences in target expression, affinity of the 
compound for the target, and target turnover, all of which 
impact PK in the nonlinear region. It has been demon
strated that such differences can impact PK [71]. The 
model can suffer from identifiability problems, and sev
eral simplified versions have been proposed as an 
alternative; one commonly used version takes the form of 
a Michaelis–Menten equation [72]. Following the 
estimation of the model parameters using a nonlinear 
mixed‐effect modeling approach, allometric scaling is 
applied to the clearance, volume, and intercompartmental 
transport parameters while assuming that bioavailability 
and absorption rate (for SC administered therapeutics) are 
species independent. TMDD‐related parameters (receptor 
density, receptor turnover rate, and binding kinetics) are 
estimated from in vitro data [70, 73, 74]; V

max
 is scaled as 

clearance and the translation of K
m
 is informed by in vitro  

binding characteristics for the simplified Michaelis–
Menten version of the TMDD model. Predictions based 
on the Michaelis–Menten model are more reliable in the 
dose range where the nonlinear clearance pathway was 
saturated, and may not adequately describe the data at 
lower doses [55]. The lack of mechanistic detail may also 
hinder translatability by not accounting for species differ
ences in target‐mediated disposition.

PD translations can be very difficult and failure to 
translate PK/PD is a major source of Phase II attrition 
[75]. Challenges involved in the translation of biologics 
PK/PD include species differences in target recognition 
and expression, immunogenicity, and clearance mecha
nisms [76]. Disease state can also affect pharmacological 
assessments and this can be another source of error in the 
translation of preclinical data to the clinic. The impact of 
pharmacological effects on PK, a phenomenon not nor
mally seen with small molecules, further complicates the 
translation.

Mechanistic PK/PD models and systems pharmacology 
models may address these challenges and show greater pre
dictive power than the empirical models that have tradition
ally been used. These models do require extensive data to 
avoid parameter identifiability issues and scaling mecha
nistic PD parameters between species is not straightforward. 
For these reasons, such models are still not widely used to 
support FIH dose selection, and there are many reports of 
successful translations based on traditional models including 
those for TMDD [73, 77].
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24.3 CLINICAL DEVELOPMENT

The clinical development of biologics typically takes more 
than 7 years, with an additional year required for regulatory 
review and approval. Development costs have been trending 
upwards for years and are estimated to exceed $1 billion [7, 
78]. Phase I starts with single and multiple ascending dose 
studies in which assessments of safety, tolerability, PK, and 
immunogenicity are the typical objectives. These studies are 
usually performed in healthy subjects but, in certain cases, 
FIH trials should be conducted in patients [79]. The safety 
risk profile of anticancer therapies, for example, may pre
clude testing in healthy subjects. Patient‐centric FIH trials 
should also be considered when the target is absent in healthy 
subjects, when the agent invokes an immune response, or 
when the agent is replacing a deficient or absent protein that 
is present at normal levels in healthy subjects. Phase I studies 
also involve an assessment of the PD effect, although often a 
biomarker that is a surrogate for the actual clinical endpoint 
is used to assess these effects [80]. The relationship between 
exposure and response is then used to select the dose for 
Phase II, with adjustments for differences in the biomarker 
response and the clinical endpoint where relevant and where 
such data are available [81]. Phase II starts with a proof of 
concept study and then a larger efficacy, safety, and tolera
bility trial. Phase III studies are the pivotal studies upon 
which FDA approval rests and they are large and costly; 
drugs for serious or life‐threatening illnesses with few 
treatment options may be candidates for accelerated approval 
based on Phase II data, as has been the case for many HIV 
drugs and the cancer drug Gleevec® (imatinib mesylate). 
Population PK/PD modeling is again typically employed to 
analyze the Phase II data and select the Phase III dose, and 
may even be used to support a request to waive one of the 
two required Phase III trials [82, 83]. Model‐based meta‐
analyses may also be employed throughout development to 
leverage external data and competitive intelligence when 
making program decisions [84–86]. Interest in systems phar
macology modeling is increasing, but thus far its use has 
been limited due to the complexity of developing and vali
dating such models [87, 88].

A key part of any biologic license application (BLA) is 
the characterization of the exposure–response and exposure–
toxicity relationships. These relationships are based on the 
Phase I and Phase II data, and data from a variety of other 
Phase I and Phase II studies that are conducted to evaluate 
the impact of factors that can impact exposure and poten
tially alter efficacy and safety profiles. Such factors include 
disease state, demographic characteristics, and concomitant 
medications. Modeling and simulation play a crucial role in 
characterizing these relationships and is used to (i) inform 
the FIH starting dose, (ii) inform the dose selection for 
Phase II, (iii) justify the marketed dose and dosing regimen, 
(iv) determine whether dosing adjustments are needed for 

special populations, pediatric subjects, subjects with 
particular demographic characteristics, and subjects taking 
concomitant medications, (v) evaluate immunogenicity, and 
(vi) inform clinical trial design [89, 90].

24.3.1 Intrinsic and Extrinsic Factors

The influence of intrinsic factors such as age, race, body 
weight, and sex and extrinsic factors such as diet and use 
of concomitant medications on ADME properties, expo
sure levels, and pharmacological effect must be character
ized so that the appropriate dose adjustments may be made 
to ensure that efficacy is maintained and toxicity risks are 
not increased. These factors also influence the selection of 
the final dose and dosing regimen, with reduction of 
 intersubject variability as a key consideration. Often, PK 
exposure is used as the anchor for investigating these 
effects and full safety and efficacy studies are not conducted. 
In fact, age and sex effects are commonly explored through 
population PK analyses, although studies dedicated to 
assessing these effects are typically conducted for small 
molecules [91].

Most biologics are dosed based on body size, even in 
adults, and the body‐size effects discussed in the context of 
pediatric development also apply to the development of bio
logics in adults. However, population PK and PK/PD 
analyses are more easily applied due to the relatively narrow 
weight range in the adult population compared to the pedi
atric population and lack of size‐based physio logical or 
pathophysiological differences. Body weight is the most 
commonly identified covariate in population PK models and 
simulations based on these models can be used to justify 
fixed weight or body‐size adjusted dosing, and determine the 
appropriate body‐size correction [62, 92, 93].

Pharmacogenomic information is another intrinsic 
factor that may be assessed for its influence on efficacy, 
safety, or DDIs; such information may be used to stratify 
patient populations and identify those most likely to 
respond, or those most likely to experience an adverse 
event [94]. Consider trastuzumab, a mAb targeting HER‐2‐
positive breast cancers. Before the introduction of trastu
zumab, HER‐2 overexpression was associated with a poor 
prognosis for patients, but trastuzumab offered a treatment 
option in which the best responses were associated with the 
highest levels of HER‐2 overexpression. In fact, the use of 
trastuzumab is limited to patients overexpressing HER‐2 
and its approval was accompanied by a diagnostic test to 
identify such patients. Cetuximab is another mAb that is 
most effective in the subpopulation of cancer patients in 
which epidermal growth factor receptor (EGFR) overex
pression is present. Although there are relatively few such 
examples of patient stratification on the basis of pharma
cogenomics for approved biologics, interest in this area 
continues to grow [94].
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Extrinsic factors such as diet, tobacco use, and use of 
concomitant medications may also alter ADME properties. 
Diet is mainly associated with altered absorption, a 
phenomenon known as the “food effect,” and tobacco use is 
associated with changes in elimination due to the induction 
of the cytochrome P450 (CYP) enzymes CYP1A1, CYP1A2, 
and CYP2E1. Since biologics typically cannot be dosed 
orally, nor are they metabolized by the CYP enzymes, these 
factors are expected to have little impact on their PK. 
Biologics DDI, on the other hand, are the subject of 
increasing scrutiny [95–97]. Historically, few DDI studies 
were conducted with biologics because DDI are generally 
caused by interference with the CYP pathway. Because bio
logics do not undergo metabolism by CYP enzymes, the risk 
of DDI has been considered very low. Indeed, there are cur
rently few restrictions on the concomitant use of biologics 
and other biologics or small molecule drugs and no dose 
adjustments have been required for any biologic because of 
DDI. However, recent data show that therapeutic proteins 
can perpetrate DDIs by inducing CYP enzymes, which 
would be expected to decrease the victim drug’s exposure 
and compromise efficacy, and might require dose adjust
ments or label warnings [96]. Biologics‐mediated DDI is 
likely a consequence of coadministration with another bio
logic or small molecule that has a similar mechanism of 
action, resulting in alterations to the biology of the target like 
its expression level, or a disease–drug interaction, in which 
CYP enzymes downregulated by the disease state of the sub
ject are normalized by the administration of the biologic. 
Other potential mechanisms for DDI include changes immu
nogenicity by the concomitant medication, modulation of 
FcRn receptor expression, and displacement from binding 
proteins. Indeed, there are established examples of the latter 
two mechanisms of DDI, which are demonstrated by the 
effect of methotrexate on adalimumab exposure and heparin 
on palifermin exposure, respectively [98]. There is even 
some evidence that mAbs can alter the behavior of intestinal 
P‐gp and cause DDI with transporter‐mediated small mole
cule drugs [99]. These data, increasing interest in polyphar
macy, and development of more complex biologic molecules 
have triggered renewed interest in DDI of biologics, and 
consequently the FDA has issued guidance to help innova
tors determine when biologics DDI studies should be con
ducted; such a study would typically be conducted in patients 
in a Phase Ib setting or in a PK subgroup of a Phase II/III 
study [62, 95, 98, 100]. Nevertheless, DDI studies with bio
logics are still uncommon and biologics labels are usually 
devoid of information on DDI potential [97].

DDI studies involving biologics are logistically challeng
ing as they often need to be conducted in patient populations 
and long half‐lives preclude the use of crossover designs. 
However, population PK approaches that pool data across a 
variety of studies are a viable means of assessing the DDI 
potential of biologics with a host of advantages, provided that 

accurate information about concomitant medication is cap
tured, including PK samples if the biologic is being assessed 
for its perpetrator potential; this approach has been accepted 
by the FDA [89]. In 2013, the population PK TPDI Working 
Group, comprised of pharmaceutical industry and FDA rep
resentatives, issued a series of recommendations for employ
ing the population PK approach to DDI assessment to meet 
regulatory expectations [101]. PBPK models can also be use
ful tools to evaluate DDI potential of biologics. This approach 
was used to mitigate the need for a DDI study to assess the 
effect of transient (IL‐6) (interleukin‐6) elevation after blina
tumomab administration on the CYP 450 enzymes [102].

24.3.2 Special Populations: Renal and 
Hepatic Impairment

For small molecules that are extensively metabolized by the 
liver, exposures can be significantly higher in hepatically 
impaired subjects and these subjects may require dose 
adjustments to prevent unexpected toxicities. But for bio
logics that are mainly cleared through catabolism, hepatic 
impairment is not expected to influence exposure and there
fore studies in hepatically impaired subjects are not gener
ally recommended [103]. Likewise, the size of most biologics 
prevents their clearance through renal elimination, pre
cluding the need for a renal impairment study. A renal 
impairment study may be indicated for smaller biologics 
(<69 kDa) that can undergo renal elimination [104]. Such 
studies are also necessarily conducted in cases where the 
intended patient population has renal insufficiency, as was 
the case for darbepoetin alfa administered to patients with 
chronic kidney disease (CKD), and population modeling can 
also be employed to understand the effect of hepatic or renal 
insufficiency on PK and PD [105]. Label considerations and 
competitive positioning may also influence the decision to 
conduct renal and hepatic impairment studies.

24.3.3 Special Populations: Pediatrics

Pediatric studies were not routinely conducted until the late 
1990s when the Pediatric Research Equity Act and the Best 
Pharmaceuticals for Children Act were passed, which offered 
6 months of additional patent protection in exchange for con
ducting the now required pediatric studies. Pediatric studies 
are much more routinely conducted as a result, and only 
waived in special cases, such as for indications that are rarely 
or never diagnosed in children [106]. A typical pediatric inves
tigation plan includes single‐ and multiple‐dose Phase I 
studies followed by a multiple‐dose Phase II safety and effi
cacy trial to understand the differences in PK, PD, and immu
nogenicity in children and justify the dose  selection for this 
population. Dose‐finding studies are not performed, partly 
due to the logistical limitations of conducting such studies, but 
a Phase III trial is required unless there is evidence that the 
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exposure–response relationship is similar to adults [107]. 
Pediatric studies are typically initiated once sufficient data to 
characterize the exposure–response relationship in adults are 
collected, which is used to inform the starting‐dose selection.

The design of studies for pediatric subjects presents a 
number of logistical challenges not necessarily encountered 
with adults. First, studies often have to be conducted in infants, 
young children, and adolescents. Enrollment in these studies 
is challenging despite high participation rates by pediatric 
patients in clinical trials and minimization of the number of 
study subjects required because the total population size is 
small. It can take years to enroll a pediatric trial, particularly 
for studies in infants or very young children. Then the data 
themselves are sparse, as the small size of pediatric patients 
limits blood volume. Furthermore, the differences in PK, PD, 
and immunogenicity between adults and children are not well 
understood, which complicates the starting‐dose selection.

Selection of the starting dose in pediatric subjects is based 
on the relationship between exposure and response in adults 
and differences in body size between adults and children. The 
commonly employed strategies for body‐size adjusted dosing 
in children are body weight‐based dosing, body surface area 
(BSA) based dosing, a tiered fixed dosing strategy, or a hybrid 
approach [108, 109]. The tiered approach offers the easiest 
and most convenient dosing paradigm, while also managing 
differences in PK/PD in children compared to adults. Body 
weight‐based dosing and tiered fixed strategies were most 
commonly employed for the 12 antibody‐based therapeutics 
approved for use in pediatric populations by 2012 [108].

Given the limitations associated with conducting pedi
atric trials, population PK and PD modeling approaches play 
a critical role in selecting and justifying the dose selection 
for children, and for designing informative clinical trials in 
spite of the small sample sizes and sparse PK sampling. The 
pediatric dose selection for etanercept, which is approved for 
the treatment of juvenile rheumatoid arthritis, demonstrates 
the utility of modeling and simulation in pediatric 
development. The population PK model was based on sparse 
PK data from 69 pediatric subjects who received 0.4 mg/kg 
SC twice weekly for 12 weeks [110]. A more convenient 
once‐weekly dose of 0.8 mg/kg SC was investigated through 
simulation. The results showed that the PK of the two regi
mens was largely overlapping, and no difference in patient 
outcome was expected with the simulated dosing regimen. 
On the basis of these modeling and simulation results, the 
FDA approved the use of the once‐weekly 0.8‐mg/kg SC 
dose for 12 weeks in children [109].

24.4 BIOSIMILARS

Generic small molecule drugs account for a large share of the 
U.S. prescription drug market and offer expanded access with 
reduced cost to patients [111]. Because the physicochemical 

properties of small molecules can be completely characterized 
and they are manufactured using reproducible chemical 
processes, generic versions of small molecules are expected to 
be structurally identical to the reference product. The 
development of small molecule generics is generally straight
forward, only requiring demonstration of bioequivalence for 
approval. Biologics, on the other hand, are heterogeneous, 
complex molecules produced by living cells; the posttransla
tional modifications and protein folding associated with the 
production of biologics are difficult factors to control. Thus, it 
is not expected that biosimilars, follow‐on versions of original 
biologic products, will be structurally identical to the refer
ence product. Because the effect of minor differences in struc
ture is unpredictable, comparability studies must be conducted 
to demonstrate that there are no clinically meaningful differ
ences between the biosimilar and the innovator product, 
although the EMA may accept evidence that the PK/PD rela
tionship for a biomarker is similar to that of the reference 
compound. As of 2013, there were no biosimilars approved by 
the FDA, although many are in development. In the European 
Union, 14 biosimilar medicines have been approved [110].

The FDA has given guidance that it will generally evaluate 
the totality of evidence in reviewing biosimilars for approval, 
since they will not be exactly identical to the reference product, 
and suggest a step‐wise approach to the development of bio
similars [112]. First, the structure and function of the biosimi
lars should be characterized, followed by animal toxicology 
studies. Clinically, human PK studies are required, as well as 
PD studies if a relevant biomarker exists, to show comparable 
exposure and response to the reference product; immunoge
nicity should also be evaluated in these studies. Safety and effi
cacy trials with a direct comparison to the reference product 
may be required to complete the approval package; the FDA 
has offered an abbreviated pathway to approval, where a com
parative analytical characterization showing that the biosimilar 
product is highly similar or highly similar with fingerprint‐like 
similarity may be the basis for a more “selected and targeted” 
approach to development [113]. Modeling and simulation 
approaches can streamline this process, as the exposure–
response data from the reference compound can be used to 
design targeted clinical studies and evaluate the probability of a 
successful outcome [114]. Because of the limited data support
ing biosimilars’ approval compared to the reference product, 
additional pharmacovigilance (postapproval safety monitoring) 
may be required for biosimilars [112, 115]. The biosimilar 
development approach recommended by the FDA is fundamen
tally equivalent to that recommended by the EMA [116].

24.5 EMERGING MARKETS

Clinical development has traditionally been concentrated in 
the United States and western Europe, but recently an 
increasing number of clinical trials have been conducted in 
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the emerging markets of Asia, South America, and eastern 
Europe [117]. This increase has been driven partly by the 
significant expansion of the markets in these countries, with 
sales in Asia expected to exceed sales in Europe by 2020 
[118]. Clinical trial globalization may speed the launch of 
new medicines in places such as China and India, and may 
reduce development times by speeding up recruitment and 
enrollment. Phase III studies are now routinely conducted on 
a global scale. Some countries, such as Taiwan and South 
Korea, accept results from global multinational studies to 
support registration, provided those studies contain a 
sufficient number of subjects from the local population. The 
Japanese Pharmaceutical and Medical Devices Agency, on 
the other hand, will typically require a full clinical 
development program in the local population, although they 

have indicated they may accept data from a global Phase III 
trial if there are safety data in Japanese subjects. In general, 
biologics are not expected to be ethnically sensitive; dosing 
adjustments have not been required for the 12 mAbs 
approved in both the United States and Japan [119].

24.6 CONCLUSIONS

From an ADME perspective, biologics suffer from poor oral 
bioavailability, limited tissue distribution, lack of access to 
targets in the central nervous system, and nonlinear, time‐, 
dose‐, and disease‐dependent PK that potentially translates 
to  variability in safety and efficacy outcomes. But these 
 challenges are far outweighed by the benefits offered by 

TABLE 24.2 Clinical Development Programs for Biologics and Small Molecules

Small Molecule Development Biologics Development

FIH starting dose: allometric scaling based on three species or 
population PK/PD model (in some cases one or two species may 
be used, but three species is preferred)

FIH starting dose: single‐species allometric scaling or PK/PD model

Phase I: single and multiple ascending dose studies to evaluate 
safety, tolerability, and PK; <100 subjects

Phase I: single and multiple ascending dose studies to evaluate safety, 
tolerability, PK, and immunogenicity; <100 subjects

Phase II: dose‐ranging studies to expand safety data and obtain 
preliminary efficacy data; <500 subjects

Phase II: dose‐ranging studies to expand safety data and obtain 
preliminary efficacy data; <500 subjects

Phase III: Large‐scale studies in heterogenous patient populations; 
100s–1000s of subjects

Phase III: Large‐scale studies in homogeneous or heterogeneous 
patient populations, depending on the indication and mechanism of 
action (some biologics have been approved in highly selected and 
often “molecularly” specified study populations, e.g., trastuzumab, 
which was studied in women with HER2 overexpressing metastatic 
breast cancer); 100–1000s of subjects

Hepatic impairment: studies routinely conducted Hepatic impairment: studies generally not required due to lack of 
liver metabolism

Renal impairment: routinely conducted Renal impairment: routinely conducted for molecules <69 Da, but 
otherwise such studies are considered on a case‐by‐case basis

Intrinsic factors: studies to evaluate the effects of age and gender 
are routinely conducted; body weight is typically assessed with 
population PK models; studies to evaluate the effect of race are 
determined on a case‐by‐case basis

Intrinsic factors: age, gender, and body weight are typically assessed 
with population PK models; studies to evaluate the effect of race 
are determined on a case‐by‐case basis

Extrinsic factors: studies to evaluate the effect of food, concomitant 
medications, and lifestyle factors (e.g., nicotine use) are routinely 
conducted. DDI risk is associated with CYP metabolism/
inhibition or induction of CYP enzymes and transporters

Extrinsic factors: parenteral administration mitigates need for food 
effect studies; lack of CYP metabolism mitigates the need to study 
lifestyle factors (e.g., nicotine use); DDI studies should be 
considered on a case‐by‐case basis

ADME: studies to assess routes and rates of excretion (including 
mass balance) and characterize the metabolite profile are required

ADME: studies generally not required due to large molecule 
catabolism and lack of metabolites

Pediatric studies: generally required Pediatric studies: generally required

Cardiovascular risk assessment: thorough QT/QT
c
 study is 

routinely conducted
Cardiovascular risk assessment: usually limited to ECG assessments 

in Phase I, unless preclinical data or MOA (mechanism of action) 
suggest a risk

Generics: requires demonstration of bioequivalence Biosimilars: “totality‐of‐evidence” approach to approval; requires 
comparison of PK, safety, and efficacy to reference compound
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biologics, which are highly specific molecules with limited 
off‐target toxicity that offer long half‐lives with prolonged 
efficacy and more convenient, comfortable dosing regimens 
for patients. Indeed, the ability to rationally design highly 
specific molecules with appropriate PK properties through 
techniques such as pegylation and glycoengineering has 
already resulted in major benefits for patients. Biologics also 
have a lower risk of DDI compared with small molecules, an 
increasingly important property given the interest in 
combination therapies as a means to improve response, par
ticularly in oncology, and the tendency of elderly patients to 
be prescribed multiple medications simultaneously [120–
122]. These properties lead to some differences in the 
development of biologics compared to small molecules 
(Table 24.2), although in both cases the development goals 
are the same: identify an efficacious, safe, and tolerable dose.

Continued optimization of ADME properties will help to 
reduce attrition rates through the development process. In 
the preclinical space, this optimization should include 
improved methods for translating the PK, PD, and TK data, 
reducing the opportunity costs incurred when promising 
compounds are eliminated from consideration or inappropri
ately taken into development, and the direct costs are 
incurred when the starting dose is too low or too high, result
ing in increased development times and unnecessarily large 
clinical trials or unexpected toxicities that derail development. 
Modeling and simulation will be equally important during 
clinical development, to support the characterization and 
interpretation of ADME properties and the rational design of 
molecules with optimal PK, ensuring that efficacious, safe, 
and convenient dosing regimens are available to patients.
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25.1 INTRODUCTION

Compared with small‐molecule drugs (SMDs), the 
development of biologics has become one of the fastest 
growing areas in research and drug development owing to 
advancement in biotechnology sciences such as recombinant 
protein technology. Biologics have high potency and speci
ficity resulting in the potential for relatively cleaner safety 
profiles. Research in biologics has opened doors for new 
drug therapies, including recombinant insulin products for 
diabetes, enzyme replacement therapy for Gaucher disease, 
and tumor necrosis factor‐alpha (TNF‐α) products for 
rheumatoid arthritis. However, challenges remain in 
biological product development because of the larger molec
ular size causing poor oral bioavailability, less membrane 
permeability, and low stability.

Many biologics are large complex molecules/mixtures 
that are not easily identified or characterized as biologics 
and are defined as a virus, therapeutic serum, toxin, anti
toxin, vaccine, blood product, blood component or derivative, 
allergenic product (or any other analogous product), or an 
arsphenamine or derivative of arsphenamine (or any other 
trivalent organic arsenic compound) applicable to the 
prevention, treatment, or cure of a disease/condition of 
human beings. Refer to the U.S. Public Health Services 
Act 42 U.S.C. §262(i).

In this chapter, we will focus on the clinical pharmacology 
aspects of biologics, including their basic pharmacokinetic 
(PK)/pharmacodynamic (PD) characteristics, first‐in‐human 
(FIH) dose selection, model‐based dose determination, and 
trial design. This chapter discusses monoclonal antibodies 
(mAbs), proteins, and peptides. Vaccines and stem cell 
therapies will not be covered given their different 
development pathways.

25.2 PK AND PD OF BIOLOGICS

Compared to SMDs, biologics have unique characteristics 
in absorption, distribution, metabolism, and elimination 
(ADME), which play a role in their use as therapeutic 
interventions and lead to significant differences in their 
development.

25.2.1 Structural Difference between SMDs 
and Biological Products

The primary distinctions between biologics and SMDs 
are  size, how they are produced, and structural complexity. 
Compared to the typical molecular weight (MW) of a few 
kilodaltons to 1000 kDa (i.e., IgM mAbs), the MW of an 
SMD is typically less than 1 kDa (20–100 atoms). Biologics 
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are commonly generated from bacteria, yeast, insects, plants, 
or mammalian cells engineered with the gene of interest, but 
they can also be purified from natural sources, while SMDs 
are usually synthesized. Besides the primary structure, 
therapeutic proteins have secondary, tertiary, and quaternary 
structures. Many structural properties influence the biological 
functionality of biologics, such as protein folding, denatur
ation, amino acid substitution, deamidation, N‐ and C‐terminal 
modifications, protein aggregation, oxidation, O/N‐linked 
glycosylation, truncation, phosphorylation, sulfation, 
PEGylation, carbamylation/carboxylation/acetylation, multi
mer dissociation, mismatched S─S bonds, truncation, fatty 
acylation, gamma‐carboxy glutamylation, formylation, and 
methylation. Structure modifications, for example, glycosyla
tion and pegylation, may change the PK characteristics.

25.2.2 Route of Administration and Absorption

The oral bioavailability of therapeutic proteins is negligible 
because of their size, polarity, and enzymatic degradation in 
the gastrointestinal (GI) tract. Thus, oral administration is an 
infeasible route for biologics that need to reach a certain level 
of systemic exposure for efficacy. However, oral administration 
can be a useful route for treating GI diseases. Linaclotide, a 
peptide with 14 amino acids (aa) (MW: 1.5 kDa) is an oral 
drug for irritable bowel syndrome with constipation and 
chronic idiopathic constipation [1]. Linaclotide and its active 
metabolite activate guanylate cyclase‐C and act locally on the 
luminal surface of the intestinal epithelium.

Due to poor oral bioavailability, biologics are usually 
delivered by parenteral administration, such as intravenous 
(IV), subcutaneous (SC), or intramuscular (IM) injections. 
Following SC or IM injection, the absorption is slow with a 
longer time‐to‐peak concentration (T

max
) compared to the 

SMD. Based on the public data for approved Biologics 
License Applications (BLAs) by the U.S. Food and Drug 
Administration (FDA), the T

max
 of 12 approved mAbs or 

fusion proteins administered by the SC route ranges from 2 to 
14 days. The corresponding bioavailability ranges from 50% 
to 80%. The slow absorption is partially explained by the slow 
lymphatic uptake determined by the limited lymph flow rate 
with the maximum flow rate of 1–2 mL/kg/h in the thoracic 
duct [2]. In comparison, oral dosing is the most common dos
ing route for SMDs with T

max
 in the order of hours.

25.2.3 Distribution

MW is the key determinant of distribution of bio
logics. Compared with mAbs, smaller proteins have faster 
absorption rate and more extensive distribution into tissues. 
For instance, the steady‐state volume of distribution (V

ss
) 

of  adalimumab (Humira, MW: ~148 kDa) and abatacept 
(Orencia, MW: ~92 kDa) are 4.7–6.0 L and approximately 
6.3 L, respectively. In comparison, the V

ss
 value of anakinra 

(MW: 17 kDa) is approximately 10 L [3]. This value is 
greater than blood volume suggesting tissue penetration. 
Generally, biologics have smaller V

ss
 than SMDs. Most of 

the SMDs can readily penetrate cell membrane by passive 
permeation or carrier‐mediated mechanisms. In addition, 
SMDs with lipophilic property are usually not confined to 
the vascular space either. They exhibit a much larger apparent 
volume of distribution. For example, theophylline and ethanol 
have volumes of distributions equivalent to approximately 
30 L total body water.

25.2.4 Metabolism and Elimination

SMDs are primarily cleared either through hepatic 
 metabolism or through renal/biliary excretion. Similarly, the 
 biologics with an MW of less than 69 kDa are mainly cleared 
by renal excretion. Therefore, like renally cleared SMDs, the 
clearance of these biologics can be compromised in patients 
with renal impairment [4].

25.2.4.1 Therapeutic mAb mAbs are distinguished 
by their large molecular size (MW: ~150 kDa), thousands of 
amino acids, and complex structure. They bind both specifi
cally and nonspecifically to the targets. It is known that 
mAbs use specific binding domains located in the variable 
region to bind a target (e.g., soluble antigen/ligand or 
receptor). They can also bind nonspecifically to neonatal Fc 
receptor (FcRn) and Fcγ receptors through binding domains 
located in the Fc region. These binding characteristics lead 
to unique distribution and elimination behavior of mAb as 
opposed to SMDs or peptides.

25.2.5 mAb Distribution

mAbs have limited distribution, owing to their large size, 
surface charge, and target binding. Typical central com
partment volume of distribution (V

c
) of a mAb derived from 

a two‐compartment PK model is approximately 2–4 L, 
which is similar to the total plasma volume.

Even though the volumes of distribution of mAbs 
are  relatively small, the mAbs are able to penetrate into 
peripheral tissues by paracellular and/or transcellular 
movement [5]. The paracellular movement of mAb is via 
convective transport instead of passive diffusion often seen 
for SMDs [6]. The rate of distribution by convection is deter
mined by the rate of fluid movement from blood to tissue, 
the size and morphology of the paracellular pores in the 
vascular endothelium, and the size, shape, and charge of the 
mAb. A unique way of mAb penetration into cellular space 
is via transcellular trafficking. It consists of three types of 
translocations: (i) fluid‐phase pinocytosis (i.e., mAb taken 
up from the surrounding fluid space in the vessel wall 
by  endothelial cells), (ii) receptor‐mediated endocytosis 
(mainly via Fcγ receptor binding or through binding to cell 
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surface antigens), and (iii) phagocytosis. Fluid‐phase pino
cytosis is the main pathway for mAbs entering endothelial 
cells. After endothelial cell entry, the FcRn recycling 
pathway participates in the transcytosis step, in which mAbs 
can be bidirectionally transported to either the interstitial 
spaces or the vascular space [7–9]. The tissue distribution of 
mAbs may be heterogeneous because the tight binding bet
ween the mAb and its target prohibits deeper penetration, 
which is typically called antigen barrier [10–13].

25.2.6 Catabolism and Elimination

mAbs are eliminated mainly via intracellular lysosomal pro
teolytic degradation that occurs throughout the entire body. 
One exception is IgA‐based antibodies, which are mainly 
eliminated by biliary secretion [14]. More than half of the 
mAbs on the market exhibit nonlinear PK. The apparent 
linear elimination component is mainly attributable to Fc‐
receptor‐mediated clearance while the nonlinear elimination is 
attributable to the target‐mediated drug disposition (TMDD). 
Fc‐mediated elimination is a nonspecific elimination pathway 
for both endogenous IgGs and exogenous therapeutic IgG 
mAbs involving either FcRn or Fcγ receptors.

In the absence of TMDD, most of the IgG‐based mAbs 
(i.e., IgG1, IgG2, and IgG4) exhibit long half‐lives 
(~3–4 weeks in human). This is primarily due to FcRn‐
mediated antibody recycling, which salvages the IgG from 
proteolytic degradation. Under acidic conditions, IgGs 
entering the endosome via fluid‐phase pinocytosis bind to 
the FcRn receptor and will not be transferred for lysosomal 
degradation, unlike the unbound antibodies [15, 16]. Fcγ 
receptors are responsible for clearing soluble mAb‐antigen 
immune complexes or cells opsonized by the mAb [17]. 
However, the exact mechanism of action of Fcγ receptors in 
antibody clearance is not fully understood.

25.2.7 Other Biologics

25.2.7.1 Peptides Unlike mAbs that are among the larg
est biologics, peptides have smaller sizes. There are a few 
different definitions of peptides. Sato et al. [18] and Latham 
[19] define peptide as polymers of less than 50 aa with an 
MW of less than 10 kDa. U.S. FDA guidance defines peptide 
as less than 40 aa [3]. Because the size of the  peptides range 
from small (<1000 Da) to large (between 1000 and 
10,000 Da), they have diverse PK characteristics as a class 
[20]. Oral absorption of peptides is usually low, although it 
can be improved by various methods such as modifying the 
aa backbone and the use of permeation enhancers. The 
 distribution is often limited to the  extracellular space with a 
V

ss
 of 15 L. Similar to mAbs, renal or biliary excretion is 

 usually negligible for peptides. Although a  peptide can be 
filtered through glomeruli, it goes through rapid proteolytic 
hydrolysis in the proximal tubule cells resulting in a short 

half‐life (<10 min). Hepatic metabolism in general is a minor 
route of elimination with the exception of some small 
 peptides. Peptides are subject to TMDD.

25.3 CRITICAL ROLE OF CLINICAL 
PHARMACOLOGY AND RELATED REGULATORY 
GUIDANCE FOR BIOLOGICS DEVELOPMENT

25.3.1 First‐in‐Human (FIH) Dose Determination 
and Study Design

Based on both the FDA guidance and the European 
Medicines Agency (EMA) guidelines, the starting dose for 
an FIH study is a dose that should not result in pharmacolog
ical or toxicological effects. As a result, the traditional 
method in determining the FIH dose for new molecular 
entities is the no observed adverse effect level (NOAEL) 
approach and to a lesser extent the no observed effect level 
(NOEL) approach. The NOAEL approach normally includes 
three steps that are the same for SMDs and biologics. The 
first step is the determination of a NOAEL dose in the most 
sensitive or clinically relevant nonclinical species. The sec
ond step is to convert the animal NOAEL dose to a human 
equivalent dose (HED) by applying a body surface area 
conversion factor. The third step is to determine the maximum 
recommended starting dose (MRSD).

For SMDs, MRSD is calculated by adjusting the HED with 
a safety factor (MRSD = HED × safety factor). The default 
value for the safety factor is 1/10th the HED but it may be 
adjusted upward or downward with sound justification. Unlike 
SMDs, the NOAEL‐to‐HED conversion step is not needed to 
calculate MRSD for biologics since usually the only relevant 
nonclinical animal species is nonhuman primates. To  calculate 
MRSD for biologics, the safety factor can be directly applied 
to the body weight (BW) ‐normalized NOAEL dose.

Additional considerations for determining an MRSD are 
sometimes taken into account under special circumstances. 
For example, when cross‐reactivity between human and 
animal models cannot be established for the biologics in 
development, especially for mAbs, a surrogate antibody may 
be used for animal study since a toxicology study in chim
panzees, the most relevant animal model, is prohibited. 
Furthermore, an MRSD derived from an animal NOAEL 
approach may not be reliable because of potential differ
ences in target/antigen binding, distribution, and capacity 
between human and animals. Therefore, all potential factors 
leading to changes in PK exposure, efficacy, and safety 
responses should be taken into account when extrapolating a 
dose from animals to human.

The widely used technique for human PK predictions is 
allometric scaling. TMDD modeling and physiologically 
based pharmacokinetic (PBPK) modeling have also been 
used for such purpose, but to a lesser extent especially for 
regulatory submissions.
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The EMA has proposed the minimum anticipated 
biological effect level (MABEL) approach for FIH dose 
selection. The MABEL approach is mainly for high risk 
 biologics with agonist‐like effects, such as biologics with 
cellular targets that activate downstream intracellular path
ways and trigger cytokine release. The determination of a 
human MABEL dose depends on PK/PD relationships. Such 
relationships can be based on in vitro and/or in vivo studies 
involving human cells or animal species. The differences 
between animals and humans in systemic exposure, target‐
binding affinity, and PD potency should all be taken into 
consideration [21]. One of the examples of using the 
MABEL approach for FIH dose determination is for an anti
body that targets a blood cell surface receptor [22]. Generally 
speaking, a dose derived from MABEL is more conservative 
than that from NOAEL and is normally one or more than 1 
order of magnitude lower. If necessary, MRSDs determined 
from the NOEL, the pharmacologically active dose (PAD), 
and/or the MABEL approaches can be evaluated against the 
MRSD dose determined from the NOAEL to make the final 
FIH recommendation.

25.3.2 Critical Considerations from a Standpoint of 
Clinical Pharmacology in Biologics Development

The U.S. FDA and the EMA have developed several guide
lines to regulate biologics development [23, 24]. The current 
development strategies and regulatory guidance are evolving 
and subject to change with advancements in both technology 
and regulatory sciences. During the clinical development of 
biologics, general aspects from a clinical pharmacology 
 perspective as shown by Table 25.1 should be considered. 
Assay development for PK and immunogenicity assays is 
out of the scope of this chapter.

Clinical pharmacology considerations for biologics are 
depicted in Figure 25.1. Ultimately, it is the size of the bio

logics that distinguishes the clinical development plan for 
biologics and SMDs. The inherent characteristics of mAbs, 
such as specific functions associated with their FcRn, FcγR, 
and C1Q domains, differentiate them from other therapeutic 
proteins in many respects, such as PK, PD, and pharmaco
logical functions. Consequently, special considerations 
should be given to each individual biological product based 
on its own characteristics.

25.3.2.1 Evaluation of Drug–Drug Interactions (DDI) 
for Biologics Like SMDs, biological products can have 
potentials of drug–drug interaction (DDI). For instance, a 
DDI between a biological product modulating cytokines and 
an SMD has been reported. However, the reported  magnitudes 
of interaction are mostly mild and less common than those 
for SMDs, owing to the difference in drug elimination mech
anisms. Cytokine‐mediated changes in drug‐metabolizing 
enzymes are the most well‐documented therapeutic DDI 
mechanisms for biologics. Because of a lack of predictive 
in  vitro and preclinical animal models for DDIs, clinical 
study is usually the approach for biologic DDI assessment. 
Clinical investigations on biologics as a victim drug include 
the impact of altered target protein levels by the concomitant 
medication on the clearance of therapeutic proteins, the dis
placement of therapeutic proteins from binding proteins, and 
the modulation of Fcγ receptor expression. When designing 
a DDI study for biologics, one should consider factors such 
as patient population, disease status, concomitant medications, 
elimination mechanisms of a therapeutic protein, and effect 
of biologics on cytochrome P450 (CYP) activities. While the 
crossover study design is the most often used approach for 
SMD DDI assessment, it may not be a feasible approach for 
most biologics due to their long half‐lives and/or propensity 
of developing immune response. Even for evaluating the 
effect of biologics on PK of SMDs, a sequential study design 
(an  SMD administered in Period 1 or Lead‐in phase of a 

TABLE 25.1 General Considerations of Clinical Pharmacology Development

General Clinical Pharmacology
1. Single (and multiple) dose PK and dose proportionality, identify potential PD endpoints, characterize immunogenicity, and capture 

large cardiac safety signals.
2. The analytical method validation used to determine the concentrations.
3. Evaluation of impact of immunogenicity on PK, PD, safety, and efficacy of the biological product.
4. Assay validations that will be used for the detection of antiproduct antibodies (APAs). The qualification results should include data 

demonstrating that the assay is specific, sensitive, and reproducible and should include information on the sensitivity of the assay to 
product interference. The validated assay should be capable of sensitively detecting APA responses in the presence of biologic levels 
that are expected to be present at the time of patient sampling. An assay should also be developed that is able to delineate neutralizing 
APA responses. Store patient samples under appropriate storage conditions until an assay(s) is been developed.

5. The potential for a pharmacokinetic interaction between the biologics and the approved drug/combination therapy will need to be 
evaluated during the development of this combination therapy.

Pharmacometrics
1. Conduct population PK analysis to evaluate the effect of intrinsic and extrinsic factors on the PK of the biological product in humans.
2. Explore the exposure–response relationships for the proposed product for measures of both effectiveness and safety.
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Phase II or III study, SMD + biologics administered in Period 
2 or Day 1 of a Phase II or III study) is often used to avoid 
long washout period for biologics. In addition, DDI 
assessment for biologics is often conducted in patients 
instead of healthy subjects. This is mainly due to: (i) poten
tial difference in PK and PD between patients and healthy 
subjects; (ii) DDI may not be direct and target biology and 
disease status often served as mediator for DDIs of bio
logics; (iii) toxicities of the biologics and SMDs especially 
for oncology compounds that prohibit evaluation of DDI in 
healthy subjects; and (iv) immunogenicity issues. All these 
factors make it difficult to conduct dedicated DDI assessment 
for biologics. Alternatively, population PK method can be 
used for confirmatory DDI assessment [26]. Population PK 
approach allows less intensive PK sampling in patients, 
incorporating DDI assessment in Phase II/III trials, and inte
grating data generated across multiple studies during differ
ent development phases. DDI findings identified by 
population PK approach have already been exemplified in 
current labels (e.g., pregabalin, pramipexole, tocilizumab 
(TCZ), sildenafil, and cilostazol). It should be noted that bio
logics and SMDs share the same principles in terms of the 

DDI data analysis method and labeling language regarding 
dosing and DDI potential [27]. Figure  25.2 shows the 
decision tree and steps involved in DDI evaluations of 
biologics.

25.3.2.2 QT
c
 Prolongation by Biologics The QT interval 

measures the time from the start of the Q wave to the end of 
the T wave in a heart’s electrical cycle. QT

c
 represents the 

QT  interval corrected for heart rate (RR interval) because 
QT interval is heart rate dependent. In general, ICH‐14 
guidance currently only recommends a thorough QT (TQT) 
study be conducted for SMDs with systemic bioavailability. 
In oncology, alternative proposals to the “TQT” study may 
be appropriate with adequate safety monitoring. Based on 
the FDA’s in‐house, retrospective review on QT evaluation 
on 14 mAbs, it appears that mAbs are not likely to cause 
QT prolongation at doses being studied (unpublished data). 
In the published literature domain, there are many publica
tions on TQT study results for mAbs. For TCZ, the TQT 
results following single‐dose administration at therapeutic 
and supratherapeutic doses in healthy subjects showed no 
QT

c
 interval change from  time‐matched baseline at all the 

FIGURE 25.1 Grand view of clinical pharmacology aspects for biologics development and their origins. Common clinical pharmacology 
considerations are shown in the unshaded area. Typical PK, PD, physiological, and pharmacological properties of biologics are shown in the 
third layer of the shaded area. Biochemical structural properties are shown in the second shaded layer. The two common classes of biologics, 
antibody drugs and other therapeutic proteins (TPs), are shown in the inner layer. The broken circle highlights the features common to all TPs. 
TP, therapeutic protein; DDI, drug–drug interaction; CDC, complement dependent cytotoxicity; ADCC, antibody dependent cellular cytotox
icity; SS, steady state; TQT, thorough QT prolongation; GFR, glomerular; GI, gastrointestinal; ROA, route of administration; IM, intramus
cular; and SC, subcutaneous. (Adapted from Zhao et al. [25].)
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time points and the associated upper bound of the one‐sided 
95% confidence limit was below threshold (10 ms) [29]. 
Since mAbs have shown low potential for QT prolongation, 
a TQT study is not required. However, extensive ECG mon
itoring (e.g., triplicate ECGs, frequent measures around T

max
, 

and predose) should be undertaken in the early phase of 
clinical development to monitor cardiac safety and to con
firm the need of a TQT study because off‐target cardiac 
effects remain in question. Exposure–response  analysis for 
QT

c
 change can be conducted early in the development 

phase to estimate the degree of QT prolongation [30]. 
Particular attention should be paid to smaller size of the bio
logics (<5 kDa), biologics with heart and/or vasculature tar
gets or targets with the same nature, antibody–drug 
conjugates (ADCs), and biologics with positive nonclinical 
cardio vascular safety signals. A TQT study may be needed 
on a case‐by‐case basis, depending on the information 
gained from the ongoing clinical development.

25.3.2.3 Immunogenicity Assessment and Risk 
Mitigation Another distinction between SMDs and bio
logics is that biologics can be immunogenic. Owing to the size 
of biologics and the human body’s mechanisms for protecting 
against foreign invasion, biologics have the potential for 
immunogenicity by inducing antiproduct antibodies (APAs). 
The formation of APA against the corresponding biologic or 
immune complexes that trigger proteolytic elimination in 
the  reticuloendothelial system (RES) will cause increased 
clearance of a biologic. Infliximab, a  chimeric IgG1κ mAb 
(composed of human constant and murine variable regions) 
specific for human TNF‐α, was cleared more rapidly 
in patients who developed HACAs (human antichimeric anti
bodies) [31]. A decreased trough concentration with increasing 
immunogenicity was also reported for golimumab, a human 
IgG1κ mAb specific for human TNF‐α. In contrast to the 
notion that immunogenicity always increases drug clearance, 
changes in the elimination rate due to immunogenicity may be 
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FIGURE 25.2 Decision tree for DDI study for biologics proposed by Huang et al. TP, therapeutic protein; D, small‐molecule drug; TP → D, 
an evaluation of the effect of TP on D; D → TP, an evaluation of the effect of D on TP; broken lines, the limited use of in vitro studies for 
informing in vivo study design or labeling; CYP, cytochrome P450. (Chirmule et al. [28]. Reproduced with permission of AAPS J.)
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bidirectional. For example, an immune complex that does not 
trigger  proteolytic elimination in the RES may slow down 
drug elimination by serving as a depot for the therapeutic 
 proteins. This has been observed quite often for cytokines and 
hormones [32].

The degree of humanization, route of administration, 
duration of therapy, and dose level can also impact immuno
genicity. The incidence of immunogenicity is negatively 
 correlated with the degree of humanization of mAbs [33]. 
In the case of tositumomab, a murine antibody, the incidence 
of developing HAMA (human antimouse antibody) seropos
itivity was 70% in patients with low grade non‐Hodgkin’s 
lymphoma [34]. In comparison, the reported incidence of 
immunogenicity for fully human, humanized, and chimeric 
mAbs ranged from less than 1% to approximately 10% [6]. 
The incidence of immunogenicity is positively correlated 
with the duration of therapy and the reintroduction of drugs 
[34, 35]. It has also been reported that immunogenicity is 
negatively related to the dose [6]. However, a conclusion 
regarding the relationship between immunogenicity and 
dose could not be reached. The potential to develop APA 
could be higher following SC or IM administration than IV 
administration because phagocytes and natural killer (NK) 
cells, which are responsible for the initial, innate immune 
response, are found under the skin and in the mucosal 
 epithelia [17].

The major consequences of immunogenicity include loss 
of efficacy and serious adverse events. The loss of efficacy 
may be a result of neutralizing APA blocking the effect of a 
biological product on its intended target. The safety events 
can originate from an intensified general immune response 
or cross‐reactivity of APA with endogenous substances that 
are critical for maintaining physiological function. APA may 
alter PK profile of a biological product and result in change 
in its exposure–response relationships for efficacy and 
safety. Alteration in PK of biologics is one of the early indi
cations of APA formation and a surrogate for later changes 
in efficacy and safety.

Measuring and predicting the effect of immunogenicity 
of a specific product is challenging. It depends on how the 
diseases change the immune response, characteristics of 
the product, and individual patient’s genetic background 
and immune status. Challenges in developing a validated 
bioanalytical method for measuring APA add another layer 
of difficulties in quantifying the magnitude of immunoge
nicity. Therefore, it is important to look at the totality of the 
data from PK, APA, PD, and efficacy/toxicity study when 
evaluating the impact of immunogenicity [36]. When 
 analyzing the impact of immunogenicity on PK/PD, one 
should consider the different dosing schedules and sam
pling schedules, bioanalytical methods used for detecting 
APA, differentiating APA responses by concentrations, and 
assessing PK profiles through cross‐sectional analysis of 
PK data [28].

In the past few years, population PK approach has been 
applied to quantitative evaluation on the effect of APA on 
PK. Statistical and mathematical PK/APA models are devel
oped with the hypothesis that observed changes in PK of 
biologics reflect the time course and magnitude of APA gen
eration [37, 38]. By comparing PK data in the presence or 
absence/very low incidence of APA, the effect of immunoge
nicity can be confirmed.

During the development of a biological product, a risk 
mitigation strategy for potential immunogenicity‐related 
adverse events should be developed and implemented in the 
early phases. The risk mitigation strategy may be allowed to 
evolve at different stages of drug development as the under
standing of the risk factors for immunogenicity and the 
degree of its impact on drug safety and efficacy improves. 
A typical mitigation plan is formulated by considering the 
protein structure (e.g., its similarity to endogenous sub
stances), the manufacturing process, and the target population. 
It normally includes a bioanalytical assay strategy for both 
nonclinical and clinical samples, a titer testing approach to 
identify the types of APA responses, a medical treatment 
plan for potential immunogenicity‐related safety events 
(e.g., coadministration of methotrexate with the biologics 
presenting significant immunogenicity issues [31]), and 
appropriate study‐stopping criteria.

25.3.2.4 Specific Populations

Pediatrics The clinical program in the pediatric population 
is the same for both biologics and SMDs. The principle that 
underlies current regulatory guidance for pediatric studies is 
to minimize the trial burden in the pediatric population [39]. 
For example, the relative bioavailability of pediatric oral 
formulations compared to adult oral formulations should be 
evaluated in the adult population for an SMD.

To conduct a pediatric PK study, the use of population 
PKs and sparse sampling based on the optimal sampling 
theory is recommended. For biologics that exhibit  nonlinear 
PKs in adults, such as a result of TMDD, a steady‐state 
study in the pediatric population is normally needed. Based 
on  similarities in disease progression and the exposure–
response between children and adults, a different clinical 
development plan is needed. In the event of a different dis
ease progression pattern for pediatrics, it is expected that 
both safety and efficacy trials will be carried out in the 
pediatric population (Figure  25.3). The volume of blood 
drawn should be minimized [41]. If a pediatric study is 
needed, current recommendations include the use of the 
patient population instead of healthy subjects, body‐size‐
based dosing (i.e., BW‐ or body surface area (BSA)‐based 
dosing even if fixed dosing is used for adults), conservative 
dosing in anticipation of potential differences in PK param
eters, and the use of a formulation and vial strength suit
able for the pediatric population [42]. One example is the 
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development of TCZ for systemic juvenile idiopathic 
arthritis (sJIA). TCZ 4 mg/kg IV every 4 weeks followed by 
an increase to 8 mg/kg every 4 weeks was first approved for 
adult patients with rheumatoid arthritis [43]. The dose 
 finding for patients with sJIA employed population PK 
modeling and simulation [44, 45]. TCZ 8 mg/kg IV every 
2 weeks for sJIA patients was first tested in Japanese 
patients. The results showed that patients with lower BW 
had lower systemic exposures. The proportion of patients 
reaching American College of Rheumatology (ACR) 50 
and ACR 70 responses was also lower in these patients. In 
order to achieve uniform exposure across the entire BW 
range, a population PK modeling and simulation was per
formed using pooled PK data from the Japanese patients. 
The post hoc estimates of systemic exposures of TCZ using 
final population PK model predicted that the 12‐mg/kg 
dose in patients less than 30 kg would yield systemic expo
sures of TCZ similar to the patients with a BW of ≥30 kg 
receiving 8 mg/kg IV. The prediction was then confirmed in 
a pivotal study. TCZ 12 mg/kg IV for patients less than 

30 kg and 8 mg/kg IV for patients ≥30 kg every 2 weeks 
were therefore approved for the treatment of sJIA in 
patients 2 years or older.

Renal Impairment Dedicated renal impairment study is not 
required for mAb drugs and can be evaluated in population 
PK analysis when a sufficient number of patients are 
included in the dataset. However, a dedicated study may not 
be waived for biologics with smaller size. The effect of renal 
impairment on the exposure of therapeutic proteins with an 
MW of less than 69 kDa is inconsistent across different 
proteins. Renal impairment has been shown to potentially 
increase the exposure to the cytokines or cytokine modulators 
with an MW of less than 69 kDa. The examples include 
anakinra and oprelvekin. A dose reduction is required for 
these therapeutic proteins in patients with severe renal 
impairment.

For Kineret [46], a nonglycosylated form of the human 
interleukin‐1 receptor antagonist with an MW of 17 kDa, a 
renal impairment study revealed that its plasma clearance 
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was incrementally reduced in patients with mild, moderate, 
or severe renal impairment. For PEGINTRON [47], a 
PEGylated interferon alfa‐2b with an MW of 31 kDa, a renal 
impairment study indicated that its clearance decreased by 
17%  and 44% in patients with moderate or severe renal 
impairment, respectively. Thus, dose reductions were recom
mended for both Kineret and PEGINTRON in patients with 
renal impairment. However, the degree of exposure changes 
for biologics with an MW of less than 69 kDa in patients with 
renal impairment may not lead to dose adjustment. For 
example, for ranibizumab, a recombinant humanized IgG1 
kappa isotype mAb fragment with an MW of 48 kDa, the 
exposure change caused by renal impairment is not consid
ered clinically significant [48].

Dedicated renal impairment study to evaluate the impact 
of renal impairment on PK is recommended for small pro
teins (<69 kDa) with presumed or known renal clearance as 
the dominant excretion pathway, similar to the approach 
undertaken for SMDs.

Hepatic Impairment Similar to the strategy for assessing 
the impact of renal impairment on PK, hepatic impairment 
study is not required for mAb drugs and can be evaluated in 
population PK analysis if a sufficient number of patients are 
included in the dataset. The effect of hepatic impairment on 
the exposure to biologics can be minimal. There have been 
very few reports of specific studies investigating the impact 
of hepatic impairment on the PK of  biologics. Although a 
dedicated study to evaluate hepatic clearance in patients 
with impaired hepatic function is normally not required for 
biologics, the impact of hepatic impairment may be 
evaluated on a case‐by‐case basis. For smaller size of the 
biologics, for example, small peptide drugs, hepatic 
metabolism becomes more important. Dipeptide bortezomib 
(MW: 384.24 Da) undergoes extensive hepatic metabolism 
mainly by CYP 3A4, 2C19, and 1A2 [49]. In the case of 
teduglutide (MW: 3752 Da, 33 aa), a 15% difference in 
AUClast was observed between the patients with moderate 
hepatic impairment and healthy subjects in a dedicated 
hepatic impairment study [50]. For ADCs, the drug (small 
molecule) released from the antibody is subjected to hepatic 
metabolism. Mylotarg is a cytotoxic antitumor antibiotic 
(calicheamicin) linked to a recombinant humanized IgG4 
kappa antibody for targeted delivery. The metabolism of 
Mylotarg has been investigated in human liver microsomes, 
human liver cytosol, and human leukemia cells. After in 
vitro incubation with Mylotarg, a total of 11 metabolites 
were found because of the metabolism of calicheamicin. 
As a result, Mylotarg product label notes that “extra caution 
should be taken when administering Mylotarg in patients 
with hepatic impairment” [51].

Geriatrics Reports on clinical pharmacology studies of 
biologics in elderly subjects have been scarce. However, there 

are examples where age has an effect on PK parameters of 
certain biologics. For instance, canakinumab, an IgG1‐based 
antibody drug, has been found to have a slightly reduced 
absorption rate, but not a reduced overall drug exposure, in the 
elderly [52]. Levemir, a recombinant long‐acting basal insulin 
with an MW of approximately 6 kDa, shows a higher exposure 
in the elderly than in younger subjects but no difference in 
overall safety or effectiveness [1]. Under most circumstances, 
age effect is evaluated as a covariate (e.g., for panitumumab) 
in their corresponding population PK models.

Race and Sex The effect of race or sex on the exposure of 
biologics is often insignificant after the difference in BW has 
been taken into account. Race and sex effects have often been 
investigated as covariates on PK parameters using population 
PK modeling. For example, age was found not to be a significant 
covariate on PK parameters for panitumumab and natalizumab. 
Definitive statements regarding the effect of race or sex on drug 
exposure are rarely found in biological product labels. However, 
pharmaceutical sponsors may wish to facilitate quick entry to 
other ethnic regions and cross the regulatory barriers early by 
conducting bridging studies to investigate potential differences 
in drug exposure in different ethnic groups.

25.4 MODEL‐BASED DRUG DEVELOPMENT 
FOR BIOLOGICS

Population PK and PK/PD‐clinical response models play a 
central role in dosing regimen determination. There are differ
ent types of models, such as mechanism‐based models, phys
iologically based models, empirical models, semiempirical 
models, and meta‐analysis for biologics of similar molecular 
structure and the same target. All of these models can be used 
to analyze different types of relationships, such as exposure–
biomarker, exposure–response, and biomarker–response 
relationships. Empirical exposure–response models have 
gained popularity mainly because of their practicality and 
convenience, as many of the downstream actions after a drug 
binds to its target remain unknown. In this regard, empirical 
exposure–response models used for SMDs can be directly 
applied to characterize the drug effects of biologics. It should 
be noted that predictive empirical models, as well as all other 
types of models, rely on the availability of sufficient high 
quality data, which calls for well‐designed studies with pro
spectively defined PK, PD, and clinical response endpoints. 
Another modeling tool that has been increasingly used is 
meta‐analysis. Meta‐analysis synthesizes reported clinical 
data from drugs in the same class to enrich the information 
for the dose/exposure response of the drug candidate in 
development [53–56] and also provides a benchmark for 
comparison purposes. Simultaneous modeling of exposure–
PD response, PD response–clinical response, and exposure/
PD response–clinical response has been considered an ideal 
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approach for dosing regimen justification. However, the data 
requirements, the difficulty in identifying measurable bio
markers, and the lack of a relationship between PD response 
and clinical response have limited the application of PK/PD‐
clinical response models in certain therapeutic areas.

With an exposure–response analysis for efficacy identi
fied for biologics, careful examinations should be under
taken before moving forward with the results. It has been 
found in a few cases that mAb exposure was confounded 
with disease severity, which can be potentially explained by 
varying target capacity and TMDD. Therefore, patients who 
have low drug exposure may at the same time have high dis
ease severity and consequently less efficacy response. Under 
this circumstance, case–control analysis can be used to have 
a relatively more objective assessment of efficacy in the 
subgroup populations based on drug exposure.

25.4.1 Fixed Dosing versus Body  
Size‐Adjusted Dosing

Fixed dosing is the most common dosing approach for SMDs 
in adult patients. Fixed dosing regimen is favored for its ease of 
use. However, biologic products are often dosed based on body 
size, such as BW and BSA. Whether a drug should be admin
istered based on a patient’s body size mainly depends on the 
effect of the body size on the PK, PD, and the therapeutic index 
of the drug (Table 25.2). A good dosing strategy is to provide 
reduced interpatient variability in PK, sometimes in PD, 
while achieving optimized therapeutic outcomes. PK/PD or 
ER modeling plays a critical role in this matter.

Two retrospective studies evaluated the potential benefits 
of fixed dosing and body‐size‐based dosing by comparing 
the ability of each of the two approaches to reduce PK and/
or PD variability in adults for 30 biologics with published 
population PK and/or PD models [57, 58]. Of these 30 bio
logics, 12 were mAbs [57] and 18 were not mAbs (these 
included therapeutic proteins and peptides) [58]. At the 
population level, the intersubject variability in exposure 
(area under the curve (AUC) and C

max
) was examined in 

1000 subjects for both dosing approaches. At the individual 
level, the difference between the exposure of patients with 
extreme body sizes and the typical exposure following both 
approaches was compared. The results, as illustrated by a 
representative plot (Figure 25.4), show that the two dosing 
approaches perform similarly across the biologics investi
gated, with fixed dosing being better for some biologics and 
body‐size‐based dosing being better for the others. Based on 
these findings, fixed dosing can be used for FIH adult studies 
because it offers advantages including the ease of prepara
tion, lesser costs, and a reduced chance of dosing errors. 
When sufficient data become available, a full assessment of 
the body‐size effect on PK/PD should be conducted to deter
mine the dosing approach for Phase 3 trials.

25.4.2 Mechanism‐ and Physiologically Based 
Models for mAbs

Mechanism‐based models aim to mathematically charac
terize the underlying biological and pharmacological 
processes. This type of model has been applied to describe 

TABLE 25.2 Selected Therapeutic Peptides and Proteins and Their Dosing Approaches for Adult Patients

Generic Name Brand Name Approval Date MW (Da) Type Target Dosing Approach

Abatacept Orencia 2005 92,300 Fusion protein CD80/CD86 mg/kg
Daptomycin Cubicin 2004 1,620 Peptide LTA synthesis mg/kg
Darbepoetin alfa Aranesp 2001 37,100 Protein EpoR µg/kg
Degarelix Firmagon 2008 1,632 Peptide GnRHR mg
Emfilermin Discontinued 22,007 Protein LIFR µg/kg
Enfuvirtide Fuzeon 2003 4,492 Peptide gp41 mg
Erythropoietin alpha EPOGEN 1989 30,400 Protein EpoR Units/kg
Erythropoietin beta NeoRecormon 1993 30,000 Protein EpoR µg/kg
Etanercept Enbrel 1999 150,000 Fusion protein TNF mg
Hematide In development NRa Pegylated peptide EpoR mg/kg
Lanreotide autogel Somatuline 2007 1,096 Peptide IGF‐1 mg
Octreotide acetate Sandostatin 1988 1,019 Peptide SSTR2/5 µg
Onercept Discontinued 18,000 Fusion protein TNFR mg/kg
PEG interferon alpha‐2b PEG‐Intron A 2001 19,271 Protein IFNAR1/2 µg/kg
Plitidepsin Aplidin 2004 1,110 Peptide EGFR mg/m2

Recombinant Factor VIIa NovoSeven 1999 50,000 Protein TF µg/kg
rhGHa Norditropin 1987 22,000 Protein GH receptor mg/kg
u‐hFSHa Metrodin HP Discontinued 30,000 Protein FSH receptor IU

a EGFR, epidermal growth factor receptor; FSH, follicle‐stimulating hormone; GH, growth hormone; IGF, insulin‐like growth factor; LTA, lipoteichoic acid; 
NR, not reported; PEG, pegylation; rhGH, recombinant human growth hormone; TNFR, tumor necrosis factor receptor; and u‐hFSH, urinary human follicle 
stimulating hormone.
Chow et al. [26]. Reproduced with permission of J Clin Pharmacol.
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antibody drug disposition by incorporating target‐mediated 
binding and disposition, also known as target suppression or 
neutralization. Of note, receptor occupancy has been used as 
a measure of target neutralization for cell surface targets. 
The degree of target suppression or receptor occupancy has 
been used to estimate a clinically efficacious dose.

A PBPK model can also be used to understand the distri
bution of biologics in organs/tissues of interest in order to 
better establish the exposure/response relationship, with the 
notion that drug exposure in the blood stream may not reflect 
the exposure in the targeted tissues. With a good under
standing of human body dynamics and the associated 
physiological parameters, PBPK models can be developed 
by using a series of differential equations to describe drug 
kinetics in different organs. PBPK has been applied in drug 
development and regulation for SMDs [59–61]. Science in 
the application of the PBPK modeling for biologics is 
emerging but its clinical pharmacology application in the 
development of biologics is scarce.

A typical whole‐body PBPK approach models the whole 
human body as a closed circulatory system with intercon
necting compartments representing organs or specific 
 tissues, with organ‐ and tissue‐specific blood flow as the 
corresponding volume input to and output from the 
compartment. The arterial and venous blood connects most 
organs, whereas the flow from the GI tract, spleen, and pan
creas goes to the liver via the portal vein before it reaches 
the venous side. All of the blood that flows from various 
organs will converge at the lungs and then return to the 
blood compartment to complete a cycle. In a PBPK model, 

a flow balance is maintained by ensuring that the sum of 
input flow (i.e., blood + lymphatic flow) is equal to the sum 
of output flows for each compartment. A schematic chart of 
a PBPK model can be found in many publications [14, 62, 
63]. Major hurdles exist for the broader use of PBPK in bio
logic drug development, including consideration regarding 
FcRn binding, TMDD, and lymph physiology when building 
a PBPK model for biologics.[64, 65]. Refer Chapter 12 (by 
Yanguang Cao and William Jusko) in the current book for 
more insight about PBPK models in the development of 
therapeutic mAbs.

25.4.3 Utility of Meta‐Analysis

The meta‐analyses of approved drug dose (exposure)–
responses use available clinical information of approved 
mAbs to assist in the development of new mAbs with the 
same target. Parametric models can be built across all rele
vant trials to study disease progression, biomarker profile, 
magnitudes of efficacy, and safety responses. Therefore, a 
virtual head‐to‐head comparison of drug efficacy potencies 
or other profiles can be made to guide treatment regimen 
optimization, evaluate the presence of correlation between 
biomarker and clinical endpoints, and offer insight in 
designing better trials. Prominent meta‐analyses for SMDs 
in the past included modeling the effects of age, dosage, and 
duration of parathyroid hormone treatment on bone mineral 
density changes (15 trials) [66], evaluating potential corre
lations between low density lipoprotein cholesterol, non
high density lipoprotein cholesterol, and apolipoprotein 
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B  levels with the risk of cardiovascular events among 
patients treated with statin therapy (8 trials) [67], and mod
eling anticoagulants effect for venous thromboembolism 
prevention after hip/knee replacement (89 trials) [53]. 
Typically, the published data sources provided only study‐
level data that have been put into the public domain. 
However, constructing high quality data for meta‐analyses 
faces the challenge of publication bias, incomplete descrip
tion of trial design, potential auto‐correlation among 
response data within each study, and the appropriate incor
poration of patient‐level data if available [68].

The latest meta‐analysis performed for biologics used in 
treating rheumatoid arthritis was mainly based on the 
percentage of patients attaining ACR 20, 50, and 70 responses 
[56]. In this analysis, data were extracted from 50 randomized 
controlled trials encompassing 21,500 patients and 9 bio
logics with 5 mechanisms of action. The analysis revealed 
that all TNF inhibitors (anti‐TNFs) (i.e., golimumab, inflix
imab, adalimumab, etanercept, and certolizumab) would 
have similar dose–response relationships for ACR 20/50/70 
if differences in potency were accounted by normalizing 
the corresponding doses by IC

50
 values. However, dissimilar 

dose–response relationships were found between anti‐TNFs 
and other biologics, which may indicate their differences in 
efficacy that require different strategies for dose titration 
[56, 68–70]. Similar analyses have been conducted for anti‐
TNFs (i.e., infliximab, adalimumab, and etanercept) along 
with the IL‐1 inhibitor anakinra for the treatment of 
rheumatoid arthritis. A mixed‐effects logistic regression 
model that adjusted the log odds ratio for study‐level prog
nostic factors was used to compare both efficacy and safety 
[56, 68–70]. The analysis stated that the anti‐TNFs as a class 
were not different from each other in treatment effects and 
the apparent differences in the randomized trials among 
TNF‐α antagonists came as a result of difference in prog
nostic factors. A network meta‐analysis of randomized con
trolled trials of biologics (i.e., abatacept, adalimumab, 
anakinra, etanercept, infliximab, and rituximab) for 
rheumatoid arthritis based on Cochrane reviews was also 
conducted and an indirect comparison of the treatment 
effects among these biologics was made based on mixed‐
effects logistic regression [56, 68–70]. Because of differ
ences in study population characteristics among the trials, 
the findings must be interpreted with caution and longer 
comparative studies to provide data about the relative and 
absolute benefit and safety of biologics during various stages 
of rheumatoid arthritis (early, established, and late) were still 
needed to draw a definite conclusion.

The common considerations used to develop metadata 
parametric models are the differences in patient demographics, 
baseline disease status/biomarker quantity, study‐level covari
ates, concomitant medications, trial design characteristics, 
and variability structures. A logistic E

max
 model has been used 

for binary clinical outcomes.

Other forms of dose–response relationship can be used to 
describe a different mechanism of action. Similar models 
can be assumed for drugs with the same target or with the 
same mechanism of action. For sigmoidal E

max
 models, ED

50
 

is the dose required to achieve 50% of E
max

 and is drug 
specific. Linear models can be used on a case‐by‐case basis. 
Appropriate layers of error structures should be added if 
more than one clinical endpoint are considered for the same 
drug [6, 62].

25.4.4 Utility of Case–Control Analysis 
in Biologics Development

The utility of case–control analysis, which has been used 
to adjust for measured confounding factors in  observational 
studies, has recently been used in exposure–response 
analysis [71]. A case–control comparison was used to 
evaluate whether the proposed dosing regimen for trastu
zumab in patients with metastatic gastric cancer (mGC) 
was optimal. The main idea was to retrospectively create a 
virtually randomized study with respect to identified risk 
factors that on post hoc analysis for a subgroup population 
of interest.

For antibody drugs, exposure–response analysis can 
potentially overpredict the underlying exposure–efficacy 
response relationship. For anticancer therapies, it has caught 
the attention of pharmacometricians at FDA who were 
reviewing intriguing cases that patients on placebo treatment 
responded better than patients with low drug exposures on 
active treatment. Furthermore, it was observed that the 
exposure–response analysis showed unrealistic efficacy 
benefit between low and high exposure groups. These phe
nomena have been exemplified in two recent cases.

In the case of ado‐trastuzumab emtansine (Kadcyla), a 
human epidermal growth factor 2‐directed ADC consisting 
of trastuzumab linked to the small‐molecule emtansine [72], 
the current approved dose of 3.6 mg/kg IV every 3 weeks 
that was determined as the maximum tolerated dose (MTD) 
in the Phase 1 stage, was approved for patients with HER2‐
positive metastatic breast cancer. In the analysis of its Phase 
3 study results [73], Kaplan–Meier survival analysis strati
fied by the trough concentrations of Kadcyla revealed that 
patients on control treatment (lapatinib plus capecitabine) 
had longer median overall survival than patients with expo
sures in the lowest quartile (Q1) on Kadcyla add‐on treatment 
by 9 months (25.1 vs 16.1 months). The analysis also showed 
that, with increasing drug exposure, the median survival 
times for patients in Q1, Q2, and Q3 were 16.1, 26.5, and 
34.1 months, respectively, whereas the median survival time 
had not been reached for patients in Q4 at the time of report
ing. An increase of 18 months in median survival time from 
Q1 to Q3 group could reflect the potential for overprediction 
of drug efficacy if other confounding risk factors to drug 
exposure were not taken into account. Cox proportional 
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hazard model incorporating all the identified baseline risk 
factors for efficacy, such as HER2 extracellular domain, 
Eastern Cooperative Oncology Group performance score, 
measurable disease, and tumor burden, plus Kadcyla PK 
exposure suggested that there may be an opportunity to opti
mize Kadcyla dose in the patient subgroup with low T‐DM1 
exposure for improved efficacy with acceptable tolerability. 
Consequently, a postmarketing commitment study to further 
characterize the exposure–response for both efficacy and 
safety with respect to Kadcyla trough concentrations was 
requested [74].

Similarly, exposure–response analysis was applied to the 
data of trastuzumab for mGC. Trastuzumab was approved 
for metastatic HER2‐overexpressing gastric cancer with a 
fixed dosing regimen: 8 mg/kg IV as initial dose and 6 mg/
kg every 3 weeks as maintenance dose in combination with 
fluoropyrimidine and cisplatin. Based on the corresponding 
Phase III study results for approval, the median survival 
time for patients in the lowest exposure quartile group 
(referred to as Q1, T + FC) (FC, fragment crystallizable) 
was 7.7 months, which is approximately 4 months shorter 
than patients in the active control treatment arm and 
8 months shorter than the median survival time for the rest 
of the patients with higher trastuzumab exposures. Further 
analysis showed that certain baseline risk factors identi
fied  by Cox proportional hazard model, such as Eastern 
Cooperative Oncology Group performance score, prior sur
gery, number of metastatic sites, and percentage of the 
non‐Asian population, were not evenly distributed between 
Q1 and Q2–4 patients groups.

Case–control analysis was therefore applied to the trastu
zumab case to evaluate whether the identified risk factors 
can explain the better efficacy response for patients follow
ing active control treatment than patients in the Q1 group 
following the trastuzumab add‐on treatment. After exploring 
various propensity score‐matching methods and the weighted 
Mahalanobis metric method, Yang et al. [71] employed the 
weighted Mahalanobis metric method and patients receiving 
active control treatment were matched 1:1 to Q1 patients for 
five significant potential risk factors identified in a stepwise 
Cox model. After case matching, differences in patient base
line risk factors became balanced between active control and 
Q1 groups and the median survival times for these two 
patient groups became comparable, whereas it still showed a 
survival advantage for other exposure groups overactive 
control treatment after similar case‐matching procedures. 
Therefore, a lack of survival benefit in the low exposure sub
group indicated that the trastuzumab in the proposed add‐on 
dose did not generate additional benefit and was considered 
a safety concern. Subsequently, a postmarketing require
ment for a clinical study to evaluate the dose optimization 
for the subpopulation with lower trough concentrations fol
lowing Cycle 1 treatment and improve the survival benefit 
was issued [75].

Currently, the utility of case–control analysis has been 
applied to other cases in situations where drug exposure can 
be confounded by other risk factors. However, it may be 
arguable that some potential risk factors still remain elusive 
to the scientific community and thus not monitored in trials, 
and case–control analysis cannot substitute the actual 
randomized studies.

25.5 CONCLUSIONS

Biologics, including mAbs and other therapeutic proteins 
such as cytokines and growth hormones, have unique char
acteristics compared to SMDs. Their unique properties 
define their unique development pathways in terms of the 
determination of a starting dose for FIH studies, DDIs, QT

c
 

prolongation, immunogenicity, and studies in specific popu
lations, as summarized.

Quantitative methods, such as mechanism‐based PK, 
PBPK, PK/PD, and exposure–response models, offer great 
benefit for biologics development. With the advancement of 
new quantitative tools [76, 77], drug developers and 
researchers can gain powerful insight into designing the 
most effective therapeutic regimens.

25.6 DISCLAIMER

The views expressed in this chapter are those of the authors 
and do not reflect the official policy of the FDA. No official 
support or endorsement by the FDA is intended or should be 
inferred.
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26.1 INTRODUCTION

The treatment of cancer has seen substantial advances in the 
past decades, with the development of monoclonal antibodies 
(mAbs) and other targeted therapies improving efficacy and 
reducing the often severe toxicities seen with traditional chemo
therapeutic agents. Despite these positive developments, cancer 
remains a deadly disease and even these new treatments often 
just prolong the time to disease advancement and death. Breast 
cancer is one of the leading causes of death among women. 
In approximately 20% of breast cancers, the cell surface protein 
human epidermal growth factor receptor 2 (HER2) is overex
pressed, and this characteristic is associated with shortened 
survival. A humanized monoclonal immunoglobulin G1 (IgG1) 
antibody to HER2 (trastuzumab, Herceptin®) has shown sub
stantial efficacy in treating patients with HER2‐positive breast 
cancer and is now a mainstay of therapy in this disease. 
However, not all patients treated with trastuzumab will respond, 
and in a substantial fraction of those who do, their disease will 
eventually progress. In addition, while trastuzumab is generally 
well tolerated, to be maximally efficacious it is commonly 
combined with chemotherapy, which can cause substantial 
 toxicity. As such, new approaches for the treatment of HER2+ 
breast cancer and other cancers are needed.

Antibody–drug conjugates (ADCs) are a growing class of 
anticancer agents combining the targetting ability of an anti
body with the potency of a cytotoxic agent. ADCs are fre
quently described as highly complex owing to their having 

characteristics of both large and small molecule drugs [1]. 
This is certainly true and applies to not only the understanding 
of the behavior of these fascinating and promising molecules, 
but also to their development. Ado‐trastuzumab emtansine 
(Kadcyla®, or Trastuzumab‐DM1 (T‐DM1)) is currently 
approved for the treatment of HER2+ metastatic breast cancer 
[2] and in development for other HER2+  indications (Clinical 
Trials.gov, http:// clinicaltrials.gov/show/NCT01641939). 
T‐DM1 is composed of trastuzumab conjugated via a stable 
and noncleavable linker ((N‐maleimidomethyl)‐cyclohexane‐ 
1‐carboxylate, MCC) to the tubulin‐binding cytotoxic agent 
DM1 (Fig. 26.1). The development of T‐DM1 was initiated 
at a time when little precedent existed in the understanding 
of  the pharmacokinetic/pharmacodynamic (PK/PD) and 
absorption, distribution, metabolism, and excretion (ADME) 
behavior of ADCs and where the regulatory environment was 
(and to some degree still is) unclear. Over the course of several 
years of research and development, a large body of knowledge 
was created describing the PK/PD and ADME characteristics 
of T‐DM1 and other ADCs, which have formed the basis for a 
much stronger understanding of this class of molecules, and 
has guided drug developers and regulators on the key charac
teristics and behaviors necessary for the development of safe 
and effective molecules. In this case study, we will explore the 
PK/PD and ADME strategy and data for T‐DM1.

At the initiation of any drug development program, it is 
important to take into consideration the mechanism of 
action of the drug and optimize drug candidates with these 
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principles in mind, and ADCs are no exception. However, 
ADCs possess a comparatively complicated mechanism of 
action that is dependent on each of its components: antibody, 
linker, and cytotoxic drug. The mechanism of action of 
ADCs has been described in several excellent reviews [3–5]. 
Briefly, the ADC binds to the target on cancer cells via the 
highly specific complementarity‐determining regions of the 
antibody, which facilitates its internalization into the cell and 
trafficking to the endosome. The ADC can be recycled to the 
cell surface with its receptor or subsequently be degraded in 
the lysosome [6–9]. In the course of this degradation  process, 
the cytotoxic drug can be released either by cleavage of the 
linker attaching the drug to the antibody or by complete 
degradation of the antibody releasing the drug–linker–
amino acid complex [6, 9, 10]. The release of the cytotoxic 
moiety inside the cell allows binding of this molecule to its 
cellular target, thus causing cell death. With some consider
ations of this process, it becomes apparent that the ideal 
ADC is one that possesses the following features: (i) it is 
composed of an antibody against a highly abundant and 
 rapidly internalized target on tumor cells, (ii) it bears a 
highly potent cytotoxic drug to facilitate effective killing of 
the target cell, and (iii) it possesses a sufficiently stable 
linker that is either efficiently cleaved inside the lysosome or 
endosome or whose attachment to the cytotoxic drug does 
not affect the its potency. For T‐DM1, the first criterion was 
well validated. The clinical success of trastuzumab in 
HER2+ cancers had clearly demonstrated that this target is 
present on tumor cells in certain cancers, and extensive 
previous work has shown that HER2 is highly overexpressed 
in these tumors and exhibits a rapid internalization rate [11–
13]. The cytotoxic drug conjugated to trastuzumab to form 
T‐DM1, DM1, is a derivative of maytansine, an ansamitocin 
product of the microorganism Actinosynnema [14]. Maytan
sines are potent tubulin‐binding agents that act as antimi
totics by causing cells to arrest in the G2/M phase of the cell 
cycle [14]. In in vitro assays, DM1 is a highly potent cyto
toxin against tumor cells with an IC

50
 of 1–5 nM [13], and 

when conjugated to trastuzumab showed potent antitumor 
activity in vitro (IC

50
s of <5 nM in HER2‐expressing cells) 

and in vivo mouse models of HER2+ breast cancer [13, 15]. 
Conjugation of the drug to the antibody is typically achieved 
using chemical reactions between side chains of antibody 
amino acids and components of the linker. In the case of 
T‐  DM1, this is achieved by first conjugating N‐ 
succinimidyl‐4‐(N‐maleimidomethyl)‐cyclohexane‐1‐car
boxylate (SMCC) to side‐chain amines of lysine residues on 
trastuzumab, followed by the addition of DM1 forming a suc
cinimide thioether bond connecting these two components 
[16]. By controlling the chemical reaction process, only a 
fraction of more than 80 lysine residues on trastuzumab is 
conjugated. The average number of drugs per antibody (drug‐
to‐antibody ratio, DAR) is typically 3.5. However, there is 
considerable heterogeneity with the final product in both the 
number and location of conjugated DM1 molecules, with 
individual T‐DM1 molecules in the product having a DAR of 
0–8. This mixture can be described by a Poisson distribution, 
with the highest fraction of DARs in the 3–5 range [16, 17]. 
As it is conceivable that the number of cytotoxic drugs 
conjugated to T‐DM1 could affect its behavior, this heteroge
neity can complicate many aspects of the characterization 
and understanding of T‐DM1, sometimes making interpreta
tion of assays, PK, and efficacy difficult. A full discussion of 
this topic is outside the scope of this chapter, and interested 
readers are encouraged to see excellent publications on this 
topic [18–21]. The choice of linker (and drug) for T‐DM1 
was the result of a systematic evaluation of several options 
comparing PK, efficacy, and toxicity. In vitro, there was little 
difference in potency in HER2+ tumor cells between T‐DM1 
and other trastuzumab–maytansinoid conjugates [13]. 
However, comparisons of tolerability of T‐DM1, which uses 
the stable, nonreducible, thioether‐based linker, SMCC, with 
T‐SPP‐DM1, which used the less stable, reducible, disulfide 
linker SPP (N‐succinimidyl‐4‐(2‐pyridyldithio)pentanoate), 
clearly showed superior tolerability with the more stable 
SMCC linker, an observation attributed to less release of the 
cytotoxic drug in the systemic circulation and subsequently 
less toxicity. This hypothesis was supported by PK data for 
both conjugates showing that the PK of the  antibody compo
nents of the ADCs did not differ while the clearance of the 
ADC (a measure of the sum of the antibody clearance and 
loss of cytotoxic drug) clearly showed slower release of DM1 
from T‐DM1 compared with T‐SPP‐DM1. In  summary,  
T‐DM1 satisfies all the critical criteria for an effective ADC, 
combining the clinically validated antibody trastuzumab with 
the potent cytotoxic agent DM1 via the stable thioether linker 
SMCC.

26.2 IMPORTANCE OF ADME FOR ADCs

The ADME characteristics of xenobiotic agents are  important 
aspects of their understanding and development. For much of 
the recent history of small molecule development, the ADME 
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characteristics of drug candidates have been thoroughly 
studied and form an important body of work in any regulatory 
submission. Such work provides guidance on the rate and 
extent of absorption, which can guide drug selection, dosing 
regimens, and formulation development. Investigations into 
distribution help determine tissue uptake kinetics, assess 
potential for tissue accumulation, and can guide under
standing of efficacy and toxicity. Extensive investigation of 
the metabolism and excretion of small molecule drugs is 
conducted to provide critical information on the mechanisms 
and rates of formation and the identity of metabolites. 
Knowledge derived from these studies can, among other 
things, guide the understanding of drug toxicity related to 
metabolic products, inform the risk of interactions with other 
drugs, and help in the extrapolation of human PK. Over the 
years, a comprehensive set of regulatory guidelines have 
been developed to guide drug developers of new chemical 
entities (NCEs) in their ADME studies, with a number of 
specific requirements in place for both nonclinical and 
clinical ADME investigations during drug development. In 
addition, a large array of in vitro and in vivo methods and 
technologies has been developed to support the investigation 
of the ADME of small molecule drugs.

For biotherapeutic drugs such as antibodies, the current 
understanding of their ADME properties is less welldeveloped. 
In many instances, the biotherapeutic is either identical to 
(e.g., erythropoietin or insulin) or is highly similar to (e.g., 
mAbs) an endogenous protein. As such, it has been assumed 
that these molecules will have ADME properties similar to 
their endogenous counterparts, in effect catabolized to their 
amino acid constituents by physiologic processes that are 
generally nonsaturable and not likely to be subject to compe
tition with other substrates, generally avoiding relevant PK 
interactions with other drugs. As such, the regulatory frame
work surrounding the ADME of biotherapeutics is very 
limited with only brief mentions of the topic but little specific 
guidance [22, 23]. Regarding ADCs, in the International 
Conference for Harmonization guidance S6(R1), which out
lines the preclinical evaluation of biotechnology‐derived 
pharmaceutics, it is inferred but not explicitly stated that the 
development of ADCs should be consistent with these guide
lines. The only specific mention of ADCs is with respect to 
species selection for preclinical studies, where it is recom
mended that the strategy applied be consistent with that used 
for the unconjugated molecule. In the Guideline on the 
Clinical Investigation of the Pharmacokinetics of Therapeutic 
Proteins [24], there is no specific mention of ADCs, but 
the  principles described for bioanalysis and assessment 
of  ADME can be applied to ADCs. Perhaps as a result, 
the  technology and strategies necessary for investigating 
biotherapeutic ADME have also lagged behind those for 
small molecules.

With respect to ADME, ADCs present a complicated 
 scenario. The ADME characteristics of a molecule composed 

primarily of an antibody are expected to be dominated by the 
biotherapeutic component of the molecule, with distribution 
and excretion processes similar to that of an antibody. 
However, the presence of a potent small molecule cytotoxin 
conjugated to the antibody and capable of its own ADME 
properties suggests that additional considerations are required. 
The understanding and regulatory guidance associated with 
such molecules is more well established, and this topic is 
discussed later in this chapter.

In the course of the development of T‐DM1, a substantial 
body of information was generated describing the ADME 
characteristics of the ADC and its component parts. The 
strategy was to develop a comprehensive understanding of 
the behavior of T‐DM1, including its PK/PD, distribution, in 
vivo and ex vivo stability, catabolic fate, and excretion.

An important characteristic of any therapeutic agent is 
its PK. An understanding of the rate of elimination and 
extent of distribution can tell an investigator about the 
behavior of that agent, can help guide dose and dose  regimen 
determination, and also inform the extrapolation of PK 
from nonclinical species to humans. For ADCs such as  
T‐DM1, a well‐designed PK and bioanalytical strategy can 
also provide vital information about linker stability and the 
effects of drug conjugation on antibody behavior. For  
T‐DM1, nonclinical PK studies were conducted in mice, 
rats, and cynomolgus monkeys. The objectives of these studies 
were to characterize the PK of T‐DM1 to guide dosing and 
interpretation of efficacy and toxicity studies [15, 25]. The 
antibody component of T‐DM1, trastuzumab, binds only 
to HER2 in primates. As such, PK and ADME studies 
conducted in rodents could be used to explore the target 
independent (nonspecific) behavior of T‐DM1 while studies 
in primates were used to better understand its target‐
dependent and ‐independent behavior.

26.3 T‐DM1 BIOANALYTICAL STRATEGY AND 
METHODS

The foundation upon which PK and ADME evaluation is 
built is thorough and robust bioanalytical methods capable 
of determining the presence of key components of the mol
ecule of interest. For a complex molecule such as T‐DM1 
with two pharmacologically active moieties, the antibody 
and the cytotoxic drug, it was important to employ a bio
analytical method for T‐DM1 that was capable of ensuring 
that both entities were present. As such, the PK assay for 
T‐DM1 was an immunoassay that required the presence on 
the detected molecule of both trastuzumab (via its ability 
to bind to HER2) and DM1 (via an anti‐DM1 antibody) 
[1, 25] and was capable of detecting T‐DM1 with one or 
more DM1 molecules attached (Fig.  26.2a). While this 
assay can  provide information on the PK of T‐DM1, it 
alone is not able to  provide information on other important 
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aspects of T‐DM1 behavior. The stability of the SMCC 
linker, and the perceived risk of the premature release of 
DM1 into the circulation, can only be evaluated by employ
ing additional assays. As can be inferred from the design 
of the T‐DM1 assay, decreases in T‐DM1 concentrations 
could be attributed to either elimination of the entire mol
ecule or loss of all DM1 molecules. To better differentiate 
these two processes, assays measuring total antibody and 
free (or unconjugated) DM1 were developed. The total 
antibody assay was an adaptation of the immunoassay 
used for trastuzumab and was capable of measuring the 
concentration of intact antibody, regardless of the presence 
or absence of DM1 bound to T‐DM1 (Fig.  26.2b). 
Concentrations of unconjugated DM1 were determined by 
liquid chromatography coupled to mass spectrometry (LC/
MS), which was specific for DM1 bearing the free thiol 
(S–H) that in T‐DM1 is attached to the linker via a thio
ether bond. If DM1 is released from the linker, this chem
ically active free thiol will likely react to form a disulfide 
bond with endogenous molecules bearing free thiols (e.g., 
albumin, cysteine, and glutathione), or form DM1 dimers. 
To account for this and to ensure an accurate determina
tion of total amount of DM1 in the sample that is not 
conjugated to T‐DM1, a reduction step was included in the 
sample preparation to convert any disulfide‐bound DM1 to 
the free thiol form to facilitate analysis. As such, the DM1 
assay as employed determined the concentration (and PK) 
of unconjugated DM1 existing in many forms in plasma.

26.4 EX VIVO LINKER STABILITY

A critical characteristic of an ADC is the stability of the 
linker between the antibody and its potent cytotoxic cargo. 
Rapid release of the cytotoxic drug following administration 
could have potentially severe toxicologic effects, in addition 

to rendering the ADC less potent. To understand the degree 
of stability conferred by the SMCC linker, evidence can be 
obtained from both ex vivo and in vivo studies. Ex vivo 
plasma stability studies are commonly conducted by incu
bating an ADC in the plasma of humans and other relevant 
animal species for several days at 37 °C and determining the 
concentration of the total antibody and ADC in plasma sam
ples over time using assays described above. The data from 
such studies can provide valuable information regarding 
the stability of the ADC linker and also allow cross‐species 
comparisons providing at least qualitative assurance of 
acceptable linker stability in humans before starting clinical 
trials. Such studies performed with T‐DM1 confirmed that 
the SMCC linker is stable in plasma with a slow rate of 
DM1‐related product release, showing that approximately 
80% of T‐DM1 has at least one conjugated DM1 after 96 h 
of incubation [8, 26].

26.5 PLASMA PK

The plasma (or serum) PK of T‐DM1, as determined by the 
assay shown in Figure 26.2, is a composite of the elimination 
of the antibody and the loss of the DM1 or DM1‐related 
products from the antibody. As such, the PK of T‐DM1, while 
similar to that of an antibody (low volume of distribution, 
slow clearance, long half‐life), exhibits an approximately 
two to three times faster elimination in all species than its 
parent antibody [7, 8, 27–29]. The relative contributions of 
the two processes driving T‐DM1 PK can be distinguished 
by comparing T‐DM1 and total antibody PK. Doing this 
confirmed that this difference in PK between T‐DM1 and 
trastuzumab can be explained by the loss of DM1 (or other 
DM1‐related products) from T‐DM1 after administration 
[8, 29] and that the PK of the antibody component (i.e., total 
antibody) of T‐DM1 differs little from that of trastuzumab. 

FIGURE 26.2 Generic schematic of an immunoassay to measure concentrations of ADC (a) and total antibody (b).
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Consideration of these clearance rates, with some under
standing of the assays used to provide them, allows one to 
estimate what is called the deconjugation clearance. The 
assay used to measure concentrations of T‐DM1 (and, 
typically, other ADCs) is an immunoassay that relies on the 
presence of antibody and at least one cytotoxic drug. When 
either the ADC (or unconjugated antibody) is eliminated or 
the ADC has lost all of its DM1‐related products, the signal 
in the assay is lost. The assay used to measure total antibody 
relies only on the presence of intact trastuzumab. Thus, by 
taking the difference between the clearance of T‐DM1 and 
total trastuzumab, one can estimate the deconjugation 
clearance, a value analogous to the rate of loss of cytotoxic 
drug from trastuzumab. Indeed, a model‐based analysis of this 
process was conducted, using data from both animals and 
humans. In rats and cynomolgus monkeys, the deconjugation 
clearance (CL) was estimated to be approximately 9 and 
6 mL/day/kg, while in humans the CL was 5.75 mL/day/kg, 
values similar to total antibody clearance indicating that both 
the proteolytic clearance of trastuzumab and the loss of DM1‐
related products occur at a similar, slow rate. In addition, the 
data indicate that the rate of loss of DM1‐related products is 
similar across species, consistent with the ex vivo plasma 
stability findings [8, 29]. Also, by comparing the proteolytic 
degradation clearance of T‐DM1 with the clearance of trastu
zumab, it was confirmed that the conjugation of DM1 to 
trastuzumab has little impact on the underlying PK of the anti
body. Bender et al. also used a more informative analytical 
method to explore the mechanistic aspects of the deconjuga
tion of T‐DM1 in animals [21]. By using affinity capture LC/
MS, a method by which paramagnetic beads coated with 
HER2 are used to capture trastuzumab‐containing molecules 
in plasma followed by LC/MS determination of the relative 
abundance of different DAR species in the sample, it was 
possible to estimate the concentrations of individual DAR 
species and to assess their change in concentration over time 
following dosing in animals. From these data, a population 
PK analysis suggested that the deconjugation rate of DM1‐ 

related products was dependent on the DAR; such that higher 
DAR species had a higher rate of deconjugation than lower 
DAR species, with the rate‐limiting step the deconjugation 
from a DAR of 1 to 0. The cause of this observation is not 
known, but has been postulated to be related to the higher 
probability of deconjugation with a higher DAR, or that the 
more chemically labile DM1‐related products are lost more 
rapidly followed by more stably linked products.

The typical decrease in clearance with increasing body 
weight and similarity in distribution volume (per kg) across 
species (Table 26.1) [8, 15, 25]. Also observed is dose‐related 
nonlinearity in PK in primates and humans due to binding to 
HER2, a finding consistent with that of trastuzumab [27]. 
Interestingly, the difference in T‐DM1 CL between cyno
molgus monkey and human is less than the typical twofold 
commonly described for mAbs [31], which may be related to 
the somewhat slow clearance of total trastuzumab in cyno
molgus monkeys (~5.5 mL/day/kg) [8] rather than differences 
in the rate of deconjugation of DM1.

It is conceivable that the stability of the linker could also 
be determined by evaluating the concentrations of free cyto
toxic drug in systemic circulation. If the linker is labile and 
the cytotoxic drug has a sufficiently low clearance and distri
bution volume, the levels of cytotoxic drug could become 
appreciable. Integrating this information with independently 
determined cytotoxic drug PK could allow deconvolution of 
the rate of deconjugation. For T‐DM1, it was observed that 
the concentrations of free DM1 in plasma relative to T‐DM1 
were low, with a molar ratio approximately 50‐fold less than 
T‐DM1 concentrations, and a plasma concentration–time 
profile similar to T‐DM1 [30, 32]. This is consistent with 
formation rate‐limited PK of DM1, and a higher clearance 
and volume relative to T‐DM1. Indeed, PK data generated in 
the rat confirm this with DM1 exhibiting a CL of approxi
mately 30–35 mL/min/kg and a large volume of distribution 
(approximately 2–4 L/kg) [25, 33]. The rapid clearance of 
DM1, coupled with its slow formation rate, results in very 
low concentrations that minimize the risk of toxicity while 

TABLE 26.1 Mean Pharmacokinetic Parameters for T‐DM1 and Total Trastuzumab Following Dosing with T‐DM1

Parameter Analyte
Clearance 

(mL/day/kg)
Terminal Half‐life 

(days)
Volume of Distribution 

(mL/kg)

Mousea T‐DM1 18.1 5.61 56.8
Ratb T‐DM1 18.4 4.77 42.8

Total trastuzumab 9.6 8.84
Cynob T‐DM1 11.6 5.21 42.8

Total trastuzumab 4.8 10.5
Humanb,c T‐DM1 10 3.94 48.1

Total trastuzumab 4.3 ~9

a 15 mg/kg.
b At 3.6 mg/kg.
c CL and V (central volume) were estimated based on rat, cyno, and human body weights of 0.25, 3.6, or 70 kg, respectively [8, 15, 29, 30].
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maintaining a high fraction of DM1 conjugated to T‐DM1 
for delivery to HER2‐expressing tumors. What is less 
expected from careful inspection of the free DM1 data is the 
observation that the peak free DM1 concentrations are 
observed immediately after T‐DM1 dosing [25, 30, 34], a 
phenomenon atypical for a catabolite. The cause for this 
observation is not known, but may be related to a combination 
of factors. As described earlier, the assay used to measure 
free DM1 relies on the reduction of the plasma sample to 
cleave disulfide bonds between free DM1 with itself or with 
matrix components (e.g., glutathione, cysteine, and albumin) 
[25]. Trastuzumab is known to have a small number of free 
cysteines in its sequence (data not shown) that can allow the 
conjugation of DM1 via a disulfide bond. Thus, these disul
fide‐conjugated DM1 molecules could be released from T‐
DM1 during the sample processing used in the free DM1 
assay, thus providing a source of free DM1 in the sample that 
is generally proportional to the amount of T‐DM1 in the 
sample. Such a phenomenon would explain the observed 
free DM1 plasma concentrations, and suggest that measured 
free DM1 concentrations in plasma may be overestimated.

Another factor that complicates the use of DM1 as a 
determinant of the stability of the SMCC linker used in  
T‐DM1 is that substantial evidence exists that DM1 is not 
the only catabolic product of T‐DM1. Data from Shen et al. 
show that lys–MCC–DM1 and MCC–DM1 exist in plasma 
in rats at levels comparable to DM1 following dosing with 
T‐DM1, consistent with observations in humans [32]. The 
source of lys–MCC–DM1 is certainly antibody catabolism, 
thus not a product of deconjugation, but the source of MCC–
DM1 is less clear and could be related to deconjugation. 
Nevertheless, without more information regarding the iden
tities and PK properties of all the deconjugation products of 
T‐DM1, it is not possible to use this information to assess 
linker stability.

26.6 DISTRIBUTION OF T‐DM1

The tissue distribution of antibodies has been thoroughly 
investigated, providing a generally strong understanding of 
the rate and extent of penetration into most tissues [35, 36]. 
The distribution of antibodies into tissues is limited primarily 
by their size, which prevents the free movement between 
plasma and extracellular fluid, resulting in extracellular fluid 
concentrations that are a fraction of plasma. The conjugation 
of an antibody with a cytotoxic drug, while contributing in a 
very small way to the overall size of the ADC (typically 
<2–3% of the overall mass), can have profound effects on 
its distribution. This was clearly demonstrated by studies 
of tissue distribution in rodents where conjugation of an 
antibody with MMAE (monomethylauristatin E) increased 
distribution to the liver and a study in humans showing 
conjugation with calicheamicin having profound effects on 

uptake in the tumor and other tissues [19, 37, 38]. While the 
exact causes for the change in distribution in these cases is 
not known, effects of conjugation on antibody hydropho
bicity or aggregation have been postulated. The presence of 
the cytotoxic drug on an ADC increases the importance of 
understanding its distribution, confirming that conjugation is 
not substantively impacting the typical distribution of the 
antibody. For T‐DM1, a tissue distribution study in rats 
with  the ADC‐bearing radiolabeled DM1 was conducted 
[32]. Because rats do not express HER2, the distribution of 
T‐DM1 observed in this study is independent of target 
binding. The use of radiolabeled DM1 allowed the determi
nation of the distribution of the cytotoxic agent, both bound 
and released from the ADC. The resulting data showed that 
the distribution of DM1 was consistent with that of an 
 antibody that does not bind to antigen, demonstrating a slow 
decrease in tissue concentrations that is proportional to 
changes in plasma, and tissue‐to‐plasma ratios less than 1.

26.7 T‐DM1 CATABOLISM AND ELIMINATION

The systemic elimination of an antibody can occur via 
several mechanistic processes. For antibodies that target cell 
surface antigens, binding to target can result in internalization 
of the antibody–antigen complex with subsequent proteolytic 
degradation [39]. Alternatively, antibodies can be internalized 
by cells via nonspecific processes including pinocytosis and 
Fcγ‐receptor‐mediated binding. Pinocytosis is a phenomenon 
exhibited by nearly all cells, while Fcγ receptor binding is 
limited to cells primarily associated with immune function. 
The consequence of cellular uptake of antibodies is often 
proteolytic degradation. The proteolytic process produces 
small peptides and amino acids, which are subsequently 
reused by the cells and are likely to have no pharmacologic 
activity. The conjugation of a cytotoxin to an antibody 
should have no impact on the underlying elimination 
processes of the antibody, as the cytotoxin is typically too 
small to affect pinocytosis, should not interfere with binding 
to target or Fc receptors, and should not impact cellular 
 trafficking and proteolysis. However, the catabolic products 
of ADCs and the pharmacologic activity of those products 
have the potential to be quite different from unconjugated 
 antibodies, thus indicating the need for thorough character
ization of their identity, fate, and pharmacologic activity. In 
the course of the development of T‐DM1, an extensive series 
of studies was conducted to explore its catabolic processing 
and fate.

At this point, it is probably appropriate to clearly explain 
the use of the terms linker cleavage and catabolism. In the 
context applied here, linker cleavage describes the release of 
DM1 or DM1‐related products from the antibody resulting 
from cleavage of the MCC linker. Theoretically, this can 
occur both within and outside cells (e.g., in plasma). 
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Catabolism specifically describes the intracellular degradation 
of the antibody resulting in the release of DM1‐related prod
ucts. On first principles, the use of the “stable” MCC linker 
suggested that linker cleavage should be minimal, and the 
rate and extent of this process was discussed earlier. Indeed, 
plasma incubation studies and in vivo PK demonstrated the 
presence of slow release of drug from the ADC [8, 25, 26, 
29] without catabolism (i.e., linker cleavage). The mecha
nism and products of the linker cleavage of T‐DM1 have been 
described by two groups. Fishkin et al. determined that the 
thioether bond linking DM1 to its linker was susceptible to 
slow oxidation under unbuffered plasma incubation condi
tions or other oxidizing conditions, particularly if the pH 
increases above the typical physiologic range (e.g., pH 8.5). 
This oxidation of the thioether can result in the release of a 
DM1‐sulfonate product that is susceptible to reduction in 
the presence of a reducing agent such as tris‐2‐carboxy
ethyl phosphine (TCEP), a reagent used in the sample prep
aration for analysis of DM1 concentrations in plasma [40]. 
Under the conditions used in this study, no evidence of the 
release of other DM1‐related products was observed and 
these data suggest that the product of the slow loss of DM1‐
related products from T‐DM1 both ex vivo and in vivo is 
DM1‐sulfonate, which would appear as free DM1 if the 
serum or plasma sample was treated with TCEP. As a phar
macologic agent, DM1‐sulfonate should have low potency 
due to its poor cell penetration, thus minimizing the risk for 
free cytotoxin mediated toxicity. In contrast to these ex 
vivo observations, in vivo studies of T‐DM1 and other 
mAb–MCC–DM1 ADCs have shown no evidence of the 
generation of DM1‐sulfonate in the plasma, the liver, or 
other body fluids (bile, urine), even when matrix samples 
were not treated with TCEP [32, 41]. The cause of this dis
crepancy is unclear, but may be related to differences in the 
physiologic processes occurring ex vivo versus in vivo. 
Investigators at Genentech have postulated that the linker 
cleavage can occur via a reverse Michael reaction of the 
thioether bond linking the thiol of DM1 to the maleimide 
ring of MCC, thus resulting in the slow release of free DM1 
[26]. This hypothesis is based on ex vivo plasma stability 
data for T‐DM1, which shows increasing concentrations of 
free DM1 in the incubation mixture; however, a thorough 
mechanistic investigation was not provided to support this 
hypothesis. Despite these studies, there remain significant 
gaps in our understanding of the mechanisms and products 
of linker cleavage of T‐DM1.

The catabolic fate of T‐DM1 was extensively evaluated in 
rats using T‐DM1 conjugated with 3H‐DM1 [32]. Employing 
this strategy allowed the identification of DM1‐related prod
ucts, which could be pharmacologically active, and provided 
high sensitivity. The rat was chosen as a suitable species 
based on the assumption that: (i) the DM1‐related products 
(linker cleavage, proteolytic degradation) should be qualita
tively similar between species, (ii) doing such studies in rats 

was more practical than in primates, (iii) and a substantial 
body of toxicologic data with both DM1 and T‐DM1 was 
available in rats, which could facilitate the integration of cat
abolic product data with toxicologic data. Following a dose 
of radiolabeled T‐DM1, greater than 95% of radioactivity in 
plasma was found to be associated with the ADC, consistent 
with the previous data indicating the slow release of DM1‐
related products and low DM1 concentrations in plasma. In 
plasma, the main DM1‐related products were DM1, MCC–
DM1, and lys–MCC–DM1, all at similar concentrations and 
in total constituting less than 5% of the total plasma radioac
tivity. Comparison of the plasma catabolites identified in rats 
with those observed in the plasma of patients treated with T‐
DM1 showed that the catabolites identified in rats were also 
present in human plasma, but no data were reported regarding 
the presence of human‐specific catabolites. Direct comparison 
of the concentrations and relative abundances of the catabo
lites is difficult due to differences in the dose, and lack of 
information about sampling times in the rat study. In humans, 
mean (SD) concentrations of MCC–DM1 at 1 h post‐T‐DM1 
dosing were substantially higher than the other catabolites 
(34.4 (24.30) ng/mL for MCC–DM1 vs. 5.32 (1.48) and 1.35 
(0.133) ng/mL for DM1 and lys–MCC–DM1, respectively). 
By Day 8, the concentrations of all catabolites were substan
tially lower, with low concentrations of lys–MCC–DM1 
being detectable (~1.2 ng/mL) and the others not detectable 
(<2 ng/mL). Considering the likely large volume of distribu
tion of MCC–DM1 and DM1, these concentrations appear 
inordinately high, and if correct could constitute a sub
stantial fraction of the total DM1 in the body at the time of 
sample. Indeed, an estimate based on the central compartment 
volume (V/F) of DM1 in humans being similar to that 
reported in rats (~10,000 mL/kg) [25] and the human plasma 
concentration of free DM1 at 1 h after dosing (5.32 ng/mL), 
more than 80% of the administered DM1 would need to be 
free (unconjugated) in plasma to account for this 
concentration. This is clearly inconsistent with other data 
indicating that the vast majority of DM1 remains conjugated 
to T‐DM1 suggesting that other explanations for the free 
DM1 and MCC–DM1 concentrations beyond deconjugation 
or catabolism are necessary. In the absence of more robust 
sampling, and PK information on each catabolite, it is diffi
cult to provide a more comprehensive assessment of the 
available human catabolism data.

Clearly, the mechanism by which some of these DM1‐
related products forms is not entirely clear. The best mecha
nistic understanding is for the formation of lys–MCC–DM1. 
Previous in vitro and in vivo data demonstrated that mAb–
MCC–DM1 conjugates are subject to extensive cellular 
catabolism to a molecule consisting of linker, drug, and the 
amino acid to which it is conjugated on the antibody (lysine) 
[42, 43]. Thus, the presence of this catabolite in plasma can 
be interpreted as a reflection of the proteolytic degradation 
of T‐DM1 in tissue with cellular release of the product. It is 
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interesting to note that lys–MCC–DM1 is a large, polar zwit
terion at neutral pH, and is thus highly cell impermeable, and 
should have a high binding affinity for tubulin [44]. Thus, 
the mechanism by which it leaves the cell is unclear but may 
require either cell death or active transport. Indeed, some 
evidence exists that lys–MCC–DM1 may be a substrate for 
efflux transporters such as the multidrug‐resistance protein 1 
(MDR1) [45]. Lys–MCC–DM1, due to its physicochemical 
nature, is expected to be considerably less potent than DM1 
when applied extracellularly, and this has been shown to be 
the case with lys–MCC–DM1 having an in vitro IC

50
 against 

cancer cells several log units higher than maytansine or 
DM1 [41, 46]. In addition to its low potency, lys–MCC–
DM1 is rapidly eliminated from plasma, consistent with its 
low concentration being the result of slow formation, a 
relatively large distribution volume, and rapid elimination. 
These factors suggest that this catabolite possesses a low 
risk for causing substantial toxicity following T‐DM1 
administration.

The mechanism of formation of the other DM1‐related 
products observed in plasma is more difficult to explain. As 
discussed earlier, potential explanations have been proposed 
for the formation of DM1 in plasma but these do not extend 
to processes occurring within cells. In vitro studies of mAb–
MCC–DM1 conjugates have not observed the formation of 
DM1, making it unlikely that this is a product of cellular 
degradation of the ADC. The presence of MCC–DM1 in 
plasma is also difficult to explain. No plausible mechanistic 
explanation for the formation of this product from a mAb–
MCC–DM1 conjugate has been reported. There have been 
some observations of MCC–DM1 in in vitro studies of cel
lular catabolism of mAb–MCC–DM1 ADCs, but this has 
been attributed to contamination of the ADC starting material 
with trace amounts of MCC–DM1 [41]; however, most 
similar studies of such ADCs (including T‐DM1) have 
shown no evidence of this DM1‐related product [42, 43, 47]. 
Regardless of its source, MCC–DM1 has a substantially 
lower potency than DM1 or maytansine [41], and has a large 
distribution volume and systemic clearance in rats (~200 mL/
min/kg) and was not shown to be substantially metabolized 
to DM1 [33], suggesting that there is a low risk that this 
product contributes substantially to the risk of toxicity.

Overall, substantial gaps remain in the mechanistic 
understanding of the linker cleavage and catabolism of 
T‐DM1. However, the low plasma concentrations of these 
measured products, coupled with their low cytotoxic 
potency, suggest that there is a very low risk associated 
with these molecules following administration of T‐DM1. 
Importantly, analysis of DM1‐related product concentra
tions in humans following dosing with T‐DM1 identified 
similar products.

The excretion of the DM1‐related products of T‐DM1 
following dosing with T‐DM1 has also been investigated. 
Following dosing with T‐3H‐DM1 in rats, the majority of the 

excreted products was in bile with 80% of the radioactivity 
being recovered in feces over 14 days. A smaller fraction was 
excreted in urine. Lys–MCC–DM1 was the predominant 
product found in excreta by 7 days, constituting approxi
mately 70% of the excreted radioactivity in bile and urine, 
with MCC–DM1 accounting for approximately 10% and 
DM1 only about 3%. This suggests that cellular catabolism 
to lys–MCC–DM1 is the predominant elimination process 
for T‐DM1 in rats over this period.

As described above, following the administration of  
T‐DM1, small quantities of small molecule DM1‐related 
products are found in plasma. Beyond their cytotoxic poten
tial, these products may be perpetrators or victims of meta
bolic drug–drug interactions with coadministered drugs. 
The potential for such interactions is a major focus of inves
tigation during the development of NCEs, with clearly 
defined regulatory expectations and a well‐developed 
arsenal of methodologies for determining the nature and 
consequences of such interactions. For ADCs, the situation 
is less clear. Certainly, conducting studies of antibody‐based 
ADCs in in vitro systems that assess cytoplasmic or organ
ellar phenomena (CYPs or hepatocytes) is not appropriate; 
however, well‐reasoned investigations of the small mole
cule products of linker cleavage or ADC catabolism may be 
warranted. For T‐DM1, such studies have been conducted 
using DM1. At the time of publication, data are available 
only in abstract form and are thus somewhat limited. In 
vitro studies using the major human cytochromes P450 
enzymes (CYP450) demonstrated that DM1 appears to be 
metabolized primarily by CYP3A4 to oxidative and hydro
lytic metabolites. DM1 was found to be neither an inducer 
nor inhibitor of major CYP isoforms. When tested in 
MDCKII‐MDR1 cells, DM1 was a substrate but not an 
inhibitor of P‐glycoprotein [48]. Further studies of the in 
vivo disposition and metabolism of DM1 were conducted 
in rats. DM1 rapidly distributed to multiple tissues, consis
tent with its somewhat hydrophobic nature [45, 49]. DM1 
was extensively metabolized to multiple metabolites, with 
the predominant route of elimination being via the bile. This 
is consistent with the data generated for T‐DM1, which also 
demonstrated that the DM1 present in plasma following 
T‐DM1 administration was excreted primarily in bile. It is 
not known whether additional studies with the other mea
sured DM1‐related products observed in plasma following 
T‐DM1 administration have been conducted.

26.8 T‐DM1 NONCLINICAL PK/PD

A thorough understanding of the PK/PD relationship of a drug 
can provide valuable insights into optimized dosing, interspe
cies translation, and enhanced mechanistic understanding. 
The complexity of T‐DM1 related to its heterogeneity, its 
complicated mechanism of action, and its multiple active 
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components provides both challenges and opportunities 
for the application of PK/PD. Published studies of the PK/
PD of T‐DM1 have focused primarily on its nonclinical 
behavior. An important application of PK/PD modeling is 
to guide the determination of a potentially efficacious dose 
and dose regimen in humans. Mouse efficacy studies using 
tumor models that are relevant representations of human 
disease can provide useful data for such translations. 
Jumbe et al. conducted PK/PD studies in mice bearing 
orthotopically implanted breast tumors that overexpressed 
HER2 and were insensitive to trastuzumab, mimicking the 
clinical situation in early trials of T‐DM1 [15]. Different 
doses and dose regimens of T‐DM1 were tested, and a 
semimechanistic PK/PD model developed. The analysis 
determined that the tumor response to T‐DM1 was 
independent of dosing regimen and was able to provide an 
estimate of a plasma T‐DM1 concentration required for 
tumor stasis, a value that could be used in the clinic to 
guide dose and dose regimen. The results from this study 
were supplemented by data from additional mouse tumor 
models of HER2+ cancer, and clinical PK and response 
data for T‐DM1 in HER2‐positive breast cancer patients 
who had previously progressed on trastuzumab [50]. 
Integrating the nonclinical tumor response data with 
human PK data provided estimates of human efficacious 
doses that were consistent with those observed in patients, 
thus confirming both the utility of the nonclinical tumor 
models and the PK/PD analysis. Both of these studies were 
somewhat empirical in incorporating the complexities of 
T‐DM1, using plasma T‐DM1 concentrations as the driver 
for drug effect, ignoring the detailed mechanistic behavior 
of the ADC. This aspect of T‐DM1 activity was explored 
using T‐DM1 conjugated with 3H‐DM1. Mice bearing 
HER2+ tumors were dosed with T‐3H‐DM1, and the 
 concentrations of T‐DM1 and its active tumor catabolite 
(lys–MCC–DM1) were determined. Integrating this infor
mation with tumor response and plasma PK information, it 
was possible to explore the mechanistic processes that 
determine tumor response, including tumor uptake,  cellular 
catabolism, and cellular efflux of active catabolic  products. 
The results confirmed many previously held assumptions 
about the behavior of T‐DM1. The results also provided a 
quantitative framework for describing the in vivo mecha
nism of action of T‐DM1. This allowed the investigators 
to  conduct simulations exploring how changing the rate 
of  tumor cell catabolism of T‐DM1 or the rate of tumor 
catabolite elimination from the cell affects tumor catabo
lite  concentrations and tumor response. The simulations 
suggested that both increased T‐DM1 catabolism within 
tumor cells and decreased elimination of these active 
 products would result in improved tumor response, but 
that  decreased catabolite elimination had a far greater 
impact. Such information could be useful in the design of 
improvements to T‐DM1.

26.9 CONCLUSIONS

ADCs are rapidly becoming a potent weapon in the treatment 
of multiple forms of cancer [5]. The combination of a highly 
specific targeting component and a highly potent cytotoxic 
agent has the potential to improve response and reduce 
systemic toxicity. However, our understanding of the design 
and behavior of these complex molecules is still incomplete. 
Also, this complexity necessitates a rational and compre
hensive drug development strategy to ensure that they can 
be safely and effectively administered. Understanding the 
ADME and PK/PD properties of ADCs is an important com
ponent of this strategy and such investigations, as described 
herein for T‐DM1, go well beyond those conducted for 
unconjugated biotherapeutics. This started with the rational 
development of a bioanalysis strategy focused on the critical 
components of the T‐DM1, facilitating a thorough under
standing of not only its PK but also some elements of its 
disposition. Distribution studies confirmed similar distribu
tion to the unconjugated antibody, but also assessed the 
distribution of the cytotoxic drug. Also, an exhaustive evalu
ation of T‐DM1 catabolism and excretion addressed the 
fate of the conjugate and its catabolic products. This work 
provided a rich array of information to guide patients, physi
cians, and regulators in the use of the important drug, and 
can also inform scientists and other investigators in their 
efforts to understand the intricacies of these molecules and 
to develop new ADCs that can improve the lives of patients.
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27.1 INTRODUCTION

Bispecific antibodies (bsAbs) have a greater functionality 
as compared to established monoclonal antibodies (mAbs) 
because they bind to two different targets or, potentially, 
two epitopes on the same target (dual targeting (DT)). 
This may result in enhanced binding avidity with prefer-
ential binding to only cells that express both targets, or 
binding to targets on different cells. As early as the 1980s, 
it was already possible to generate these moieties by 
simultaneous availability of the mAb, hybrid‐hybridoma 
(or quadroma), and recombinant DNA technologies [1, 2]. 
However, there have been failures, mainly due to poor 
clinical safety and efficacy as well as manufacturing 
problems [3].

Recently, there is a notable revival of interest in this 
format driven by improved technologies, and by the high 
unmet medical need in indications such as cancer and 
inflammation. These complex diseases are often multifacto-
rial, involving a redundancy of disease‐mediating ligands 
and receptors, as well as crosstalk between signaling cas-
cades. The development of resistance to therapy with a 
single mAb is often associated with upregulation of 
alternative receptors as well as a switch in the receptor‐ 
mediated pathways [4]. The use of combination therapies 
with mAbs targeting different receptors or different epitopes 
on the same target have shown improved efficacy, but require 
more investments for the development of two or more mAbs.

An alternative to the development of the combination 
strategy and also for the development of therapeutics with 
increased functionality are the so‐called noncanonical 
mAbs, such as antibody–drug conjugates, engineered 
antibodies, and antibody fragments and/or domains and 
bispecific formats. From a scientific and regulatory point 
of view, bsAbs are individual drug development programs 
and do not need parallel development activities as com-
pared to combination therapies. In addition, therapy with 
a single DT drug rather than combinations usually implies 
better patient compliance. Finally, bispecific formats may 
also provide a competitive edge to companies. Bispecific 
formats comprised about 6% of all biologics formats in 
development for cancer indications in 2012 [5]. Most of 
the bispecifics are still in preclinical development, and 
around 20 are in clinical development. Only two bispecif-
ics are approved so far—blinatumomab was recently 
approved in December, 2014, to treat patients with 
Philadelphia chromosome‐negative precursor B‐cell acute 
lymphoblastic leukemia (B‐cell ALL); and catumaxomab 
(Removab®) is in the market since 2009 necessitating an 
understanding of this therapeutic platform in greater 
detail (see Table 27.1).

In the following sections, we describe the different 
types of bispecific formats as well as the principles used 
to generate them, before elaborating on the biochemical 
and  pharmacological properties including affinity, avidity, 
and pharmacokinetics (PK). In addition, assay strategies 
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to measure these compounds and the use of pharmacoki-
netic/pharmacodynamic (PK/PD) modeling in the design 
and development of these complex molecules are also 
covered. These topics are illustrated, where applicable, 
with examples. Finally, three case studies have been 
described in detail to highlight some of the challenges in 
the research and development of bsAbs. We conclude 
with some open questions that provide an outlook for 
future developments.

27.2 STRUCTURAL FORMATS AND 
GENERATION OF BISPECIFIC BIOLOGICS

BsAbs can be classified either through their mechanism of 
action (targeting) or biochemically by their structural 
format. DT bsAbs can either (i) act directly on target 
structures such as cell surface receptors or soluble factors 
or (ii) act indirectly using DT to recruit a therapeutically 
active moiety such as effector molecules and effector cells 
[2], or (iii) function by using the target as a drug delivery 
platform (see Fig. 27.1). Direct and indirect actions can be 
also combined within one molecule to further improve 
efficacy.

More than 45 different bispecific formats have been 
established in the last 20 years [3]. Baeuerle has grouped 37 
bsAb formats into seven distinct classes [1].

1. Asymmetric immunoglobulin G (IgG)‐like bsAbs 
(e.g., Triomab®, the first and only bispecific trifunc-
tional on the market from Trion/Fresenius, knobs‐
into‐holes from Genentech [21], Fab‐exchanged by 
Genmab).

2. Symmetric IgG‐like bispecifics (e.g., DT Ig, by 
GlaxoSmithKline, Two‐in‐one, by Genentech [22] 
and mAb2 by F‐star).

3. IgG‐like bispecifics with fused antibody fragments 
(e.g., dual variable domain Ig from Abbott, Ts2Ab 
from Medimmune, TvAb from Roche).

4. Bispecific constructs based on the Fcɣ fragment (e.g., 
Dual affinity retargeting technology (Fc DART) from 
MacroGenics, SCORPION from Bristol–Myers 
Squibb).

5. Bispecifics based on Fab fragments (e.g., F(ab)2 from 
Medarex/Amgen, Fab‐Fv from UCB).

6. Bispecifics based on diabodies or single‐chain anti-
bodies (e.g., BiTE®) from Amgen [23, 24], Tandem 
diabody from Affimed, human serum albumin single‐
chain variable fragment (scFv) fusion from 
Merrimack.

7. Bifunctional fusions of antibodies or fragments with 
other proteins (e.g., Immunocytokines from EMD 
Serono, Immune Mobilizing mTCR against cancer 
(ImmTAC) from Immunocore).

Different bispecific formats are included in Table 27.2.

Cytotoxic
T-cell

Tumor cell

(a) (b)

(d)(c)

FIGURE 27.1 Structure and function of bsAbs. Bispecifics can 
be used to (a) block interactions, (b) cross‐link receptors to cause 
activation or inhibition, (c) recruit effector cells, and (d) facilitate 
drug delivery.

TABLE 27.2 Bispecific Approaches

Intact Ig Hetero‐ 
oligomerization Domains V

H
 and V

L
 Based

Intact Ig Homo‐
oligomerization domains

Single Domain Antibodies  
(Alternative Scaffolds)

dAb‐Ig (Domantis/GSK) Micromet/Amgen—BiTE DVD‐Ig (Abbott) Adnectins (Adnexis/BMS)
Knobs‐into‐hole/2‐in‐1 

(Genentech)
Macrogenics—DART (Fc‐DART) CovX (Pfizer) Ablynx—Nanobodies

Duobody (Genmab) Affimed—TandAb (Fc‐T and Ab) Peptibodies (Amgen) Molecular Partners—DARPin
LeadArtis—Trimerbodies SVD‐Ig (Imclone/Lilly) Pieris—Duocalins

IgG‐svFv (Biogen Idec) Covagen‐Fynomers
scFv2‐Fc (MedImmune)
CODV (Sanofi)
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27.3 BIOCHEMISTRY AND 
PHARMACOLOGY OF BISPECIFICS

The following section highlights some of the key properties 
of bsAbs that may be considered or leveraged while devel-
oping these novel and complex therapeutics.

27.3.1 Affinity

Affinity can be defined as the strength of the binding interac-
tion between a single antigen and the single region of the 
mAb. The affinity between a mAb and its target antigens has 
important implications in distribution, tumor penetration, or 
internalization and catabolism that can be naturally extended 
even to bsAbs. Optimal affinity for the tumor antigen is a 
major factor influencing antibody localization and efficacy. 
One explanation for how exceedingly high affinity for the 
tumor antigens may cause poor penetration of the mAbs is 
provided by the binding‐site barrier model that analyzed dif-
ferent parameters for tumor distribution and penetration for 
the full mAb and mAb fragments [25]. McCall et al. demon-
strated that scFv molecules with very high affinity for Her2/
neu have poor tumor penetration from the vasculature than 
the corresponding lower affinity variants [26]. However, the 
determination of the optimal affinity for each arm of the 
bsAb can be complex and influenced by several factors such 
as the mechanism of pharmacological activity of each arm, 
site of action, and indication (also see section on PK/PD 
model informed design of BsAbs). For example, Bortoletto 
et al. [27] demonstrated that bispecific single‐chain anti-
bodies directed against epithelial cell adhesion molecule 
(EpCAM) and CD3 showed lower capacity to target EpCAM 
positive tumor with the higher affinity CD3 variant and vice 
versa. High affinity binding to CD3 may reduce the efficiency 
of T‐cell stimulation and target the bispecific molecule to 
T‐cells rather than to tumor cells in vivo [26, 27]. Similarly, 
Yu et al. [28] developed a bsAb with low affinity against 
transferrin receptor (TfR) to enable transport across the 
blood–brain barrier (see Section 27.6.1).

27.3.2 Avidity

BsAbs are expected to have an advantage over combination 
antibodies in targeting multiple pathways because of what is 
termed “avidity hypothesis.” Specifically, the avidity hypo-
thesis predicts that if the increased avidity arising from the 
binding of two receptors on a target cell leads to greater effi-
cacy, then the DT agent will show greater efficacy than the 
combination of agents that bind two receptors individually, 
each binding only a single target receptor [4, 29]. BsAbs may 
demonstrate an enhanced avidity depending on the properties 
of the antigen and the binding epitope (s) targeted by the 
bsAb. BsAb directed against two separate, non- overlapping 
epitopes on the same target molecule may therefore most likely 

possess enhanced avidity due to its bivalent  paratopic binding. 
Similarly, a tetravalent IgG‐like bsAb with bivalent binding 
for each antigen is most likely to have a very slow dissocia-
tion rate because two dissociation events must occur simulta-
neously to free the bsAb molecule [30]. Thus, a bsAb 
molecule (EI‐04), constructed with a stability‐engineered 
scFv against IGF‐1R attached to the carboxyl terminus of an 
IgG against epidermal growth factor receptor (EGFR), exhib-
ited high avidity binding to BxPC3 tumor cells coexpressing 
EGFR and IGF‐1R likely due to its tetravalent bispecific 
format, and consequently improved potency at inhibiting 
IGF‐driven cell growth over the mAb combination [4]. 
However, the avidity hypothesis is yet to be confirmed in vivo 
in clinical trials.

27.4 PHARMACOKINETICS

Most of the bsAbs in development are still in the nonclinical 
phase and there is only limited published information on 
their PK behavior. There are no specific PK properties/
mechanisms of bsAbs, which have not been described for 
other biologics. The overall PK behavior of the bsAb is 
strongly dependent on the format (e.g., IgG containing or 
not). In addition, the target‐mediated clearance processes 
through two binding sites with similar affinities (e.g., to two 
target antigens) can be complex depending on the type of 
target, its expression profile, as well as its turnover rate.

BsAbs based on IgG may be preferred due to the favor-
able PK properties (e.g., long serum half‐life) as well as the 
option to modulate the effector functions. In addition, data 
from canonical mAbs suggest that human PK can be trans-
lated from monkeys [31]. There is limited scaling data for 
bsAbs so far. The nonspecific clearance of MEHD7945A, a 
dual action Fab (DAF), was successfully projected using PK 
data from cynomolgus monkeys [32]. BsAbs with lower 
molecular weight, for example, in the range of 50 kDa and 
not containing the Fc, may penetrate tissues better than 
mAbs, and/or may have improved binding to hidden epi-
topes in cavities due to its size and shape. Biodistribution 
studies with tumor‐targeting bsAbs reveal selective 
accumulation at the tumor site [33]. However, no final 
conclusion on the preference of any class of bsAbs can be 
made due to limited published quantitative biodistribution 
data. On the other hand, increased clearance of lower molec-
ular weight bsAbs can balance or even outweigh the higher 
penetration potential by hampering the therapeutic efficacy, 
as demonstrated with a series of anti‐CEA/anti‐DOTA bsAbs 
[34] and single intravenous (IV) administration of blinatu-
momab [35].

As an alternative to the continuous infusion of a high 
clearance bsAb, half‐life extension strategies can be used for 
low molecular weight bsAbs to lower their clearance as com-
pared to IgG‐containing moieties. These include reduction of 
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the endogenous degradation of the drug, slow release/depot 
formulations, increasing the hydrodynamic volume by large 
bulky or linear polymers (e.g., polyethylene glycol), or the 
addition or binding capability of a large protein that can take 
up the FcRn‐mediated salvage mechanism (recycling) [36, 
37]. Association, conjugation, or fusion of low molecular 
weight bsAbs to albumin or albumin binders is one possi-
bility through implementation of the FcRn‐mediated half‐
life prolongation [38].

There are other ways to overcome the limitation of a low 
molecular weight bsAb (not containing the Fc‐fragment) 
such as by using adopted administration regimen and routes. 
Blinatumomab, a bispecific T‐cell engager (BiTE) antibody 
comprising two fused single‐chain antibodies against CD19 
and CD3, has a short elimination half‐life of 2 h in humans 
after single IV administration. After continuous infusion of 
blinatumomab in adult patients with relapsed non‐Hodgkin 
lymphoma, the compound demonstrated dose linearity and 
predictable drug levels throughout, making 24‐h infusion the 
preferred administration schedule [39, 40]. On the other 
hand, the subcutaneous (SC) administration regimen may 
offer not only improved convenience for patients, but also 
less frequent administrations potentially due to flip‐flop PK, 
when the drug is released from the SC site at a slower rate 
than the actual systemic clearance of the protein therapeutic. 
However, immediate release (IV bolus, short‐term, or long‐
term infusion) into the blood stream provides typically a 
terminal concentration–time profile where the concentration 
decay is determined by the systemic clearance of the 
therapeutic protein.

27.4.1 PK Assay Strategies Employed for the 
Development of bsAbs

When developing a PK assay strategy, the needs of the non-
clinical and clinical development program have to be consid-
ered, such as sensitivity of the assay (based on dose 
estimations), planned combination treatments, estimated 
target levels, and PK/PD‐modeling approaches [41].

A review of existing literature suggests that the PK assay 
strategy is primarily governed by the format of the bsAbs 
and that ligand‐based assay technologies including the typ-
ical enzyme‐linked immunosorbent assay (ELISA) consti-
tute the most commonly used methodology. The choice of 
capture and detection reagents is guided by the target speci-
ficity [16, 42], the bispecific format [4, 43–45], and the 
objective(s) of the assay to measure either the free or total 
drug or any other specific species.

The Triomab® catumaxomab (CD3 × EpCAM) was mea-
sured in plasma and ascites fluid in patients using a validated 
two‐site ELISA wherein an antirat IgG λ light chain‐specific 
antibody was used to capture catumaxomab and the bound 
bsAb was detected by an antimouse IgG2a‐specific biotin‐
labeled detection antibody [43]. The assay format was used 

to measure the total drug by utilizing the chimeric composition 
of catumaxomab (rat–mouse hybrid mAb) rather than 
antigen specificity and can be extended to the PK assay of 
other Triomab antibodies that bind to different tumor‐associ-
ated antigens. This holds significance for bsAb development 
in terms of minimizing cost and complexity for developing 
different bsAb molecules. Similar to the measurement of 
total antibody by Ruf et al. [43], Sampei et al. used human 
IgG‐specific ELISA to determine plasma concentrations of 
total anti‐FIXA/FX bsAbs in mice and monkeys [44]. The 
rationale could be once again on selecting a format that can 
comply with PK assessments for differing bispecificities in 
different in vivo models and thus promise broader applica-
tions for bsAb development.

Vugmeyster et al. [42] developed two assays to measure 
the concentrations of anti‐IL17A and anti‐IL22 peptide‐anti-
body bispecific genetic fusions (IL‐17A binding peptide 
genetically fused to N‐termini of anti‐IL22 human IgG1 
through either the heavy chains only or through both heavy 
and light chains). The peptide–antibody fusions were cap-
tured by human his‐IL17A and detected with goat antihuman 
IgG antibody–horseradish peroxidase conjugate and 
provided a measure of anti‐IL22 antibody that had at least 
one IL‐17A binding peptide attached to it. The other assay 
provided the total human IgG concentrations, that is, anti‐
IL22 antibody either with the IL‐17A binding peptide(s) 
attached or without any binding peptide. Thus, the two PK 
assays together target assessment of the functional produc-
tion of the engineered peptide–antibody genetic fusion. On a 
similar note, Dong et al. [4] used ELISA to determine 
BIIB4‐5scFv and 5scFv‐BIIB4 (mAb with scFv; both mAb 
and scFv target IGF‐1R but at different epitopes) serum con-
centrations and additionally tested the ability of the sera to 
block the binding activity to hIGF‐1R to ensure that the scFv 
was present and functional [4].

Alternative as well as improvised PK assay formats have 
also been explored in bsAb development. An electrochemi-
luminescence‐based assay was used to determine serum con-
centrations of BAY2010112 in mice [8]. A polyclonal goat 
anti‐AMG 212/BAY2010112 serum was coated to a high 
binding plate (Meso Scale Discovery) for binding to the 
bsAb in the study samples. The detection was performed by 
anti‐penta his‐biotin‐labeled detection antibody. Another 
assay format, a semihomogenous assay, was used to measure 
the dual‐antigen binding activity of a bsAb. It was elegantly 
optimized to negate the “hook” effect of the bsAb at elevated 
concentrations. The semihomogeneous assay format is a 
significant improvement over the conventional ELISA 
method, with increased efficiency through fewer assay steps, 
good quantitation, and specificity for the bsAb without 
requirements of new reagents and instruments. With the 
semihomogeneous assay format, the authors also demon-
strated that a DAF antibody indeed could bind two different 
antigens simultaneously in vitro [46].
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While a majority of the PK assays for bsAbs is based on 
the principles of ELISA, there are examples of exceptions. 
The human serum concentration of the anticancer drug blin-
atumomab (CD19 × CD3) was determined by fluorescence‐
activated cell sorting (FACS) analysis [35]. The assay is 
based on upregulation of CD69 on the surface of activated 
T‐cells subject to dual binding of the bsAb to the T‐cells as 
well as lymphoma cells. The activation of CD69 was 
concentration dependent, which could successfully be mon-
itored by FACS. Given the low serum concentrations of blin-
atumomab following dosing, the activity‐based assay likely 
provides an advantage over ELISA in terms of detecting the 
presence of the drug at low concentrations.

Overall, the PK assay strategy used for the mAb‐based 
formats appears to provide a good estimate of the drug con-
centrations. However, as molecules get complicated in 
design, for example, anti‐IL17A and anti‐IL22 peptide‐ 
antibody bispecific genetic fusions, it will be necessary to 
develop assay strategies in order to measure the appropriate 
species for efficacy and safety evaluations.

27.4.2 Immunogenicity Strategies Employed  
for the Development of bsAbs

Product‐related factors affecting the rate of occurrence of 
immunogenicity hold true for bsAbs, similar to other types 
of biologics. There is an increasing risk with the presence of 
B‐cell/T‐cell epitopes, novel epitopes (e.g., in fusion pro-
teins), amino acid substitutions, and finally foreign sequences 
[47]. All these factors have to be considered early during 
bsAb design despite the fact that there is no validated model 
to predict the immunogenicity in patients from in silico, in 
vitro, or animal data. Importantly, assay strategies for moni-
toring immunogenicity in the preclinical species have to be 
developed in time and based on our knowledge from other 
biologics. They are primarily governed by the bsAb format 
and disease.

27.5 PHARMACOKINETIC–
PHARMACODYNAMIC MODEL‐INFORMED 
DESIGN OF bsAbs

Conceptually, in vitro and in vivo experiments have demon-
strated that targeting multiple targets can be beneficial. 
However, an understanding of the cases in which bispecific 
molecules would be advantageous and the corresponding 
design for the bispecific molecule is unclear. Such an explo-
ration can be accelerated by combining mathematical models 
with experimental data and thus inform therapeutic design.

The physiologically based pharmacokinetic (PBPK) 
model by Friedrich et al. for antibody‐directed effector cell 
therapy of tumors provides an example for modeling of 
quantitative experiments to make therapeutically meaningful 

predictions [48]. The authors combined experimental data 
by Bakacs et al. with their PBPK model to explore how anti-
bodies targeting receptors on both lymphocytes and tumor 
cells can influence the biodistribution of lymphocytes within 
the body, specifically focusing on redistribution of lympho-
cytes to tumors [48, 49]. The model systematically investi-
gates a range of antibody properties to predict optimal bsAb 
binding constants for tumor antigen and lymphocyte binding 
epitopes to attain maximal efficacy.

Multiple models that focus on binding of multispecific 
molecules to their targets and subsequent effects have been 
published [16, 50–52]. These models focus on stoichio-
metric binding of multispecific antibodies to their targets 
and subsequent PD variables such as fractional receptor 
binding. Harms et al. [52] presented a generalized frame-
work and case studies for quantitative investigation of mul-
tiarm antibodies based on systematic assessment of 
interplay between multiple relevant parameters such as 
affinity, avidity, antibody valency, and target expression. 
One of the most therapeutically relevant observations from 
their model is that bispecific molecules should not be 
treated as “magic bullets” and that a combination of mono-
specific antibodies can be better than bispecific molecules 
under certain conditions. Optimal design of bispecific ther-
apies would require careful matching of antibody prop-
erties such as affinity and avidity as well as expected 
concentration profile at the site of action with specific 
target properties such as relative expression levels and 
desired pathway to be inhibited.

Fitzgerald et al. [16] investigated the activity of a bsAb 
(MM141) a step further by predicting cellular response to 
antibodies in terms of cell‐behavior regulators such as ERK 
and AKT. The authors presented a mechanistic model for 
PI3K/AKT/mTOR cascade activation by IGF‐1R and 
ErbB3. The model was calibrated to specific antibody 
(MM141) properties and was used to investigate two 
therapeutic strategies: combination of two monospecific 
antibodies versus a bsAb. In accordance with in vitro and in 
vivo results, the bsAb was predicted to be a stronger inhib-
itor than combination of monospecific antibodies due to 
high avidity inhibition of bispecific molecule to both path-
ways simultaneously. The approach can be easily general-
ized to evaluate the effect of antibodies that target other 
signaling pathways.

A combination of the aforementioned mechanistic PBPK 
and PD models mimicking the complexity of the biologic 
system might help inform IND‐enabling (IND, investiga-
tional new drug) studies and clinical trial designs, although 
those systems models require more experimental data to 
ensure the predictive performance. Given the complexity of 
those models, formal model validation efforts are usually not 
provided and therefore those models have to be used with 
caution. Typically for IND‐enabling predictions of human 
PK, scaling techniques such as different types of allometry 
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including species‐invariant time method are used commonly 
to estimate expected human PK and the corresponding 
exposure based on preclinical animal data, and thus enable 
efficient design of clinical trial parameters such as dosing 
strategy, minimum efficacious dose, and maximal effica-
cious or tolerated dose among others.

27.6 APPLICATION OF PK/PD IN THE 
RESEARCH AND DEVELOPMENT OF 
BISPECIFIC BIOLOGICS: CASE EXAMPLES

27.6.1 Anti‐TfR/BACE1 to Improve Therapeutic 
Antibody Transport across the Blood–Brain Barrier

A conceptually different approach to deliver the active pro-
tein therapeutic or to improve the uptake of antibodies to 
target tissues represents employing an antigen that can 
transcytose across the cell membrane to transport or deliver 
the therapeutic to the site of action. BsAbs can be lever-
aged in this regard as a delivery platform where one arm of 
the mAb binds to a “transporter” antigen while the other 
arm binds to the “therapeutic” antigen to modulate its 
expression and/or biological activity. This approach has 
been used to improve the uptake of antibodies across the 
blood–brain barrier for the development of biotherapeutics 

for neurodegenerative diseases such as Alzheimer’s  disease. 
Yu et al. [28] engineered a bsAb, anti‐TfR/BACE1 (β‐site 
amyloid precursor protein cleaving enzyme 1), using the 
“knob‐into‐hole” technology. The “transporter” arm is 
against the TfR and the other arm recognizes BACE1 
(Fig.  27.2). TfR imports iron into cells via receptor‐ 
mediated endocytosis of the transferrin–iron complex. TfR 
is ubiquitously expressed in several tissues including the 
endothelial cells of the blood–brain barrier. BACE1 ini-
tiates the process of cleaving amyloid precursor protein 
into amyloid beta (Aβ) and has been pursued as a therapeutic 
target for Alzheimer’s disease [54, 55]. The BACE1 arm of 
anti‐TfR/BACE1 was incorporated from the anti‐BACE1 
monospecific mAb [56]. It binds to BACE1 with high spec-
ificity and affinity (K

d
 = 5 nM). Our initial experiments with 

high affinity anti‐TfR mAbs suggested that these anti-
bodies bound to the vasculature with minimal uptake into 
the brain. In addition, these antibodies were cleared rapidly 
from the circulation due to TfR‐mediated clearance. Hence 
the affinity was reduced, which improved the uptake into 
the brain (Fig. 27.2) as well as resulted in a lower systemic 
clearance [57]. The optimized bsAb showed 10‐fold higher 
brain concentrations in mice compared to the canonical 
anti‐BACE1 mAb. More importantly, it lowered endoge-
nous Aβ levels in the brain to a greater extent than the 
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monospecific anti‐BACE1. A mechanism‐based PK/PD 
model was developed to predict successfully the impact of 
the affinity on Aβ levels (Fig. 27.2) [53]. The model accounts 
for target‐mediated drug clearance through TfR binding in 
systemic compartment, nonmonotonic trends for brain 
uptake of antibodies with different affinities and the 
dynamics of inhibition of Aβ production by BACE1. In 
addition, the model also captures the toxic effect of TfR 
binding on reticulocytes and thus helps quantitatively 
define the therapeutic window for the antibody. The bsAb 
was also designed to remove the Fc effector functions 
because it was associated with safety findings [57]. This 
strategy can work to deliver mAbs across the blood–brain 
barrier and might be broadly applicable to numerous neu-
rological disorders. Although such entities are simple in 
principle, developing them is a major challenge because of 
suboptimal PK, modulating the affinity as a function of 
PK/PD as well as activity and its translation across species, 
changes in binding affinity as a bispecific (monovalent) 
compared to monospecific (bivalent), lack of suitable trans-
porter antigens that can efficiently transcytose across the 
blood–brain barrier [58], need of appropriate PD markers, 
and potential safety issues. Consequently, the discovery 
and development strategy requires a rigorous optimization 

strategy to obtain the structural characteristics of the bsAb, 
which supports the therapeutic intent.

27.6.2 PK Characterization to Optimize bsAb 
Molecule Design and Selection for Ophthalmology

BsAbs are also being employed to develop therapeutics for 
ophthalmic diseases such as age‐related macular degenera-
tion [59]. One of the requirements for this class of protein 
therapeutics is an optimal residence in the intraocular 
compartment with minimal systemic exposure. To this end, a 
comprehensive set of molecules including a mAb, a F(ab′)2 
with a double‐disulfide bond linking the two Fabs (F(ab′)2 
double disulfide), and a F(ab′)2 with a single‐disulfide bond 
(F(ab′)2 single disulfide) was generated to investigate the 
ocular PK (Fig. 27.3); a Fab and a Fc were also generated to 
evaluate the impact of size and the role of Fc. All molecules 
except the Fc targeted viral glycoprotein D, a nontherapeutic 
antigen. The PK was determined in New Zealand white 
rabbits following intravitreal (IVT) administration. There 
were no apparent differences in the PK of these molecules 
(Fig.  27.3). The concentrations of the different formats 
decreased at comparable rates with vitreous half‐lives rang-
ing from 3.1 to 4.6 days. This suggested that proteolytic 
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catabolism and FcRn‐mediated recycling probably have a 
limited role in the eye. In contrast, notable differences were 
seen in the PK of the different formats in the serum. The 
systemic exposure of mAb was 30‐fold higher than F(ab′)2 
double disulfide and greater than 100‐fold higher than 
F(ab′)2 single disulfide or Fab. Thus, these data indicated 
that the use of mAb would clearly result in an unwanted 
increase in systemic exposure.

When compared between the F(ab′)2 formats, the 
F(ab′)2 double‐disulfide molecules demonstrated 
slightly longer vitreous half‐life than the F(ab′)2 single‐
disulfide and Fab molecules indicating a stabilizing 
effect with the second disulfide bond. The better sta-
bility of the F(ab′)2 double‐disulfide molecules coupled 
with rapid systemic elimination may translate to superior 
efficacy and safety when compared to the other mole-
cules. Similar results were obtained with another bsAb 
targeting vascular endothelial growth factor A and an 
undisclosed antigen [59].

27.6.3 Pharmacokinetic Studies during  
Development of a Bispecific T‐Cell Engager

Bispecific T‐cell engagers, commonly referred to as BiTEs, 
comprised two different flexibly linked single‐chain anti-
bodies, one directed against a tumor antigen and one target-
ing CD3. BITEs can transiently link tumor cells with resting 
polyclonal T‐cells for induction of a surface target antigen‐
dependent redirected lysis of tumor cells, closely mimicking 
a natural cytotoxic T‐cell response. In vitro, BiTE antibodies 
activate T‐cells in a highly conditional manner that is 
dependent on the presence of target cells. First‐generation 
BiTE antibodies cross‐react only with respective antigens 
from chimpanzees [23]. To facilitate in vivo safety testing, 
surrogate BiTE antibodies were generated that are cross‐
reactive with murine antigens. The pharmacological charac-
terization of BiTE antibodies includes in‐depth analysis of 
their effects on tumor as well as on T‐cells. Various xeno-
graft models are available for in vivo efficacy testing. The 
second‐generation BiTE antibodies are fully human in 
sequence and cross‐react with nonhuman primates [24]. 
BAY2010112, in development for the treatment of patients 
with prostate cancer, is bispecific for prostate‐specific mem-
brane antigen (PSMA) and the CD3 epsilon subunit of the 
T‐cell receptor complex. BAY2010112 binds PSMA and 
CD3 of human and macaque origin allowing for the 
assessment of safety, PD, and PK in a relevant animal species 
[8]. Cynomolgus monkey PK/toxicokinetic studies were 
performed with single and repeated SC as well as IV 
administration of BAY2010112. BAY2010112 was rapidly 
eliminated from serum with apparent half‐lives of between 1 
and 3 h as determined in the interval up to 8 h after IV 
administration. After reaching a plateau between 4 and 8 h, 
BAY2010112 was eliminated from the serum with a mean 

half‐life of 7 h (4.1–11.2 h) and in between 6/10 and 24 h 
after SC administration of BAY2010112. The half‐life 
reflects a continuing absorption from the site of injection 
rather than elimination (“flip‐flop phenomenon”). Single 
species‐based allometric scaling was used to estimate the 
human exposure at first‐in‐human doses. PK/PD data were 
generated as well in non‐obese diabetic/severe combined 
immunodeficiency (NOD/SCID) mice that had been injected 
SC with human PSMA cells after γ irradiation [8]. Additional 
PK information was generated in BALB/c mice after single 
IV and SC administration of BAY2010112 indicating an 
absolute bioavailability of 18% (monkey: 66%).

Due to the short elimination half‐life of BAY2010112 in 
monkeys, distribution into the tumor tissue was investigated 
by using the 14C labeled compound. It could be demonstrated 
that 14C‐labeled BAY2010112 administered to mice by tail 
vein injection accumulates in SC implanted LNCaP PCa 
tumors [60] (Fig. 27.4). Distribution studies with biologics 
are not required as IND enabling, but they can generate a 
mechanistic understanding to aid internal decision making. 
Such studies can provide information on the major tissue 
distribution compartments and underlying mechanisms of 
disposition kinetics, elucidate on‐ and off‐target binding 
kinetics in tissues of interest, and quantify the drug entity 
and/or its relevant parts.

27.7 OUTLOOK

There are no common design specifications of bsAbs yet. 
They need to be structurally optimized for each target, target 
organ, and other biological properties of the disease to 
achieve the wanted balance between efficacy and safety.

Several key questions have to be addressed in this 
exercise: (i) Are bsAbs better than the alternative of 
combining individual antibodies directed toward the targets? 
(ii) Is the optimum affinity of the two binding domains same 
as that for optimum individual antibodies? (iii) Does the 
increased avidity effect due to multiple binding domains 
pose an advantage by lowering dose or a limitation in the 
case of presence of decoy receptors? (iv) What are the 
optimum conditions (e.g., receptor densities) where such 
bsAbs could provide optimum benefits? (v) Are bivalent 
bsAbs (one or two target‐binding sites) superior to monova-
lent binding? (vi) Do we want (or avoid) Fc‐mediated 
functions? (vii) How do we align bsAbs format and the 
required half‐life (clearance)?

In order to fully answer these questions and optimally 
exploit the technology of bsAbs, a thorough fundamental 
knowledge of their binding properties is critical. In 
addition, a thorough understanding of the PK/PD relation-
ships and clinical data from the ongoing studies are needed 
to verify whether bsAbs will play a major role in future 
therapeutics.
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Catumaxomab (Removab®), 46, 48, 49, 216, 217, 413, 417
Caveolae, 94, 243

mediated endocytosis, 245
mediated permeation, 243
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CD19+ B‐cell count, 137
CD25+ leukemia, 137
CD16+ natural killer cell, 48
CD33‐positive blast cell, 44
CD20‐positive cell, 58
CD3 x EpCAM, 417
Cell‐based gene therapy, 250
Cell‐based therapy, 370, 371
Cell‐behavior regulator, 418
Cell‐collagen matrix model, 69
Cell line, 331
Cell membrane‐bound target, 99
Cell microarray technology, 264
Cell permeability, 58
Cell‐signaling blockade, 234
Cell‐surface antigen G250, 127
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based target, 371
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Duocarmycin, 41

Eculizumab, 19, 132, 217, 296
Edema, 128
Efalizumab, 112, 113, 115, 131, 132, 169, 176, 215–217
Effect site, 176
Efficiency of expression, 20
8C2, 168
Electric charge, 69
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First‐pass metabolism, 4
FITC‐dextran, 69, 73
5T4, 132
Fixed dosing, 100, 107, 112, 114, 116, 118–120, 394
Fixed‐dosing approach, 111, 122
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HIP‐DOTA system, 288
HIRMAb‐EPO, 247
Hirudin, 95
Histidine, 29
Histidine mutagenesis approach, 30
Histocompatibility complex class I‐related receptor, 78
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Human IL‐6R transgenic mouse, 29
Human insulin receptor, 246
Human insulin receptor mAb (HIRMAb), 244
Humanization, 18
Human leukocyte antigen (HLA)

class II genotype, 150
Tregitope complex, 149

Human papillomavirus (HPV), 348, 359
16 E7 peptide, 359
16L 1-encoding gene, 359
vaccination, 359
vaccine, 359

Human pharmacokinetic prediction, 91
Human respiratory syncytial virus (RSV), 216, 295, 296, 371
Human tetanus immunoglobulin (P‐HTIG) vaccine, 359
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α-l-Iduronidase (IDUA), 244, 245



InDEX 437

IFn-1α, 218
IgE, 132, 133, 137, 178, 181, 216, 218, 296

baseline level, 180, 187
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Indirect red blood cell labeling method, 79
Indirect response model, 120, 176

modified, 120
Indium, 272
Indium‐111 (111In), 81, 272, 275
Individual performance, 111, 118, 122
Inducible regulatory T‐cell (iTreg), 149
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Innovator product, 331
Inotuzumab ozogamicin, 18, 131
In silico method, 316
In silico prediction, 17, 20
In situ hybridization (ISH), 262, 266
Insulin, 73, 333, 369, 371, 403
Insulin analog, 370
Insulin‐like growth factor I receptor (IGFIR), 243, 

 416, 418
Insulin‐like growth factor II receptor (IGFIIR), 243, 244
Insulin‐like growth factor receptor, 323
Insulin receptor (IR), 219, 244

antibody fusion protein, 246
Intact protein calibrator, 319
Integrated PK/TE/PD modeling, 8
Interdigital space, 74
Interferon (IFn), 371
Interferon alpha/leukocyte IFn (IFn-α), 133, 218,  

333, 371
Interferon-β, 28
Interferon beta, fibroblast IFn (IFn-β), 156, 333
Interferon gamma, immune IFn (InF-γ), 218
Interleukin‐1 (IL‐1) receptor, 215
Interleukin‐2 receptor α (IL‐2Rα, T activation antigen (TAC)), 

153, 296
Interleukin‐5 (IL‐5), 218
Interleukin‐10 (IL‐10), 149
Interleukin‐12/Inerleukin‐23 (IL‐12/IL‐23), 216
Interleukin‐13 (IL‐13), 176
Interleukin‐17 (IL‐17), 133
Interleukin‐23 (IL‐23), 133
Interleukin‐1β, 175, 296
Interleukine‐6 (IL‐6), 6, 133, 296, 376

degradation rate, 120
free level, 8
level, 120
receptor (IL‐6R), 29, 131, 216
total level, 8

Intermediate pharmacological mechanism, 175
Internalization, 416
Internalization rate, 58, 231
Internal standard (IS), 319

SIL‐peptide/extended‐peptide, 319
stable isotope‐labeled (SIL), 319

International Conference for Harmonization (ICH), 403
Interspecies allometric scaling, 92, 98, 101, 107, 108

fixed‐exponent, 374
single‐species approach with a fixed exponent, 95

Interspecies allometry, 92, 93
Interspecies scaling, 220
Interstitial concentration, 87
Interstitial fluid, 166

pressure, 128
space, 27

Interstitial pressure, 81, 226

Interstitial space, 74, 77, 86, 93, 162, 167
rate of convection to, 93

Interstitial target, 169
Interstitial target occupancy, 167
Interstitial transport, 68, 69
Interstitial volume, 79, 81
Interstitium, 77, 81, 162
Intersubject variability, 111, 114, 118, 120
Intracellular catabolism, 115
Intracellular space, 86
Intracellular target, 371
Intracellular uptake, 48
Intracellular uptake rate, 31
Intradermal influenza vaccination, 357
Intraperitoneal (IP) administration, 42
Intravascular space
Intravitreal injection, 296, 420
Intrinsic factor, 375
Investigational new Drug (InD), 263, 369
Investigator initiated study, 308
In vitro affinity maturation, 20
In vitro display, 20
In vitro–in vivo extrapolation, 6, 159
In vitro potency characterization, 332
Iodine‐124 (124I), 273
Iodine‐125 (125I), 81, 273
Iodine‐131 (131I), 272, 273
Iontophoresis, 356
Ipilimumab, 216, 217
Iron oxide magnetic nanoparticle (MnP), 271
Ischemic stroke, 246
Isoelectric point (pI), 20, 25, 26, 48, 79, 167
Isoform heterogeneity, 213
Isomerization, 6
Isotype control antibody, 87
Itch and hives symptoms, 176

Japanese Pharmaceutical and Medical Devices Agency (PMDA), 378
Juvenile idiopathic arthritis (JIA), 296, 298, 299

Kadcyla® (ado‐transtuzumab emtansine ), 40
Kawasaki disease, 308
Keratan sulfate, 215
Ketoconazole, 45, 61
Kidney, 217
Kirsten rat sarcoma viral oncogene homolog (KRAS), 135

mutation status, 135
“Knobs into holes,” 19, 415, 419
Krogh cylinder model, 230, 235
Kunitz protease inhibitor (KPI), 247
Kupffer cell, 147, 152

Label choice, 272
Labeling strategies, 277
Labeling technique, 271
Lactide/glycolide copolymer, 249
Lanreotide autogel, 117
Lantus®, 369
Larynx‐associated lymphoid tissue, 356
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Laser capture microdissection, 262
Laser scanning cytometry, 262
LAV YF-17D, 362
LC/SRM‐MS, 313, 316, 318

conventional‐flow, 319
multiplexed, 318
nano‐flow strategy, 319

Leaky tumor vasculature, 128
Lenercept, 95, 98, 130, 154
Leptin receptor (OBR), 243, 245
Leukemia, 150
Leukocyte, 135
Leukopenia, 46
Levy, 169, 176
Licensed biotherapeutic product, 331
Ligand‐binding assay (LBA), 4, 313, 315, 319, 324, 341, 372, 417

generic assay, 314
Gyrolab‐based method, 323
specific assay, 314

Ligand‐receptor activation and trafficking model, 204
Ligand‐receptor interaction, 20
Ligelizumab (QGE031), 176, 178, 180, 186, 188, 192
Linearity range, 318
Linker, 40, 55, 402

acid labile, 40
auristatin T (AT)‐based, 44
choice, 402
cleavable, 40, 60
dipeptide linker, 59
disulfide, 41, 60
ex vivo stability, 404
MC‐MMAF, 44
MC‐vc‐MMAF, 44
noncleavable, 40, 59, 60
plasma stable linker chemistry, 59
protease‐cleavable, 41, 59
SMCC, 402
thioether‐based, 59, 60, 402

Lipophilicity, 116
Lipopolysaccharides, 349
Liquid chromatography–mass spectrometry (LC–MS), 2, 8, 262, 

313, 315, 324
affinity capture capillary, 41
highly sensitive, 42
high resolution, 316, 324

Liquid chromatography–tandem mass spectrometry (LC–MS/
MS), 266, 324, 404

based technology, 319
Liquid chromatography with high resolution mass spectrometry 

(LC‐HRMS), 6
Local charge patch, 79
Local clearance, 230
Local metabolism, 234
Logistic regression model, 120
Low density lipoprotein binding receptor (LDLR), 244, 245
Low density lipoprotein (LDL) receptor, 243

LRP1/CD91/α2-macroglobulin receptor, 245
related protein 1 (LRP1), 243
related protein 2 (LRP2, megalin), 243, 245

Lower limit of quantification (LLOQ), 318
Lucatumumab, 176
Luciferase, 244, 248
Lung, 217
Lutetium‐177 (177Lu), 81, 275
Lymph, 68, 71
Lymphatic‐cannulated sheep model, 70
Lymphatic capillary‐mediated absorption, 71
Lymphatic capillary‐mediated transport, 62
Lymphatic distribution, 162
Lymphatic drainage, 42, 47, 71, 128

rate, 93
Lymphatic flow, 125

rate, 7, 127, 296
thoracic, 69

Lymphatic node, 73–75
Lymphatic system, 68
Lymphatic transport, 70, 73
Lymphatic transport rate constant, 72
Lymph flow, 160, 162, 165
Lymph node (Ln), 350
Lymph node compartment, 162
Lymph node lesion, 136
Lymphocyte function‐associated antigen‐1 (LFA‐1), 169
Lymphocyte function‐associated antigen‐3 (LFA‐3), 215
Lymph system, 226
Lyophilized formulation, 17
lys–MCC–DM1, 59
Lysosomal acid α-glucosidase (GAA), 156
Lysosomal degradation, 19, 48, 78, 153, 168
Lysosomal protease, 60
Lysosomal proteolytic degradation, 82
Lysosomal storage disease mucopolysaccharidosis (MPS) type I 
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MabThera® (rituximab), 338
Macrophage, 73, 78, 96, 152
Macular degeneration, 371
“Magic bullet,” 55, 418
Magnetic resonance imaging (MRI), 85, 271, 276
Major histocompatibility complex (MHC), 148

class II, 350
Malaria I/II 7, 348
Maleimide chemistry, 60
Maleimidocaproyl‐valine‐citrulline‐p‐aminobenzoyloxycarbonyl 

(MC‐vc‐PAB), 43
Malignant ascite, 48
Mammalian cell display, 20
Mammillary model, 100
Manufacturing change, 333
Manufacturing process, 331
Market exclusivity period, 331
Mass balance, 162, 166
Mass balance study, 373
Mass spectrometry (MS), 2
Mass transfer, 228
Mast cell, 137
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Matrix metalloproteinase (MMP), 127, 226, 235
Matuzumab, 113, 131
Mavrilimumab, 176
Maximal tumor diameter, 136
Maximum recommended starting dose  

(MRSD), 374, 387
Maytansine, 40, 58
Maytansioid, 41, 59
Measles, 348
Mechanism of action, 19, 100, 371
Mechanistic IL-1β binding model, 175
Mechanistic PK/PD model, 371
MEDI4736, 132
MEHD7945A, 48, 416
Melanoma, 348
Membrane‐bound antigen, 25, 29, 33, 132
Membrane‐bound receptor, 16, 97, 126

with no shedding, 198
with shedding, 198

Membrane‐bound target, 133, 203, 208
Membranous glomerulonephritis, 129
Memory cell, 350
Memory T‐cell response, 360
Mercaptopurine, 156
Meta‐analysis, 130

utility, 395
Metabolic disorder, 371
Metabolism, 297
Metal chelate, 272
Metal nanoparticles (Au‐nP), 355
Metastatic breast cancer, 129, 135, 348
Metastatic colorectal cancer, 134, 135
Metastatic gastric cancer (mGC), 129, 135
Method development, 324
Method development time, 314
Methotrexate (MTX), 130, 150, 156, 376
MET proto‐oncogene, 135
Michaelis–Menten approximation, 197, 200, 203, 209

with target turnover, 202
Michaelis–Menten saturable mechanism, 218
Microbial protease, 136
Microbubble (MB), 251
Microemulsion, 356
Microglial cell, 147
Microneedle, 356
Microtubule inhibitor, 41
Minimal residual disease (MRD), 49
Minimal seroprotective level, 359
Minimum anticipated biological effect level (MABEL),  

107, 209, 374
Minipig, 27

extracellular portion, 16
MLn2704, 45, 217
MM‐111, 48
MM‐141, 418
Model‐based drug development (MBDD), 393
Model‐based meta‐analysis, 375
Modeling and simulation, 375, 377
Model reduction, 200
Molecular biology, 1

Molecular imaging, 85, 285, 288
Molecular marker, 288
Molecular mass, 42
Molecular modeling technique, 13
Molecular pathology, 257
Molecular pathology‐based assay, 265
Molecular pathology‐based technique, 267
Molecular signature, 362
Molecular size, 4, 69, 74, 116, 168
Molecular Trojan horse (MTH), 219
Molecular weight (MW), 95, 128, 232
Monoclonal antibody (mAb), 1, 55, 72, 107, 110, 112,  

122, 125, 126, 159, 213, 215, 230, 272, 313,  
333, 342, 370, 403

anti‐CD4, 219
anti‐CD4 (TRX1), 7
anti‐FGFR4 (fibroblast growth factor  

receptor 4), 3, 220
anti‐IL‐6 (siltuximab), 8
anti‐RSV (respiratory syncytial virus), 220
canonical, 416
chimeric, 120
distribution, 386
human, 39, 120
humanized, 39, 120
ligand‐mAb complex, 267
murine 8C2, 129
noncanonical, 413
nondepleting, 150
target‐mAb binding, 216
target‐mAb complex, 216
therapeutic, 39
unconjugated, 44

Monocyte, 73, 96, 152
Monomethyl auristatin E (MMAE), 43, 58–60, 128
Monte Carlo simulation, 111, 187, 189
Morphology, 243
Moxetumomab pasudotox, 131
MPDL3208A, 136
MRMaid, 316
Mucosa‐associated lymphoid tissue (MALT)  

(Peyer’s patches), 354, 356
Mucosal epithelia

gastrointestinal, 156
nasal, 156

Multimodal contrast agent, 271
Multiple myeloma, 131
Multiple sclerosis, 156
Multiplexed capacity, 318
Multispecific antibody, 418
Multispecific molecule, 418
Muromonab‐CD3, 216, 217
Muscle, 73
Mutagenesis, 26
Mutation status, 135
Mycobacteria Ag, 349
Myocardial toxicity, 374

naked DnA plasmid, 356
nanobody, 39
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nanoparticle, 249, 276
poly(butylcyanoacrylate) (PBCA), 249
superparamagnetic iron oxide, 276

nanosystem, 356
naptumomab estafenatox, 132
nasal‐associated lymphoid tissue (nALT), 354
natalizumab, 19, 131, 216, 217, 297
native gel separation, 324
natriuretic peptide receptor‐A, 214
necitumumab, 131
neo‐epitope, 149
neopterin, 218
nephropathy, 129
nerve growth factor A (nGF)
net positive charge, 168
neupogen®, 341
neurodegenerative disease, 49
neuroprotective agent, 251
neuroscience, 371
neurotherapeutic, 244
neurovascular unit, 241
neutropenia, 45
neutrophil maturation, 137
neutrophil proliferation, 137
new chemical entity (nCE), 403
next Generation Sequencing technology, 20
niosome, 356
nMR spectrometry, 265
nonantibody molecule, 16
noncell‐based receptor, 372
non‐Hodgkin’s lymphoma (nHL), 131, 133, 136, 219

relapsed, 417
nonhuman primate (nHP), 3, 337, 373, 374
noninvasive detection, 288
noninvasive imaging modality, 85
nonionizing radiation, 271
nonlinear dose‐exposure relationship, 29
nonlinear mixed‐effect modeling approach, 374
nOnMEM, 110, 181
nonoverlapping epitope, 416
non‐small‐cell lung cancer (nSCLC), 131, 132, 135

patient‐derived xenograft model, 135
nonspecific clearance, 416
nonspecific elimination, 25, 297
nonspecific endocytosis, 206
nonspecific linear clearance, 166, 216
nonspecific pinocytosis, 40, 152
nonspecific systemic clearance, 126
nonviral gene transfer, 244
nonviral gene vector, 245
no observed adverse effect level (nOAEL), 107, 374, 387
no observed effect level (nOEL) approach, 387
northern blot, 259, 266
novel scaffold, 20
nuclear factor κ-B (nFκ-B)

ligand, 176
receptor activator, 176

nuclear magnetic resonance (nMR) technology, 13
nucleic acid‐based therapeutic protein, 241
nucleic acid molecule, 370

Obesity, 127
Objective response rate, 135
Octreotide, 118
Octreotide acetate, 117
Ofatumumab, 131, 216
Off‐target activity, 235
Off‐target adverse effect, 100
Off‐target binding, 27, 88, 213, 220, 257, 263, 267
Off‐target clearance, 87
Off‐target immune‐mediated toxicity, 79
Off‐target interaction, 3, 4
Off‐target toxicity, 234, 369, 371
Oligonucleotide, 213
Omalizumab (Xolair™), 112–114, 132, 133, 137, 176,  

178, 180, 181, 185, 188, 192, 216–218,  
296, 297, 304

free, 177
omalizumab‐IgE binding model, 176
total, 177

Onartuzumab, 131, 132
Oncogene, 219
Oncology, 125
“One‐pore” formalism, 161, 165, 167
“One‐pore” formalism model, 162
Onercept, 116, 117
On‐target, 372
On‐the‐fly orthogonal array optimization (OAO), 316
Ophthalmic disease, 420
Ophthalmology, 371
Opsonized microbe, 96
Optical imaging (OI), 271, 272, 276, 288, 289
Oral polio vaccine (OPV), 348
Organic anion transporter 3 (OAT3), 245
Organic dye, 276

synthetic, 276
Organ impairment, 60, 61
Organ‐specific vascular reflection coefficient, 206, 208

leakiness of vascular wall, 208
tightness of vascular wall, 208

Osteopenia, 176
Osteoporosis, 176
Otelixizumab, 19
Ovarian cancer, 218
Overall intersubject variability, 111, 112, 114, 119
Overall survival, 135
Overarching biosimilar guidance, 333
Ovidrel®, 338
Oxidation, 6

Packaging choice, 331
Palifermin, 376
Palivizumab, 216, 217, 295, 296, 371
Pancreatic trypsin inhibitor, 247
Panitumumab, 48, 131, 134, 135, 216, 217, 297
Panning method, 20
Paracellular transport, 42
Parallel clearance model, 99
Parallel group design, 341
Parameter identifiability, 200
Parkinsonian syndrome, 249
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Paroxysmal nocturnal hemoglobinuria, 132
Partial steady‐state approximation, 201
Particle mediated epidermal delivery (PMED), 357
Particle size, 353
Passive diffusion, 4
Patch formulated in hydrogels, 355
Patent, 331
Pathogen‐associated molecular patterns (PAMPs), 349
Pathogen–host interaction, 362
Pathology, 266, 267
Patient‐centric FIH trial, 375
Patient genetic heterogeneity, 135
Patient Protection and Affordable Care Act, 335
Pattern‐recognition receptor, 148
Paul Ehrlich, 55
“Peak‐trough” variation, 185
Pediatric, 180, 391
Pediatric dose strategies, 300
Pediatric drug development, 295, 298, 309

modeling and simulation, 305
modeling and simulation framework, 305

Pediatric investigation plan (PIP), 376
Pediatric Research Equity Act, 376
Pediatric study, 376

pharmacokinetic study, 300
registry study, 300
sample size determination, 304, 309

Pediatric study decision tree, 298
Pediatric study of certolizumab pegol (PASCAL) study, 300
PEG‐conjugated erythropoietin (EPO), 127
PEG‐conjugated interferon alpha, 127
PEG30-EPO, 70, 71, 73
PEG40-EPO, 73
Pegfilgrastim, 128
PEG‐interferon alfa‐2a, 93
PEG‐interferon alfa‐2b, 117
PEG interleukin 2 (PEG IL2), 95
PEG‐stabilized liposome, 249
PEGylated immunoliposome, 248
PEGylated protein, 121
PEGylation, 20, 48, 248, 370, 379
Pembrolizumab, 136
Pentamer, 151
Peptide, 370, 371
Peptide–antibody genetic fusion, 417
PeptideAtlas, 314
Peptide‐based vaccine, 359
Peptide‐Fc fusion protein (peptibody), 214
Peptide mimetic of thrombopoietin (TPO), 214, 218
Perforin‐mediated immunotherapy, 49
Pericyte, 226
Peripheral neuropathy, 45
Personalized vaccination, 362
Pertuzumab, 30, 95, 112, 113, 115, 135
PF‐03446962, 7
PF‐05280014, 338–340, 342
P‐glycoprotein (P‐gp), ABCB1, 44, 58, 136, 241, 246
Phage display, 15, 16, 20
Phagocyte, 152

Phagocytic cell, 349
Phagocytosis, 94, 96, 98
Pharmacodynamic(s) (PDs), 2, 167, 192

interpatient variability, 108, 110
marker, 334
translation, 374
variability, 112, 122

Pharmacogenomic information, 375
Pharmacokinetic(s) (PKs)

assay strategy, 417, 418
formation rate‐limited, 44
interpatient variability, 108
similarity assessment, 342
variability, 107, 110, 112, 122

Pharmacokinetic(s)/pharmacodynamic(s) (PK/PD), 1, 45, 309, 
332, 401

direct drug–target binding model, 176
general drug–target binding model, 176
ligand‐binding model, 176
mechanism‐based, 8, 133, 137, 394, 420
model‐based analysis, 175
modeling, 415
receptor‐binding based, 8
relationship, 377, 421
translation, 374

Pharmacologically relevant targeted system, 197
pH‐dependent antigen binding, 28, 30
pH‐dependent binding, 25, 26, 165
pH‐dependent interaction, 19
pH‐dependent target binding, 171
Phlebotomy (blood removal from circulation), 138
PHOEnIX 1, 129
PHOEnIX 2, 129
PhRMA, 3, 95
Physical activity, 127
Physical half‐life, 276
Physicochemical property, 127
Physiological‐based PK (PBPK) modeling, 7, 81, 92, 100, 101, 

159, 200, 309, 373, 376, 387, 394, 418
catenary model, 161, 165
full model for mAb, 100
minimal model (mPBPK), 100, 166–169, 171
“second‐generation” mPBPK model, 100, 166, 168
simplified model, 197, 206
simplified model with a target, 208
whole‐body model, 166, 168, 204

Physiological compartment, 86
Physiologically based interspecies extrapolation, 161
Physiologically based SC absorption model, 127
PI3K/AKT/mTOR cascade activation, 418
Pinocytosis, 27, 77, 94
Placebo/disease natural history, 178
Placebo model, 178
Plaque psoriasis, 129–131, 176, 295
Plasma cell, 148
Plasmalemmal vesicle, 243
Plasma‐tissue fluid lymph circulation, 68
Plasmid encoding, 244
Plasmid pDnAX (pVAX‐Hsp60TM814) vaccine, 356
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Plasmid preparation, 14
Plasminogen, 127
Plate‐based proteome array, 318
Platelet, 152
Platelet‐derived growth factor receptor‐beta (PDGDRβ), 50
Plitidepsin, 117
PMDA see Japanese Pharmaceutical and Medical Devices  

Agency (PMDA)
Pneumococcal vaccine, 356
Point mutation, 19
Polarity, 42
Poly(ε-caprolactone) (PCL), 353
Polyaminopolycarboxylate chelator, 82
Polyarticular juvenile idiopathic arthritis, 296
Polyethylene glycol (PEG), 16, 248
Polyglycolide (PLG), 353
Polylactide (PLA), 249, 353
Polymerase chain reaction (PCR), 14
Polymorphism, 135
Population performance, 111, 118, 122
Population PK analysis (modeling), 59, 60, 107, 110, 119, 127, 

129, 138, 297, 305, 307
based simulation, 300
DDI assessment, 376
semi‐mechanistic, 61

Population PK and PD analysis, 122, 377
Population PK meta‐analysis, 127
Population PK model, 134, 374
Population PK/PD model, 107, 110, 116
Population PK/PD study, 111
Population PK TP‐DI Working Group, 376
Positron emission tomography (PET), 85, 265, 271–273,  

275, 286, 289
Positron emitter, 85
Posology, 175, 176, 181, 185, 193

omalizumab, 184
Posttranslational modification, 17, 332
Potential variants, 332
Power model function, 109
Preclinical development, 372
Precursor molecule, 20
Presystemic catabolism, 67, 72–75, 126, 127
Pre‐targeting approach, 234
Primary immunodeficiency, 215
Probability of flare, 175
Professional antigen‐presenting cell, 217
Programmed death‐ligand 1 (PD‐L1), 132, 136
Programmed death receptor‐1 (PD‐1), 136
Progression‐free survival (PFS), 134, 135
Proof of Concept (PoC) study, 375
Prophylactic vaccination, 359
Proprotein convertase subtilisin kexin 9 (PCSK9), 30
Prostate cancer, 348, 421
Protective immunity, 362
Protective immunogenicity, 359
Protein‐based biologic therapeutic, 91
Protein catabolism, 93, 95, 96, 100

endocytotic, 94
Protein chip, 260, 264

Protein design, 316
Protein digestion, 316
Protein engineering, 13, 20
Protein fishing, 264
Protein fluorescent labeling, 285
Protein‐losing enteropathy (PLE), 129
Protein microarray, 260, 264
Protein pull‐down assay, 264
Protein radiolabelling site, 280

oxidized carbohydrates, 282
primary amines, 280
thiols, 282

Protein radiometal labeling, 282
Proteinuria, 129
Proteolysis, 5
Proteolytic catabolism, 81, 95, 129, 420
Proteolytic degradation, 59, 60, 73, 74
Proteolytic enzyme, 297
PSMA‐ADC, 45, 218
Public Health Service Act (PHS), 335
Purification step, 331
Pyrrolobenzodiazepine, 41

QTc prolongation, 389
Quadroma, 413
Quantitative PCR (aPCR), 265
Quantum dots (QDs), 276
Quasi‐equilibrium approximation, 200, 201
Quasi‐equilibrium binding, 177

drug‐ligand, 178
Quasi‐steady‐state (QSS)

approximation, 200, 201
assumption, 209
target binding, 169

Rabies virus glycoprotein (RVG29), 250
Race, 393
Radiocatabolite, 81

residualization, 82
trapping of, 82

Radiohalogen, 271–273
Radiohalogenation, 277
Radioimmunoimaging performance, 272
Radioimmunotherapy (RIT), 233–235, 272
Radioiodination, 273

using enzyme, 279
using iodine, 279
using iodine monochloride, 279
using oxidizing reagent, 279
using prelabeled small molecules, 279

Radioiodine, 271, 272
Radioisotope, 234, 271
Radioisotope‐based system, 271
Radiometal, 275
Radiometallic nuclide, 271, 272
Radiometal‐polyaminopolycarboxylate complex, 81
Radionuclide, 272

beta‐emitting, 85
clinical development, 276
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Radionuclide (cont’d )
gamma‐emitting, 85
gamma‐emitting metallic, 275
halogen, 275
nonresidualizing (halogen), 81
photon‐emitting, 272
positron‐emitting, 272
preclinical development, 276
residualizing (metallic), 81

Radiotherapy, 272
α-particle, 273

Ranibizumab, 19, 20, 371
RAnKL, 132, 216
Rapid‐binding model, 201
Rate‐determined extent, 167
Rate of internalization of mAb‐target complex, 7
Rational dose regimen selection, 175, 193
Rat/mouse hybrid quadroma cell line, 48
Real‐time immune protein PCR, 261
Real‐time quantitative reverse transcriptase polymerase chain 

reaction (qRT‐PCR), 259, 264, 266
Receptor‐binding peptide, 245
Receptor copy number, 218
Receptor density, 421
Receptor expression relative density, 101
Receptor‐Fc fusion protein, 13
Receptor‐independent micropinocytosis, 148
Receptor‐ligand binding, 273
Receptor‐mediated clearance, 28, 219
Receptor‐mediated elimination, 128
Receptor‐mediated endocytosis (RME), 5, 43, 59, 79, 81, 95, 115, 

215, 218, 219, 248, 251
Receptor‐mediated internalization, 243
Receptor‐mediated transcytosis, 49, 244, 248, 251
Receptor‐mediated uptake, 152
Receptor occupancy (RO), 77, 85, 87, 100, 132, 169, 175,  

209, 266
Receptor of advanced glycation endproducts (RAGE), 243, 245

RAGE‐nF-κB signaling pathway, 246
Receptor targeting, 234
Recombinant CD4, 94
Recombinant cytokine, 213
Recombinant DnA biotechnology, 1, 13, 46
Recombinant erythropoietin (rEPO), 95
Recombinant erythropoietin-α, 16, 70
Recombinant factor VIIa, 394
Recombinant factor VIII, high dose, 130
Recombinant human α-glucosidase (rhGAA), 156
Recombinant human chorionic gonadotropin  

(rhCG, DA-3803), 337
Recombinant human erythropoietin (rHuEPO), 127, 218
Recombinant human granulocyte colony‐stimulating factor 

(G‐CSF), 130
Recombinant human interleukin 2 (rhIL2), 95
Recombinant insulin, 16
Recombinant interleukin 10 (IL-10), 153
Recombinant relaxin (rRelexin), 95
Recombinant therapeutic protein, 241, 370
Recycling fraction, 161

Reference product, 331
Reflection coefficient, 160
Regional blood flow (Q), 79
Relapsing multiple sclerosis, 131
Relaxin, 94
Renal cell carcinoma, 127, 132
Renal clearance, 128, 129, 153
Renal elimination, 25, 95
Renal excretion, 93, 116
Renal filtration, 126
Renal impairment, 61, 128, 129, 376, 392
Renal transplantation, 137, 296, 304
Reperfusion‐induced brain injury, 251
Reproducibility, 321
Reproductive performance, 373
Residual error, 111
Residual error model, 180
Reticulocyte, 420
Reticuloendothelial system (RES), 78, 129

cell, 47
clearance, 44
mediated mechanism, 129

Rhenium‐186 (186Re), 275
rhEPO, 74
Rheumatoid arthritis (RA), 129–131, 136, 150, 176, 295, 298, 371

juvenile RA (JRA), 298, 300, 308, 377
rhGH, 117
rhuEPO, 128

125I, 138
receptor‐mediated endocytosis, 138

rHuPH20 see Fully human recombinant DnA‐derived 
hyaluronidase enzyme (rHuPH20)

Rifampin, 45
Rilonacept, 133, 215, 296
Rilotumumab, 133
Ring dimmer, 151
Ring hexamer, 151
Ring octomer, 151
Risk‐based stepwise similarity evaluation, 333
Risk–benefit ratio, 50, 108
Rituximab, 17, 61, 69, 72, 112, 113, 115, 129–131, 135, 136, 150, 

156, 215–217, 219, 220, 232, 338
131I‐labeled, 215

RnA‐based product, 264, 265
RnA profiling, 259
Romiplostim, 214
Rotavirus, 348

Safety pharmacology study, 373
SAR3419, 45
Saruplase, 95
Satumomab pendetide (Oncoscint™), 272
Saturation time, 230
Scavenger receptor (SR), 243, 246
5scFv‐BIIB4, 417
Scintillation counting, 85, 86
SCORPIOn, 415
SDS‐polyacrylamide gel electrophoresis, 73
“Selected and targeted” approach, 377
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Selected reaction monitoring (SRM), 313, 318
Sensitivity

clinical PK/PD study, 319
preclinical PK/PD study, 319

Sensitivity analysis, 165
Seroconversion rate, 347
7E3, 73, 168
Sex (gender), 393
SGn‐30, 59
Shah’s model, 162
Shed antigen, 133, 218

antibody complex, 234
Shed ECD (extracellular domain), 219
Shed soluble target, 133
Sheep, 4, 70, 72, 73, 74, 138
Shoulder, 74
Sialic acid, 25
SIB‐DOTA prosthetic group, 288
Sibrotuzumab, 112, 113
Silenced mεγR binding, 33
Siltuximab, 6, 133

IL‐6 complex, 8
Similar medicinal biological product, 331, 332
Simulation study, 118, 120
Single‐chain variable fragment (scFv), 15, 19, 20,  

46, 415, 416
tandem, 46–49

Single‐energy gamma density, 276
Single‐nucleotide polymorphism (SnP), 135
Single‐photon emission computed tomography (SPECT), 85, 

271–273, 275, 286, 289
Singular perturbation theory, 200
siRnA, 245

cholesterol‐conjugated 21/23-mer, 245
Site‐directed mutagenesis, 14, 17
Site of action, 47, 62, 128, 162, 225, 343, 419
Site‐specific mutation, 60
Site‐specific tissue

elimination, 162
uptake, 162

Skin, 73
Skin allergen tolerance, 189
Skyline, 316
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