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Introduction

ENG 221 is a one-semester, three-credit uB@Q level course. It is
designed primarily for students whose major digsugpis English. The

course consists of fourteen units which cover sete8yntactic Models

— Traditional Grammar, Structural Grammaand Transformational
Grammar. There are no compulsory prereqsisiter the course. The
material has been simplified and made suitabl®&igerian students.

The Course Guide tells you what theourse is about, what course
materials you will be usingand howto work yaway through these

materials. It suggests some general guidelifmsthe amount of time

you are likely to spend on each unit of the coutsaso gives you some

guidance on your Tutor-Marked Assignments. Youaahased to do the

self-assessment exercises and attend the tuttasses where you will

discuss your problems with your tutors.

Course Aims

The course is designed to expose you to aaety of models used in
syntactic analysis. The models selectedr this course are the most
popular. The goals of the course are to:

 enable you have a broad view and understanditigeahodels that
are available for use in the analysis of language;

* help you to study these models and their workings

* enable you to achieve competence in the appicati these models
in the analysis of language data, and

* help you to identify the strengths and weaknesfeach model.

Course Objectives

There are objectives to be achieved ieach unit of the
Eaungd@rize yourself with these objectives befdrelging each unit. It is

hoped that by the time you have finished this ecayrsu should be able

to:

» discuss the syntactic models discussed

e explain how they work and how to applyerth in the analysis of
language data

» determine the suitability of each model in tlamalysis of aspects of
English Language.
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Working through this Course

To finish this course successfully, you aamdvised to study the units,
locate the recommended textbooks and readn.thBon't forget other
materials provided by NOUN. At particular pointsgach unit, you will

find self-assessment exercises. You are advisdd them because they

are geared towards testing your understandwigthe topic discussed.
You will also find Tutor-Marked Assignments at tiied of each unit.

You are required to submit these ass@mis to your tutor for
assessment purposes. These Tutor-Marked igrmksents will count
towards your overall performance in the couf$sere will be a final
examination at the end ofthe course. Therseo will take you about
fourteen weeks to complete. All the componenthiefdourse are listed

below. You have to allocate your time to each imdrder to complete

the course successfully and on time. Don’t jumpsyistudy all of them

because they have been developed higcaligh For example, to
understand unit 2 well, you have to know unit 1.

Course Materials

The major components of the course are:

1. Study units

2. Textbooks

3. Assignment file

4. Presentation schedule

Study Units
There are fourteen study units in this course kewe:
Module 1 Syntax within the Structure of Language

Unit 1 An Overview of the Structure of Language
Unit 2 Major Concerns of the Syntax of English
Unit 3 Perspectives of the Analysis of Syntax

Module 2 Elements of Traditional Grammar

Unit 1 The Origin and Development of Traditionab@mar

Unit 2 Linguistic  Practices in TraditionalGrammar - parts of
speech, parsing and concatenation

Unit 3 Meaning and the Nature of the Sentence

Unit 4 A Critique of Traditional Grammar
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Module 3 Elements of Structural Grammar

Unit 1 Origin  of Structural Grammar andts i Variants -
Tagmemics, Scale and Category, etc

Unit 2 The Practice of Immediate Constituent Anglys

Unit 3 Elements of the Clause

Unit 4 A Critique of Structural Grammar

Module 4 Earlier Versions of Transformational Grammar

Unit 1 Finite State Grammar and Phrase Structusan@rar

Unit 2 Popular Models of Transformational Gramma&yntactic
Structure and Aspects Models

Unit 3 A Critique of these Early Models

Each study unit consists of one week’s work. Ideliliin each unit are

specific objectives, directions for study, sed@ssment exercises and
examples (where appropriate). Together witfutor-Marked

Assignments, these exercises will helpuyan achieving the stated
learning objectives of the individual units andloé course.

Textbooks and References

Certain books are recommended in the coudeu should purchase
them vyourself and read them. Also, textbodks further reading are
listed at the end of each unit.

Assessment

This course is assessed in two ways: Tutor-Markegighments and a

written examination. In doing these assignmenteu are expected to
utilize the information and knowledge gatheredrduthe course. The
Tutor-Marked Assignments must be submitted to yotarial facilitator

for formal grading. Adhere to the deadlinedesl inthe presentation
schedule and the assignment file. These Tutor-Mifssignments will

count for 30% of your total course grade.

Tutor-Marked Assignment

Tutor-Marked Assignments are found at the end diiemit. You are

required to attempt all of them. You may be asskoeseall of them but

the Dbest four or five performances wilbe used for your continuous
assessment. One of the four or five selected witte from each of the

modules, namely: Traditional Grammar, Strtad Grammar and
Transformational Grammar. The assignments wiltryca total of 30%

of your final grade.
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When you have completed each assignmesgnd it together with
dutor-Marked Assignment file, to your tutdriafacilitator. Make sure
that each assignment reaches your tutoriallittdor on or before the
due date. If for any reason you cannot meta your work on time,
contact your tutorial facilitator beforethe due date to discut
tressibility  of granting you time  extensio Extensions  will  nof
peanted after the date the assignment ig dmless under exceptional
circumstances.

Final Examination and Grading

The final examination of ENG 221 will be of thrieeurs duration and
will carry 70% of the total course grade. The ex@ation will consist of
guestions which reflect the kinds of self-assesgmexercises and the
tutor-marked problems you have previously entered. All areas of
the course will be tested. You should use the beteveen finishing the
last unit and the date of the examination to rethseentire course. You
may find it profitable to go through your selsassment exercises and
tutor-marked assignments before the examination.

Course Marking Scheme

The following table lays out how the actualuis®e marking is broken
down.

Assessment Marks

Assignments 1-5 (the best three| or Totaling 30%
four of all the assignmgnts

submitted)
Final examination 70% of overall course marks
Total 100% of course marks
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Course Overview

Unit Title of Work Week’s Assessment
Activity | (End of Unit)
Course Guide
Module 1
1 An | Overview of the Structure | of 1 [ysenent 1
Language
2 Majgr Concerns of the Syntax| of lligsment 2
English
3 Pergpectives of the Analysis of 1 Assignt 3
Syntax
Module 2
1 The| Origin and Development ¢f 1|Assigmiv
Traditional Grammar
2 Lingpistic  Practices in  Traditional 1 fggsment 5
Grammar
3 Meahing and the Nature of the 1 Assignt 6
Sentence
4 A Cntigue of Traditional Grammar 1 Assignment 7
Module 3
1 Orig|n of Structural Grammar and its 1 JAssignirte
Variants
2 The| Practice of the Immediate 1 Assignt®
Constituent Analysis
3 Elenpents of the Clause 1 Assignment 10
4 A Citigue of Structural Grammar 1 Assjgnment 11
Module 4
1 Finitg State Grammar and Phrpse | Arseqt 12
Structure Grammar
2 Poptilar Models of Transformational 1 [Assigntriéh
Grammar
3 A Ciftique of these Early Models 1 Assignment 14
15-16 Revision 2
17 Exqmination 1
Total 17

How to Get the Most from this Course

In distance learning, the study units replace theausity lecturer. The
advantage is that you can read and work throughshely materials at
your own pace, and ata time and place that suityest. Think of it as
reading the lecture instead of listening to atueer. Just as a lecturer
might give you in-class exercise, your study upitsvide exercises for

you to do at appropriate times.
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Each of the study units follows a common formdue T first item is an

introduction to the subject-matter of the unit &oeav a particular unit is

integrated with other units and the course wabhale. Nextis a set of

learning objectives. These objectives let you kmdvat you should be

able to do by the time you have completib@ unit. You should use
these objectives to guide your study. When you liavghed the unit,

you should go back and check whethgou have achieved the
objectives. If  you make a habit of mpi this, you  will
sigpridicantbur chances of passing the course.

Self-assessment exercises are intersperfiewughout the units and
answers are given at the end of the course. Wotkirgigh these tests
will help you to achieve the objectives of thetamd prepare you for
the assignments and the examination. Yshould do each self-

assessment exercise asyoucome to it insttigy unit. There will be
examples given in the study units. Work througlséhwhen you come

to them.

Facilitators/Tutors and Tutorials

There are fourteen hours of tutorials providedupp®rt of this course.
You will be notified of the dates, times and looa of these tutorials,
together with the name and phone numbers of yaaral facilitator as
soon as you are assigned a tutorial group.

Your tutorial facilitator will mark and commeon your assignments,
keep a close watch on your progress and on digudties you might
encounter, as well as provide assistance to yanglthe course. You

must mail/submit your tutor-marked assigntee to your tutorial
facilitator well before the due date. They will tmarked by your tutor

and returned to you as soon as possible.

Do not hesitate to contact your tutor by telephone-mail if you need
help. Contact your tutorial facilitator if:

eyou donot understand any part of the ystuthits or the assigned
readings;

* you have difficulty with the self-assessment eisas; and

eyou have a question ora problem with arsigasnent or with the
grading of an assignment.

You should try your best to attend the tutorialsisTis the only chance

to have face-to-face contact with your tutor andageestions which are

answered instantly. You can raise anyroblem encountered i
ttomrse of your study. To gain the mmam  benefit from
course

Vi
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tutorials, prepare a question list before atit@pthem. You will gain a
lot from participating actively.

Summary

ENG 221 will enhance your knowledge of language exyyosing you to

various models that are available in thenalysis of language. Upon
completing the courseyou should be equippéth the resources and
knowledge required in analyzing aspects B&nglish Language. You
should be able to deal with such issues as:

» what is grammar?;

e what are the modelsthat could be usedtha analysis of English
Language?’

» what are the strengths and weaknesses of thedelsipand

* how are these models applied in the analysisgfigh Language?

| wish you success with the course. Hope that you will find it
fineresting and useful.

Vil
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MODULE 1 SYNTAX WITHIN THE STRUCTURE OF
LANGUAGE

Unit 1 An Overview of the Structure of Language
Unit 2 Major Concerns of the Syntax of English
Unit 3 Perspectives of the Analysis of Syntax

UNIT1 AN OVERVIEW OF THE STRUCTURE OF
LANGUAGE

CONTENTS

This unit will give an overview of dh structure of language.
understand the complex structure of language,shall treat it under
four components: lexicon, phonology, syntax andas#ros.

The unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 The Lexicon
3.2 Phonology
3.3 Syntax
3.4 Semantics
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

Language is extremely complex. As witholggical formations, the
visible mass of linguistic structure forms itseita layers. The four-part

division we are going to follow is in current usémost every textbook

for teaching a foreign language is organized aroyrahd where parts

of language are treated in separate books, thallyslivide the field in

the same way: phonetics manuals for sourdictionaries for words,
grammars for syntax and semantics for meaning.dbvious that words

are ‘made up of sounds (or at least that twyain sounds) and that
sentences are ‘made of’ words, and sentenceshauseaningful. Most

linguistic business is that of defining thevdls and determining their
interrelationships, getting a more precise urtdadsng of what ‘made

up of’ signifies. See fig.1 below:

To



ENG 221 MANTRODUCTION TO SYNTACTIC MODELS

Language System

ProAsieng sentences

YW Ve ra)
SUUTITUS

Lexicon

Vocabulary Fig. 1:

While linguists disagree radically about precisghat form a grammar

of a human language may take, there is consideagpéement that the

correct theory of grammar must allow for grammbet have the four-

part division we shall discuss. One cathoose among several
descriptions of what the levels are andiow they are related
Bugnests start with the syntactic level and wordkah; others start with

the bottom or phonetic (sound) level and work $ipce the levels are

tied together and can only be understood as aewkiher approach is

possible and picking one rather than the othemmee or less arbitrary

decision.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

* explain the four levels of language swwet lexicon, phonology,
syntax and semantics

* describe what each level stands for

* explain the relationships between these levels.

3.0 MAIN CONTENT
3.1 The Lexicon

The lexicon (or the lexical level), ints most general sense, is
synonymous with the ‘vocabulary’. It should be mhteowever, that the

word ‘lexicon’ is wused in different s®@s by different linguistic
theorists. For example, in Generative Grammas, utsed to refer to the

‘component’ containing all the informationabout the structural
properties of the lexical items in a language.dme other grammatical

models, these properties are formalized as ‘feat@nd put in square

brackets. We shall restrict our discussion herestmost general sense.
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Every language contains a vocabulary @xicon which is
complementary to the grammar. The lexiclists the lexemes
language and provides along with each lexeme alitformation that is
required by the rules of the grammawe cannot claim
language without knowing its vocabulary. The lexictherefore, must
contain some information that will enabléhe speaker to
correctly the utterances in a language.

Two kinds of information the Ilexicon oshd contain are

of the
to know a

reproduce

syntactic

information and morphological informationigroring pronunciation

which is equally necessary in mastering the voleapu of a language).
In relation to syntax, knowing a word is not itseffough to ensure that

it will always be used correctly in sentesic Take, for example, the

word man which is a vocabulary of English. Apaonfrthe fact that it is
a ‘noun’, we also need to know that it may be pdedeby a definite or

an indefinite article ‘the/a’ (as in theman, a man);, that it may be

preceded by numerals (as in one man, four men)itthrey be preceded

by adjectives (asin serious man, dangeroug;mand that it can be

replaced by a pronoun like he, him, who or whont.uselook at another
word in English which is go. To specify this wovek shall need the in
formation that it belongs to one or more subclasdentransitive verbs
and all the information needed for the selectiand construction of its

forms (e.g. goes, going, went, gone). sThuthe mastery of

information is part of linguistic knowledge, andm@mmar designed to
give a full account of linguistic knowledge willhgply have to list in the

such

lexicon for each word of the language ths&um total of its syntactic

properties. Such information appear toralel that found
dictionary.

The morphological information required from tHexicon will include
the permissible combinations of prefixes, rootsl suffices which go to
make up a word. Most English speakers, for examyeld agree that
the following words consist of a single root omstehat is, they contain
no prefixes or suffixes:

a, the, man, kind, hate, school, house

while the following words are morphologigallicomplex in the
that they contain prefixes and suffixes:

houses (house-s)
manly (man-ly)
kindness (kind-ness)
hateful (hate-ful)
schooling (school-ing)
unkindly (un-kind-ly)
unmanly (un-man-ly)
dislike (dis-like)

in any

sense
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We thus see that the lexicon is an important corapbof the grammar
of a language. When we know a language we also khewocabulary
of the language as well as all the information eiséed with each of the
lexemes of the language that is required by thesraf the grammar of
the language.

SELF ASSESSMENT EXERCISE 1

1. How many levels of language structure do youkho

2. What is lexicon?

3. Explain the two kinds of information thathe Iexicon should
provide.

3.2 Phonology

Languages consist of several interrelatedterys called components.
These include the semantic component which chétess the meanings

of words and sentences, the syntactic componehich specifies how
sentences may be created or changed, and the pgaadl component

which  contains the rules by which syntactiunits are converte
gaond units. Since sound is the primary vehicleekmressing language,

the phonological system isof major impor@aney understanding the
nature of language and the nature of our knowleddgnguage.

At the level of phonology, the linguist is fist all concerned with the
speech sounds of the language. This is withingalar of phonetics —

the study of speech sounds. Whereas phonetics s&udy of sounds

that occur in language, phonology is the studyhmfw these sounds are
organized and how they function in language. Irepttords, phonology

is the scientific study of speech saundand speech patterns
Enguage. The phonological systems of languaggsivdne number of

sounds they contain. The English systeoontains twenty-four
consonants and twenty vowels and diphthongs. Ty sif the number

of sounds contained in a language, theirmmsible combinations to
form words and their semantic functioning is thektaf phonology.

Every language of the world has itswno sound system an
pattedh. By a sound pattern we mean:

() the set of sounds that occur in a given languag

(il) the permissible arrangements of these soumftayming words,
and

(ii) the process of adding, deleting or changiongrgls in a language.

Phonology is also concerned with the ‘grammasm#ech sounds: the
patterns they enter into and the changes theyrgaaéhen juxtaposed
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with other sounds in the course of normapeech. For example, the
grammar of English phonology allows a maximum oééh consonants

to cluster at the beginning of a word — but yanlery few consonants

are permitted in this position, and then only reaain order. The first

must be [s], the second must be one of [p], [tkbrand the third either

[1] or [r] (splint, string, spring, screen, etc)ll Ather arrangements, such

as *trs-, and *rst- are prohibited by the rule€afjlish phonology.

Phonological rules also specify how saundegularly change when
spoken in a variety of contexts. Notice how thalfit] of words such as

moist and script changesto[] (or [c]) whdretsuffix —ure is added

(moisture, scripture), and how the final [K] of fialand elastic changes
to [s] before the suffix —ity (publicity, elastigjt

The object of phonology, and of other areas ofliaigg study as well, is

to describe and ultimately to explainhet knowledge speakers have
which allows them to produce and to understahdir language. This
knowledge is called linguistic competence. fmonology, competence
includes knowledge of the specific sounds thatibgta language and

how these sounds may be strung together to foriadg$, words, and

longer utterances. Part of competence is knowingt vghpermissible in

a language and what is not. Speakers of Englistmkrsince it is part

of their competence, that the initial sequerste- is possible, but that

other combinations, such as tri and stm- are nptaBthe greatest part

of linguistic competence is unconscioushattis, it is difficult if not
impossible to state overtly what the ingiples of language are.
Phonology isan attempt to make explicit ongpeat of this linguistic
knowledge.

Another important thing to note about speecmdsus that when you
speak, you do not produce one sound, and thenemé&ibr instance, if
you want to say pen, you don'’t utter each soundrsgply, instead, you
move your organs of speech continuously and yodym® a continuous
sound. Despite the fact that the sounds we prodacd the sounds that
we hear and comprehend are continuous signalsgjaewho has ever

attempted to analyse language has acteptee notion that speech
utterances can be segmented into indWidyieces or segments.

Therefore, although our speech utterances arencants, in analyzing a
language we can segment speech utterances.

It isimportantto note that every speaker ofaammguage, even without

any linguistic training, is capable of segmenting speech segments of

that language. This is because when we learngaidéaye, we also learn

to segment utterances in the language into theicbaliscrete elements

of sound. Thus, though no two speakers speak alie,are still able to

segment the discrete elements with oknowledge of the Ilanguage.
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Speakers understand each other because they thaowsame language
and how to segment the discrete elesnenf the continuous
gfteemhce.

We have said aglier that when you know a language, yomovk
gomainds in that language; and knowing the sounghids knowing the

sounds that distinguish words which comprise theabalary or lexicon

of that language. These distinguishing souraile responsible for the
different meanings of words. Therefore, when koow a word, you

know both its form (the sounds that make it um) @ meaning. Each

word must differ from another either iform and meaning, o
meaning only. The difference in meaning may beaephby one sound

(i.e. the two words are identical in all respentsept by the difference

in one sound) as in: pill/kill; or the differencenay be signaled by two
sounds as in: pet/got. These discrete differengatounds are said to be

distinctive sounds because they are redple for the contrastive
meanings of words. They are called phonemdsngiish, words like

pill, Kkill, till, fill, mill, nil and bill are distinguished only by their initial

sounds. Therefore /p,k,tfm,n and b/are ongmes in English. Thus,
when people speak the same language, they knodidtiective sounds
(phonemes) that cause differences inthe meganiaf words and also
know the sounds that don’t cause any differencesaanings.

Therefore, a grammar ofany language mustud®l the knowledge of
the phonology of the language.

SELF ASSESSMENT EXERCISE 2

1. What is phonology?
2. What are the things you know when you know guage?
3. What is the importance of distinctive sounda language?

3.3 Syntax

It is evident that a language is not simply an imwoey of words. Words

combine to form larger units called phrases, whithrn, combine to

form sentences. It is the task of syntax to descrthe various ways by

which words of the language may be comedbinto form phrases and
sentences. The word syntax is derived froreeeek wordthat means
“arrangement’. Syntax, therefore, concernslfitswith the meaningful
organization of words into larger wunitsuch as phrases, claus
eentences, and the analysis of such units. Thedersan is usually taken

as the largest unit amenable to meaningfubuistic analysis. Thisis
why most linguistic analyses are Ilimtedo the sentence ar
tonstituents.
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Before going into the discussion of word up®, let us first consider
individual words. You will notice that wordsesstructured too. Most

words can be divided into meaningful unitdor example, the word
unconditionally can be divided into severaneaningful units: un-
condition-al-ly. Thus, un-, -al and —ly are mearfiign English (though

they are not words) because they signal sarsammatical meanings.
These meaningful units are called morphemes, wiia be defined as

the smallest meaningful units of gramoati description. The
description and analysis of the smallest meaningfits of grammar is

called morphology. Thus, morphology studies timernal structure of
words, that is, the ways in which morphemes fumcéie constituents of

word structure. You will notice that from owaenple above, un-, -al

and -ly, althoughthey are grammatically megful in English, they
cannot occur alone in phrases or sentences. Inwtirds, they must be

hooked onto other units or words. However, coadittan occur alone

because itcan be combined with other words amdases without the
support of other meaningful units. Weallc the morphemes like
condition free morphemes because they can occaealmut morphemes

like un-,-al and —ly that cannot occur alone cak bound morphemes

since they always occur with free  morphemes. Tdheund morphemes

like un- that are attached at the bagmnm of free morphemes are
referred to as prefixes while those that #werhed atthe end of free
morphemes are referred to as suffixes.

Having established the structure of words, we @ go on to examine
how words can be strung together to form largemgnatical units. The
syntax of a language describes the various waywhich words of a
language may be strung together to forsentences. It has to be
mentioned at the outset that native speakers ta#raguage can produce

not only sentencesthey have heard before dlab those they haven't
heard uttered before. In other words, they can makand understand

new sentences in the language. For #ostration, consider these
examples:

1. (a) My teacher slept in the moon last night
(b) Slept my teacher in the moon last night

It is possible that 1(a) may not have been uttbyednybody since it is

not usual for people to go to the moon to sleegpite of this, speakers

of English will certainly recognize 1(a)as an English sentence.
However, although 1(b) contains Englishords, native speakers of
English will reject itas an English sentenceeT ability to take these
decisions must be explained on the basis of thegpties of the words

in these examples and the order in which theytanagtogether. In the

case of 1(b), for example, the verb slept mugidsitioned in the right

place between my teacher and in the moohis dhows that speakers
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have knowledge of the structure of sentencesitansl this knowledge
that the linguist seeks to describe iformulating an account c
gymtactic component.

The notion that we are attempting to charactenizeigely in the case of

English is that ofgrammatical sentencd &nglish. Intuitively, the
grammatical sentences are the sentences thatd sgood to the native
speaker; formally, they are the string of wordg tizen be formed by the

rules of syntactic component. The symtactcomponent, therefore,
produces all and only the sentences thaative speakers judge i
peammatical. Note that the grammaticality of angfrof words is quite

independent of whether it makes sense or not. Xample, 1(a) is odd

to the extentthat it asserts something thabisasy to imagine. The

reason for this has nothing to do with English gransince it is not a

property of English that it isnot usual to lkvaover to the moon and

sleep for the night. On the other hand, 1(b) isamgnatical, and this is
independent of whatever we might understand bysthiisg of words. If

we substitute hotel for moon in sentence 1(a)litbe less odd but the

same substitution will not improve 1(b).

So far we have established that the syntax of gulage makes use of:

(i) meaningful elements or morphemes, and (ii)rtagiangement. When

we create an expression such as lighlue, we select th
dexipbe¢me from a possible set: light, dark, bright,, on the one hand,

and red, vyellow, green, etc., on thehent Besides their inherent
meaning, such morphemes have additional meaningtfeir order in a

sequence: blue light has a different meaning fight blue. One may,

therefore, think of language as a horizonsaling with each position
filled from a vertical store.

A large number of sentences may be made fromwa eliements, as you
can see by using a few possibilities such as thexmg:

the car drove slowly

this boy went well

that girl stopped frequently

their driver performed yesterday

From these few words you can make many sentefipethat out and

be overwhelmed by the number of sentencesycan come up with.
Because of the large number of morphemes and woalsy language

and because of the many possibilities for arrantiem, speakers can

convey an infinite variety of meanings.

The syntactic component of a language, then, isehef rules by which

words and groups of words may be strung togethfario grammatical

sentences of a language. The question of whethstriag of words is a
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grammatical sentence of a particular languagensptetely independent
of whether or not that string of werdmakes a true stateme
legically consistent, or makes much sense at all.

The existence of this distinction does nmteclude the existence of a
relationship between the syntactic structwk a linguistic expression
and its semantic content. It isobvious frowhat we said above that
when the order of words ina sentence is changjezresult may be a
non-synonymous sentence:

2 (a) Samuel killed Jane
(b) Jane killed Samuel

Thus, apart from their phonological make up, motpdical units and
their syntactic structure, sentences have a measipect: they convey
messages. A linguistic description which ignaresaning is obviously
incomplete.

SELF ASSESSMENT EXERCISE 3

1.What is the main function of theyntactic component of a
language?

2. How is a word structured?

3.Why are native speakers able to edifitiate acceptable
sentences from the non-acceptable ones in a lag@uag

3.4 Semantics

Some decades ago, linguists considered semantsid®their field of

interest. Now, however, most linguists believeattan adequate theory

of grammar must deal with semantics, agell as with phonology,
morphology, and syntax. In spite of this, semargtdsremains an area

of major controversies as well as active redeamong linguists and
philosophers. A linguistic description whic ignores meaning is
obviously incomplete.

The study of meaning is the concern of the seimaldvel of analysis.

For practical purposes, meaning is dbedri on the one hand in
dictionaries, on the other hand, in grammars. Bgsifying light as an

adjective as well as a noun, and by discussingrdifices of meaning in

sequences, such as that between blue light artcoligls, grammars deal

with some of the meanings of language. The morecip meanings of

words, such as blue, light, boy, and so on, arergin dictionaries. (It

should be noted, however, that dictionaries dagna the meaning of

words; they simply indicate the ways in which woads used).
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In their treatment of meaning, dictioeari describe relationships
between linguistic elements and the worldutside language. The
simplest relationships to treat are those of woederring to concrete
entities, for example, dog, cat, horse. But evesdiraise problems. We

do also run into expressions where dog miedperson’ as in: ‘You
can't teach an old dog new tricks’. And if we heameone refer to a car

as a dog, the relationship has shifted to annimnate object. As these

last two  expressions suggest, dog has h boa favourable an
fayourable connotation. If someone ‘puts ore tdog’ the chances are
great that that person is not ‘living a dog’s lifthe meaning of even a
straightforward word like dog is accordingly by means simple, nor is

it simple to describe.

In order to deal with meaning, we distinguish betwéhe referent of a
word or morpheme and its reference. Referens ist@ral meaning, for
example, dog is the four-legged animal. Referems¢he user’'s concept.
For some, a dog is highly favoured, for others gtrongly disfavoured.
Such attitudes may be culturally determined; inNhedle East, the dog

Is despised, and when used for a person the tdnghly pejorative. In
Europe and North America the dog is generally uedlhighly, but the
normal term fora female dog, bitch, has armvodrable connotation,
like the word for (male) dog in the Middle East.

Numerous examples could be given in support oh#esl to distinguish

between referents and references, such as snakeefBnent of snake is
unambiguous, but the reference of a snake hadiffers greatly from

the reference for someone who has baregcaped being bitten &
poisonous snake or someone brought up in fearakdesn The reference

of words and morphemes thus varies from individoahdividual as a

result of their experiences in life, in readingg am other associations.

In dealing with meaning we would like to determivev the meaning of

an item is acquired and how it is stored and mashagthe brain. We

acquire the meanings of common words accordance with their
referent. A child comes to know what dog meankdning the animal

pointed out when the word is uttered. Such a legrprocess applies to

the general vocabulary; itis supplemented Htystrations, pictures on

TV, etc. In the learning process children arerofjsen contrasts with

other animals, such asats, and horses. In this way a ct
laragchies; dogs, cats, and horses belong tddke of animals.

Moreover, parallel words are taught in this waggls associated with

puppy, cat with kitten, horse with pony. clBu associations furnish
patterns of synonymy. A child learns that certaordg are equivalent to

others in most respects. Synonyms are words ofghme or nearly the

same meaning. In much the same way, a child leamsasting words.

10
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Left is opposed to right, no to yes, gotwd bad. Antonyms, or words
opposite in meaning, are learned and associatédowé another.

We apparently store words in such groups in sopaegt of our brain. It

has long been assumed on the basis of pogibal experimentation
that synonyms are stored in parallel, as are antenif in playing word

games we are asked to supply a list of wordy, geeerally are from

the same area of meaning: aunt calls up eunelther than words like
chair, pant or until. When asked to furnish tersorwords, we respond

with items like father, mother, sister, brotheand so on, rather than
lion, Christmas, school and the like. The itemsivesv on accord with
semantic relationships, whether that ofnosyms, antonyms, or
hyponyms, that is inclusion under a term of morenggal meaning. The
determination of such relationships indisat that meanings are
associated by sets; in semantic study these axerkas fields.

We have mentioned wunder the syntacticmpmment that other word
relationships involve units that are smallelanger than single words.

For example, many words take prefixes like pre-, te-, and suffixes

like —able, -ness and —ize to augment their meanthgs, energy does

not mean the same as energize. Alsomes words can enter into
relationships with other words to forntompounds or idioms; for
example, sidewalk and kick the bucket. 8&onof the most common
idioms involve the particles on, off, in, andut in construction with a

variety of verbs, particularly in slang expressibks tie one on, knock

it off, sit in,and freak out. Tie one on sha specialized meaning that
goes beyond the meanings of its components.

From the above discussion we thus see that anyiplgse of language
must include the semantic component that will dpebe meanings and
relationships of words and sentences as well asrtationships within
and between sentences.

SELF ASSESSMENT EXERCISE 4

1. What is semantics?

2. How will word-order affect the meaning of an esgsion?
3. Distinguish between referent and reference

4. Explain the terms synonym and antonym

11
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4.0 CONCLUSION

In this wunit, we have tried to givean overview of the
Engttage. dhe four levels of structure that wescualsed are interrelated
in spite of the fact that they are treated seplgratéanguage textbooks.

5.0 SUMMARY

You have learnt in this unit that:

othere are four levels of Ilinguistictrusture: lexicon, phonology,
syntax and semantics;
e the lexicon is synonymous with  vocabulanand provides al
theinformation required in the use of a lexeme inldmguage;
» phonology describes the sounds and their igsilole sequences in
the language;
* syntax describes the ways words of the language combined to
form phrases and sentences;
e semantics deals with meanings (literayr figurative) of words,
phrases and sentences; and
 these four levels must be treatedh any good description ¢
a language.

ANSWER TO SELF ASSESSMENT EXERCISE 1

1. Four levels: Lexicon, phonology, syntax and sis

2. A lexicon (or vocabulary) is that ‘componenthat contains all
the in formation about the  structural opmrties of the
ltediealin a language.

3. The two kinds of information a lexc should contain are
syntactic information and morphological infaton. Syntactic
information includes the syntactic categorythe Ilexical item,
where the item occurs in sentences,. eMorphological
information refers to permissible combioati of prefixes,
suffixes and roots (stems) which combine to maka word.

ANSWER TO SELF ASSESSMENT EXERCISE 2

1. Phonology isthe scientific study of gspeesounds and speech
patterns in a language.

2. Knowing a language implies knowing the sound$eflanguage,
how these sounds are organized to forordsy and what the
different sound sequences mean.

3. Distinctive sounds in a language aresponsible for the
contrastive meanings of words.

12
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6.0 TUTOR MARKED ASSIGNMENT

1. In what ways are all the levels of linguistesdription discussed
above related?

2. (a) What are the levels of grammatical desani
(b) Describe the function of each level.

7.0 REFERENCES/FURTHER READINGS

Clark, V. P., P. A. Eschlolz and A. F. Rosa (Ed4.981). Language:
Introductory Readings. New York: St. Martin’s Press

Culicover, P. W. (1982). Syntax. 2nd Edition. New York: Atdcle
Press.

Lehmann, W. P. (1983). Language: An oddaction. New York:
Random House.

Okolo, B. A. and P. A. Ezikeojiaku.1909). An Introduction to
Language and Linguistics. Benin City: Mindex Puiohg Co.

13



ENG 221 ANTRODUCTION TO SYNTACTIC MODELS

UNIT 2 MAJOR CONCERNS OF THE SYNTAX OF
ENGLISH

CONTENTS

In this unit, we shall discuss the major concefrtb® syntax of English

— a complete and precise description afe t structural propertie
&hglish language as it is spoken by native spealéeswill examine a

variety of phenomena in English in order to deteamn part the form

of the syntactic component of English.

The unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Grammar and Syntax
3.2 Speaker — Hearer’'s Knowledge
3.3 The Syntactic Component
3.4 Syntactic Rules
3.5 Writing a Grammar of English
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

All of us have a grammar. The fact that we usewartterstand English

in daily affairs means that we use anodderstand, for the mo:s
padonsciously, the major grammatical pa#ter of English language.
Many linguists claim that the goal of a linguidtiescription is to make

explicit what the native speaker — listenenows about his language.
This knowledge (his ‘linguistic competence’) maydefined as the set

of rulesthat enable him to produce and uoderstand grammatically
correct sentences. Others insist that linguistesild also account for
‘communicative  competence’, that is for thdact that speaker
kigmwv how to use sentences that are socialppropriate. These goals
help us to gain a better understanding of theureatand complexity of

language.

When linguistics examines a language theye presented with a
complex mass of material which they tryo treduce to some kin
ofder. It is obvious that there are many waygroteeding in this task

of making what appears to be chaos into a compsdblerarrangement,

and that some people will prefer oneay and some anothe
The

14
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grammatical description of any language is mastgentifically possible
by isolating certain recurrent units of exgies and examining their
distribution in contexts as we shall see in subsegunits.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

 explain what syntax is

 explain what is meant by speaker-hearer’s knogded

eexplain  what is meant by grammaticalityacceptability and
ambiguity.

3.0 MAIN CONTENT

3.1 Grammar and Syntax

The word ‘grammar’ in present-day linguistic dias has at least two
important meanings. On the one hand, we say thpeaker knows the

grammar of his language. He usually does nobwkit consciously -

unless he has special training in linguistiescannot talk confidently

about the nature of his grammar. Aangmar in this first sense
comprises the linguistic knowledge speakeppssess which enables
them to communicate in their languag&rammar’ here is a
psychological, mentalistic concept. The osec sense relates to the
linguist, not to the speaker: the linguist is daidvrite a grammar of the

language. This grammar is a formal, liekp description of the
language.

Now these two usages must be kept rtapaOne look at ¢
gramwuar is enough to convince us that it is exgétgmnlikely that the

speaker knows his grammar as an objeft the shape the linguist
provides when he writes his grammar. The speddes not store his

linguistic knowledge in the format whichthe Ilinguist adopts for
explanatory purposes; nor, when he produces sexsedoes he follow

step-by-step the processes which the linguistspell as he constructs

derivations for sentences. This latter point is nmaportant: a linguist’'s

grammar generates sentences; a speaker cegod(and understands)
sentences — the two processes are quite independent

The study of syntax is concerned with thecttmal representation of

sentences in human languages. It coteditua part of the study of
grammar, which also includes the studyf sound (phonology) and
meaning (semantics). The syntactic component camgar consists of

mechanisms and principles that govern the construof sentences and

that provide a set of syntactic structures thasal®ect to interpretation

15
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by the semantic and phonological componentg (8hall explain this
more in Unit 13).
SELF ASSESSMENT EXERCISE 1

1. What do you understand by the word grammar?
2. What does the syntactic component of a langoagsist of?

3.2 Speaker-Hearer's Knowledge

Although the two sensesof ‘grammar discussdlsove must be kept
apart, we can learn a lot about how to do Englsitax, and what to put

in it by speculating on the nature ofthe grammatical
kpeakedge/Vefcan profitably ask: what must a spdadarer of English

know in order to communicate in his language? lfolvserve linguistic

behaviour from a number of angles, we can begmake observations

which encourage us to predict certain necessaryponants of syntactic
knowledge. An example should serve to make moreretethe notion

of the syntactic component.

English speakers know that they are not restridedtering sentences

that they have heard before, but canake up and understar
paentences of the language. First, they know tde following four

sentences, (1) is not a sentence of English, (2) is
saegtanematicdl English, (3) is a gramnaaticsentence of Englisk
afibough (4) is a grammatical sentence of Engiish highly unlikely

that any native speaker of English has even heantce there are no
speakers of classical Latin alive today:

1. | je akwukwo mara mma (i.e. ‘To go to Schoaya®d.’) - Igbo
2. Three tons are weighed by truck this.

3. This truck weighs three tons.

4. My brother married a native speaker of clasdiesin

The ability of English speakersto make thas&erpretations must be
explained on the basis of the properties of thede/on these examples

and the order in which they are strung togetheis iBrevidence that the
speaker has knowledge of the structuof sentences, and it
Kmniewledge that the linguist seeks to describeonmulating an account

of the syntactic component of a language.

To go into more detail, they know more about ungreatical sentences;
for example, that (5), (6) (7), and (8) are progresdy more deviant:

5. This circle is square

6. John alarmed an apple
7. John alarmed a the

16
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8. Alarmed a the John

More relevantly, perhaps, they know aenormous amount about
grammatical sentences of English. For exampleg, khew that (9) and

(10) are similar in meaning, as are (11), (12) @3 and, in a different

way, (14) and (15):

9. Her frankness astonished him.

10. He was astonished by her frankness.
11. The carpet is brown.

12. The brown carpet...

13. The carpet which is brown...

14. He mounted his proud horse.

15. He mounted his proud steed.

It goes without saying, that speakersiovk which sentences are
different, as well as which ones are alike. Thathigy can tell sentences
apart.

Another area of linguistic knowledge comserambiguous sentences.
Consider the following two examples:

16. The chicken is ready to eat.
17. 1 saw her in the street.

We can associated (16) with either ‘X eats thelkdmn’ or ‘the chicken

eats X’; (17) means either ‘I saw her when | wathastreet’ or ‘I saw

her when she was in the street. A natispeaker of English knows
enough about the structure of (16) and) (1o retrieve either (or, as
alternatives, both) of the meanings for each addtsentences.

The linguist attempts to find a way oéxplaining these facts about
speaker-hearer’s linguistic capacities. He hagtowunt for the structure

of English sentences in a way whichkesa cognizance of speakers’
intuitions of deviance, similarity, distimness and ambiguity in their
experience of English sentences. For instanmo analysis of (16) is
adequate unless it assigns two alternative siralalescriptions to that

sentence, in recognition of the fact thateakers attach two different
meanings to it. In his case, the grammarian| wilobably say that the

chicken is the object of the verb inneo interpretation (‘X eats the
chicken’) and the subject of the sentence in therd‘The chicken eats

X’). ‘Subjects’ and ‘objects’ are descriptive a@@pts which the linguist

proposes as a way of explaining certain strucfacds about English.

17
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SELF ASSESSMENT EXERCISE 2

(a) Explain  briefly what a speaker-heareustn know in order to
communicate effectively in his language.
(b) Is this knowledge conscious or unconscious?

3.3 The Syntactic Component

The notion that we will attempt to characterizeeqmssely in the case of

English is that of grammatical sentences &nglish. Intuitively, the
grammatical sentences are the sentences thatd sgood to the native
speaker; formally, they are the strings of woldg tan be formed by

the rules of the syntactic component. llgeathe two sets shoul
[entical, so that the syntactic compongmtoduces all and onl
gantences that the native speaker judges to bexgatacal.

Notice that the grammaticality of a string of werd quite independent
of whether it makes sense or not. For example:

18. My brother married a native speaker of classiaan.
19. Married my brother a native speaker of classiaan.

(18) is odd to the extent that it asserts somgtthiat cannot be true at

the presenttime. The reason for this has notiomtyp with English, of

course, since it is not a property of English thate are no living native

speakers of classical Latin. On the other ha(td) is ungrammatical,

and this is independent of whatever we might uridiedsby this string

of words. Sentence (18) is made somewless ddd if we substitute
Spanish for Classical Latin, while (19) isotnimproved at all by the
same substitution.

The syntactic component of a language, then, is¢hef rules by which

words and groups of words may be strung togethfarto grammatical

sentences of the language. The question of whatkiing of words is a
grammatical sentence of a particular languagengptetely independent

of whether or not that stgn of words makes a @ trL
kigieaflgraonsistent, or makes much sense at hi. distinction between

the form of a linguistic expression and its cohis a fundamental one

and will be maintained quite strictly in this coeirs

The existence of this distinction does muteclude the existence of a
relationship between the syntactic structwk a linguistic expression
and its semantic content. It is obvious, for examftlat when the order

of words in a sentence is changed the result mayrmn-synonymous

sentence:

18
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2. (a) John hit Mary
(b) Mary hit John

As we proceed to construct precise syntactic gaguans, the question

of which aspects of the syntactic structureontribute to the semantic
content of an expression will become clearer thanlliappear to be at

this point.

SELF ASSESSMENT EXERCISE 3

1. What do you understand by ‘grammatical sentéfces
2. Must grammatical sentences of the uUagg be meaningful?
Give reasons.

3.4 Syntactic Rules

The learning of a first language is ftme most part an unconscious
process. While it is necessary for the native lspet acquire rules of

the language in order to speak it correctlye thules are not explicitly

made available to the learner, but are lgimgxemplified for him by

other native speakers. The end result of thisaswhile it is clear that

the native speaker employs rules for forming sargenit is impossible

to ask the native speaker what the rules aregRath is necessary for

the linguist to figure out what the rules must betlee basis of what the

native speaker judges as grammatical and omgadical sentences of

the language. The Ilinguist seeks pattern§ grammaticality and
ungrammaticality and infers from these what diganizing principles

behind these patterns must be. For pkam a simple organizing
principle that distinguishes between (18) and ({4%hat the verb must

follow the subject in English. Such a prplei isincorporated into a
tentative grammatical description of the langyamd is subsequently

tested against an increasingly wider rangeelevant examples. It is
important to note that the grammar théte linguist proposes is a
hypothesis. That is, it is a guess as what is really the case. The
hypothesis must be formulated on the basis of geadence; it must be
tested whenever possible.

SELF ASSESSMENT EXERCISE 4
How do native speakers learn the rules of theguage?
3.5 What the Linguist does: Writing a Grammar of Erglish

A linguist writes a grammar in an attempt to expibsestructure of the
sentences of a language. His structural analysiglismotivated to the
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extent that he bears in mind that this set ofesergs relates to a shared

linguistic competence among the speakesé the Ilanguage under
description. The problem: what do speakekmow? has an immense
bearing on our more directly relevant question: H@kall | present the

structure of the sentences by which speakers corate®

Briefly, a language, L, is a set of sentences.liftgeiist must account

for all and only the grammatical nemces of L (L' is a
al@meardtion for ‘any natural language’). Thidigation follows from

our comments on sentences (1)-(4) above: the mspaaker-hearer can
distinguish  between grammatical sentenceé lg ungrammatical
sentences of L, and sentences which are not dtlhe Iset described did

not have limits, the grammar produced would belyttenprincipled: it

would fail to divide off English from, say, Frensbntences, and, since

it would omit to separate off ungrammatical andhgreatical sentences

of L, it would be structurally anarchid. will assume that we
heveedures for discounting sentences which areaidt and sentences

which are not grammatical, and grammatical sem®nt L. If we can

thus recognize grammatical sentences of L, we gush to ask: How

many of them are there? The answer to this questiknown: the set L

contains an infinite number of grammaticegéntences. Almost every
sentence we hear, or produce, is new to us. Ogletmibject that this
observation is either unprovable, or, provable, irrelevant since,
because of human mortality, we cannot actualipesence an infinite

set of sentences. However, we need this assumpggause we must

account for the creativity of language — we areriggted in the newness

of sentences, even if we cannot be condermgth their infiniteness.
What we can show is that there is nogést sentences in
feetgualge, and therefore by implication that theesaa infinite number

of sentences. (This is not to say that there camdmntence of infinite

length, as has sometimes been claimed, quiteoneously). For every
sentence of the type (21), a longer sentence $3®)ssible:

20. Sam eats meat and vegetables.
21. Sam eats meat, vegetables and fruit

And for every sentence (22), alonger sememan be constructed by
adding one more item. | will give two more exae®bf constructions

with this property; there are in fact severaltagtic devices available

for extending sentences indefinitely:

23. John believed that Mary claimed that Peter tagiad that Felix

said that...
24. This hot, sunny, lazy, predictable... climatesme very well.
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As the sentences of a language are infinite in muntbe set which the

linguist must describe cannot be co-extensiveah amy finite corpus of
sentences which, by observation and recording,igktroollect.

There is a second reason why the task of writinggrammar cannot be
accomplished by merely cataloguing the structuocaind in an observed

corpus of sentences. The fact is that the acttedamces of speakers do

not adequately reflect speakers’ real competente Actual speech, as

any unprejudiced observation will confirm, is riddlwith grammatical

mistakes of all kinds: incomplete sentencésse concords, arbitrary
changes of structure in mid-sentence, illicib-joining of constituents
which ought not to be linked together — or at leadtin the manner that

they are — and so on. (I am not appealing to ‘pigbee’ standards. By
‘ungrammatical here | don’t mean structures whichthe manner of the

18th century purifiers or the edicts of the French Academy, have been
decreed to be unacceptable; but structures whitverspeakers, if they

could be reliably consulted, would agreare ill-formed from the
standpoint of their grammatical knowledge)lhese errors stem from
various kinds of psychological and situationalerfiérence’: distraction,

lapses of memory, shifts of attention, hesitatiagtc. To describe such

deviant sentences as these which occur in a carpukl be to describe
linguistically irrelevant psychological factors\asll as the linguistically

relevant structural knowledge of speakers.

Thus a corpus of utterances is not the truejestiimatter of linguistic

description: it is only data - a set observation from which, with
caution, the linguist must draw his grammatitatesnents. In view of

what has just been said, it is clear that the Istiuuse of his primary

data must involve two adaptations. First, somelizkg#on’ is necessary

so that the grammar does not take atcowf the deviant sentences
which occur in the corpus. Second, the linguisttrdesise rules which

project from his finite, observed materials to afmite set of sentences.

That is to say, the grammar must have predictivespo

All this adds up to the fact that a grammar isaneimple reflection of

linguistic of usage. In fact, linguists untduite recently believed that
any sentence which was produced ought to be thesichly a grammar.

But now a major reorientation has taken placeas been realized that

speakers’ actual linguistic performance is notrig aecurate indication

of their underlying linguistic competence. Marfgatures of linguistic
performance, many aspects of texts aaotterances, have to be
discounted when writing a grammar.

From the above discussion, we see that a lot ng#wvill be taken into

account in any treatment of English syntax. As wagpess in our study,
we shall be taking up these issues.
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SELF ASSESSMENT EXERCISE 5

Briefly describe what the linguist does in tryimgvirite the grammar of
a language.

4.0 CONCLUSION

In this unit, we discussed the major concerns ef tyntax of English —

things that are necessary in the knowledde English syntax. Native
speakers know these things unconsciously andlithguist utilizes this
knowledge and describes it in form of rules in ingta grammar of the
language.

5.0 SUMMARY
You have learnt in this unit:

* What grammar and syntax are;

* What a speaker — hearer knows when he knowgjadae;

* What grammatical and ungrammatical sentencesack;

» What the linguist does when he writes a gramrharlanguage.

ANSWER TO SELF ASSESSMENT EXERCISE 1

1. A grammar could refer to the lingusti knowledge speakers
possess which enable them to communicate in teguage; or
to a formal, explicit description of a language.

2. The syntactic component of a grammar consfatsechanisms
and principles that govern the construction of seces and that
provide a set of syntactic structureviatt are subject to
interpretation by the semantic and phonological poments.

ANSWER TO SELF ASSESSMENT EXERCISE 2
(a) The speaker — hearer knows:

() the grammatical and ungrammatical gsetge in his
language;

(ii) sentences that are not sentences of his lgggua

(iif) how words are arranged to form sentencessridnguage;

(iv) that there are infinite number of sentenceimlanguage

— he is not restricted to uttering ongentences he has

heard before; he can make up and utter newrssgen
his language; and
(v) understands all grammatical sentences of hguage.

(b) The knowledge is unconscious.
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6.0 TUTOR MARKED ASSIGNMENT

1. What are the components of a grammand what is the
descriptive function of each?

2. Provide reasons for the wungrammaticaligf the following
sentences:

(a) The boy danced in the sun.

(b) Colourless green ideas sleep furiously.

(c) The famgy dompty crumbled upishly.

(d) Angels the saints intercession with priests.
(e) My brother is an only child.

3. The following sentences are ambiguous. Giveéwloemeanings.
(a) Old men and women witnessed the ceremony
(b) He visited the criminal lawyer.
(c) They are moving sidewalks.
(d) Call me a cab.
(e) He decided on the boat.
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UNIT 3 PERSPECTIVES OF THE ANALYSIS OF
SYNTAX

CONTENTS

In this unit, we will discuss the various perdpes of the analysis of
syntax.

The unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 ‘Bottom-up’ or Word Relation Approach
3.2 ‘Top-Down’ or constituent Structure Approach
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

Having delimited the domain of syntactic investigia in the previous

unit, we may now proceed to discuss thways in which words
atighgs of words are organized within the senteW#hin the linguistic

tradition it is possible, with a certain amouhgbstraction, to discern

two distinct trends, which may loosely bealled the ‘bottom-up’ or
word relation approach, and the ‘thgwn’ or constituent
gppooaeh. The two approaches do not meet in thélenidut both have

things of value to contribute to our understanaihgyntactic structure.

We shall discuss the bottom-up approach fingtn tcontrast it with the
top-down approach, which supplanted it as the damtitrend in syntax

around the middle of the last century.

2.0 OBJECTIVES

At the end of the unit, you will be expected to:

e explain what bottom-up and top-down appreachmean and how
they work

* discuss the contributions of these approaciresour knowledge of
syntactic structure

* highlight their limitations in syntactic analysis
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3.0 MAIN CONTENT

3.1 ‘Bottom-Up’ or ‘Morpheme-to-Utterance’ Approach
(Word Relation Approach)

There are several methods of syntactic analysis. @iwhe methods we

shall discuss here involve searching for immtedi constituents within
utterances by comparing samples. One is by idemgiffne immediate

constituents moving from the morpheme ftihe utterance (popularly
called ‘bottom-up’ approach). In proceedinffom morpheme to
utterance, constituents cuts are progressivelyedrdsrming larger and

larger constituents back to the utterance itself.

The bottom-up approach starts from the lowsrd of the domain of
syntax — i.e. with words — and attempts to speadys in which they

may be combined and in which they relate to ealsrofhe bottom-up

approach was largely developed by themedAcan linguist, Zelling
Harris.

The first thing to be done in this approach isdtaklish classes of units
at certain level so that their occurrence with eespo each other may be
specified. An example of such classificatiornis t traditional ‘parts of
speech’ into which most of the wordef English are grouped. (A
detailed discussion of ‘parts of speech’ wilke undertaken in unit 5).
The following eight parts of speech were establishy the traditional
grammarians: Noun (the name of a person, pladarmy)t Verb (a word

that expresses an action or state of beifgjjective (a word used to
modify a noun), Pronoun (a word that substitutesafooun), Adverb (a

word used to modify a verb, adjective or otherealds), Preposition (a

word that links a noun or pronoun to some othetspairthe sentenced),
Conjunction (a word used for joining one temce to another, or one
word to another of the same or similar parts oespgand Interjections
(exclamatory sounds that express some feelingeofniind). To find out

the ‘part of speech’ to which a word belongs, yslrself: ‘What kind

of work does the word do in the sentence?’; ‘wdaat does it play in

helping to make the sentence?” If thevord gives a name
guhwedual, person or thing, or to some kind ofgmer or thing, the word

isa Noun. Ifthe word refers to some persothimg without giving a

name to the person or thing referred to, the viedpronoun. This was

how traditional grammarians classified words.

In spite of the inadequacies of tradial parts of speech, it
eemarkably effective tool for the analysis of Esfglsyntactic structure.
It performs two essential tasks. On the one hapubitides a framework
into which the vast majority of English wier may be fitted. On the
other, itis an essential prerequisite for tiadesnent of possible word
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combinations in English. These may be formulateguirte a traditional
way, along the following lines:

I. Adverbs precede the adjectives in [shgl (e.g. horribly
inadequate);

ii. Adjectives precede the noun and follotve article in English
(e.g. the big picture);

iii. English sentences have the order noun-verkar{ewy. John likes
yam).

Such generalizations seem obvious to Umjt they presuppose a
surprisingly large amount of linguistic analysisdat is only when such

straight forward principles of grammar are estélgiisthat it is possible

to move on to consider the more elaborate deviafimm these patterns

which  many consider to be the more teresting part of

liegeastb.

Having established the units, the linguisting ‘bottom-up’ approach
begins to combine morphemes into phrasesxd then  phrase
geotences or utterances. For example, the sentence:

1. Those three boys ate the food.

will be analysed as follows:

{ate} (actually {eat} + {past})

{three} + {boys} (actually {boy} + {plural})
{food}

{those} + {three} + {boys}

{ate} + {the} + {food}

{those} + {three} {boys} + {ate} + {the} + {food}

This can be represented in another way:

1. Those /three/boys/ate/the/food
2. Those/three boys/ate/the food
3. Those three boys/ate/the food
4. Those three boys/ate the food
5. Those three boys ate the food

The end result after combining the morphemes pssgrely as they ‘go
together’ is a distinct unit, an utterance, or rteece.

In the discussion above, we have tried show how ‘bottonup’
onorpheme-to-utterance’ approach works. Firste westablish the word
class of each element. Next, we edblithe ways in whicl
tHesents combine and relate to each other untilges to the sentence
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level. We find that this approach isapable of providing structural
characterizations of a large number of IliEhg sentences and, at the
same time, of specifying as un-Englisa large number of possible
combinations of English utterances.

SELF ASSESSMENT EXERCISE 1

1. What is ‘bottom-up’ approach in syntactic aneys
2. State the step-by-step procedures dottom-up’ approach In
syntactic analysis.

3.2 ‘Top-Down’ or Constituent Structure Approach

We have tried to present the genemaltlines of the ‘bottom-up’
approach to syntactic analysis — one which islfinmooted in centuries

of use in the European grammatical tradition. Bete are good reasons

to be unhappy about some aspects of such an aqpprohe definition

of the parts of speech is one problematic areaviery easy to find fault

(in principle, rather than merely in detail) witiretsemantic parts of the

definitions. Nouns, for instance, are imkd in terms of what are
essentially physical objects, but it isr fafrom difficult to find nouns
which denote other than physical objectsydeed, it is virtually
Impossible to find concepts expressed by veyectives, or adverbs

which cannot also be expressed by nouns, whethestlyi derived from

other words (e.g. be, - being; red-redness) ofengt hit — blow, big —

size). If nouns and verbs were semantically qu#endt, then it would

be contradictory for there to be sucthings as ‘verbal nouns’ (i.e.
gerunds - liking, wanting, etc.). The same sodlpéction may be made

to all the other semantic definition as well. Altlyh there is some sense

in these notional definitions, but asritecia for determining the
membership of a category they are undoubtedly maate.

Misgivings also arise as regards the grammatgtations which form

an essential part of bottom-up grammatical analyji$is semantic parts

of such definitions suffer from the same faultsglaghose of the parts of
speech. For example, the definition of thebjett of a verb as actor,
experiencer or possessor of a property is not ashosatisfied by this
cupboard in (1) below:

1. This cupboard contains dangerous medicines.

Even the wusual definitions of subjectnda object don't seem quite
appropriate for (2) and (3)

2. Samson suffered a stroke
3. This problem taxed many of the greatest mindbetime.
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But even assuming the adequacy in geneddl these definitions (and
there is no doubt that they cover the vast majafithe cases), there are

further problems. Some word relations do not doviausly fit into the

head — governed term pattern. For example, theg@ranany men give

grounds for claiming either word to be theadh. Either of the words

may occur independently as the subject of a verb:

4. Men were killed
5. Many were killed

Whenever either word occurs, a word of tother class could occur
alongside it; men suggest a quantity, Wwhienay be  specified
mwlaily suggests a set of objects, which also magpecified. Nor does

the relations seem to be way differefitom that which obtains
gombinations such as many of the men, which ctnsfdwo phrases,

many and of the men; of these many is obligataryof the men is not.

It is traditional to treat quantity words (qudietis) such as many on a

par with adjectives, and to analyse theoun as the head
trostruction, but there seems to be no soamgument other than the
force of tradition which requires us to analyse ithis way.

Finally, there are constructions which fit ratbadly into an approach
which describes syntactic structure inrmge of relations between
individual words. Take the following examples:

6. Tom and Jane walked up the street
7. Mary has been eating apples

In (6) it seems obvious that Tom and Jane asadewd the subject of

the verb walked: but establishing whatould be the head an
ttgresponding relations within  that threexev phrase seems hardly
possible.

Such problems, and especially the difficulty gblgpg the traditional

approach to languages of widely differing structled naturally to the

development of what we have called ‘top-down’ apgio A simple and

appealing version of such an approach was developgbeeé American

structuralist tradition under the name dimmediate constituent
analysis’. Essentially this approach reliesn the possibility of
intersubstitution of strings of words omorphemes across different
sentences, a procedure which is taken as estalglidteir equivalence

as syntactic units.

The idea here is that sentences are construfiaa groups of words,

often  paired rather than from single wordslded one onto th
merise groups of words in turn cluster witther groups, layer upon
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layer of word pairs and pair groups, which evemyualild a sentence.
When presented with a sentence such as (8) beloatj\ee speaker will
find little difficulty in segmenting it into signifant ‘chunks’.

8. The man that | saw was wearing a blue jacket.

It is intuitively rather obvious that strings of mas from (8) such as the
man that | saw, a blue jacket, the man, that | sstevare rather different
in status from strings such as | saw was, manwesring a blue, etc.

A three-word sentence such as (9) a&mof three possible
segmentations (assuming continuity of resultingresgs).

9. Peter ran away

We may treat it as involving three isolated waadsn (10) or we may
decide that an adjacent pair of words is more etyo®lated than either
are to the third word as in (11) and (12)

10. [Peter] [ran] [away]
11. [Peter ran] [away]
12. [Peter] [ran away]

The criterion that we will accept ashoosing between these
segmentations is that of regularity of substitlighiSo another three-

word sentence, such as (13), which wallo the same segmentation,
allows free substitution of segments only with (12)

13. Mary likes custard
In other words, substituting away for custandvice versa) yields an
unacceptable sentence:

14. *Mary likes away
15. *Peter ran custard

But Peter and Mary on the one hand, and ran awayilees custard on
the other, are freely inter-substitutable:

16. Peter likes custard
17. Mary ran away

This type of segmentation is applicabl® other sentences. Let us
consider the sentence:

IC analysis also demonstrates two impodrtapoints about English
syntax. The first reinforces what we reatly knew from wusing test
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frames: English syntax is highly positional frusture — English isa
word-order language — and words placed next to etier are usually
semantically connected. The second point that groups of words in
English do indeed function as single units of synta

We have seen thatthe optimal result of immedsanstituent analysis

for typical sentences of English reveals a@nscstent pattern in all of
them; the normal constituent break in  dull sentence of
Eepdisites two  constituents  which  corresponthirly closely to the
traditional notions of subject and predicate. Arotbbservation which

was central to the development of this etypof analysis was the
tlomstituents  which  result from such arocpdure tend to behave
syntactically in ways which are similar to the hbeiour of individual

words. A constituent of whatever length, is theid $abe an expansion

of the word class with similar behaviour. Thation of expansion is

directly related to that of distribot. If two strings of  words
aretually replaceable in all contexts, ytheare said to haw
iistrtimation.

4.0 CONCLUSION

In this unit, we discussed two perspectives ofaaysis of syntax: the

‘bottom-up’ and the ‘toplown’ approaches. As we have se
approach treats a sentence as a sequence of wactisword bearing a

relation of some sort to at least one otheord of the sequence. The
other approach involves breaking a semtendown into chunks, and
continuing this process of analysis until all dheinks into which it is

analysed are words.

5.0 SUMMARY

You have learnt in this unit,

» what ‘bottom-up’ approach is and how it works;
» what ‘top-down’ approach is and how it works.

6.0 TUTOR-MARKED ASSIGNMENT

Use any of the approaches discussed above iyzamathe following
sentences. Explain your step-by-step procedure.

1.The heavy rains in Benin City haveendered many streets
Impassable.

2. The militants have been making life intolerdblecity residents.

3. They played a wonderful game.
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MODULE 2 ELEMENTS OF TRADITIONAL
GRAMMAR

Unit 1 The Origin and Development of Traditionab@mmar

Unit 2 Linguistic  Practices in TraditionalGrammar — Parts of
Speech, Parsing and Concatenation

Unit 3 Meaning and the Nature of the Sentence

Unit 4 A Critique of Traditional Grammar

UNIT1THE ORIGIN AND DEVELOPMENT OF
TRADITIONAL GRAMMAR

CONTENTS

In this unit, you will know what Traditional Grammig, know its origin
and how it developed over time.

The unit is arranged as follows:

1 Introduction

2 Objectives

3 Main Content
3.1 An Overview of What Grammar is
3.2 What is Traditional Grammar?
3.3 Historical Origin of Traditional Grammar
3.4 Development of the Traditional Grammar
3.5 Summary of Influence of Traditional Grammartorglish

Language

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

The study of language dates back to the ancieestitmough it had a

rather chequered history. Although the li@ar traditions of its study
cannot, for the most part, provide us the kinfl information we now

need to fully appreciate the nature andorkings of language
treygrtheless, provide us insights into the achievesnof the present. In

the ancient times, the study of languag@as not as systemat
arghnzed as it is now, because it wasimamly speculative
atidudinal. In this unit we shall try to explairhat Traditional Grammar

means, how it originated and how it developed.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

 explain what the ancients regard as grammar
* explain what Traditional Grammar is

* discuss how it originated

* trace its development over time.

3.0 MAIN CONTENT

3.1 An Overview of What Grammar is

The meaning of grammar covers a wide rangé phenomena and it
assumed different meanings from generation to géinar As we know

it now, grammar refers to generalized stet#sn we make about the
regularities and irregularities that are found anlanguage. At present,

the way we study language is to observe mative speakers use the
language, and from our observations, weake general statements
concerning the regularities and irregukesit found therein. These
observations are stated in form of sets roles guiding usage of the
language, thus becoming the principles avhich the study of the
grammar of the language is based. Theories of Egguare formulated

based on such rules that are universaross languages, and many
theories have been propounded by mamgholars for the study of
language.

In the ancient times, grammar meant somethirfgréiit from what it

means now. In coming to their decisions &bguammar, those early
writers were guided by two influences: logand Latin grammar. The
Greeks considered grammar as a brandh pbilosophy that was
concerned with ‘art of writing’. The study of graranwas based on the

way the language is written and used by the besthors. Thus, by the

Middle Ages, grammar had come to begarded as a textbook
containing rules of correct usage of language. In other words, a
grammar book provided universal rules that teash ddtanguage ought

to be written or spoken. These prescriptions dédrto inconsistencies

and discrepancies.

Today, grammarians generally agree that angmgrar of a language
should describe and record actual usage from whiels that generate
acceptable sentences in the language &emulated. In this way
grammar thus becomes a valuable instrument inravmpy a learner’s
performance in the language rather than a textbbdk’s and dont’s.
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SELFASSESSMENT EXERCISE 1

1. What did the ancients consider to be grammar?
2. How will modern scholars define grammar?

3.2 What is Traditional Grammar?

The phrase ‘Traditional Grammar’ represents sngit to summarise

the range of attitudes and methods thaharacterized the stuc
gfammar in the ancient and medieval iodsr especially of the
European school grammars ofthe 18th and 19th centuries. It can mean
several things:the way grammar was studiedhe pre-linguistic era;

the grammatical descriptions as containéd the school grammars
written by renowned grammarians of the 18th and 19thurant (e.g.

Otto Jespersen’'s Modern English Grammar ¢tistorical Principles,
1909-40); and a level of structural organarat which can be studied
independently of phonology and semantics, amherlly divided into

the branches of syntax and morphologym Ithis unit, we shal
thimditional grammar’ to mean the set of attitudes, proceslt
prescriptions found in the pre-linguistic era adugimatical study.

The distinctive features of traditional ragumar were insistence on
correctness, linguistic purism, literary cebkence, the wuse of Latin
models, and the priority of the writtenlanguage over thi
Bpukérge. As we shall see in later modules, tfeggares contrast with

what obtains in modern grammatical studies thatrexsige descriptive

accuracy, appropriateness, comprehensivenessitgsis, and priority

of the spoken language over the written form.

It is pertinent to note that there is no such ttae@ single, homogenous,

traditional approach either to grammar or to amgth else in language

study in the ancient and medieval mEio Therefore, the phase
‘traditional grammr’ is an attempt to summarize a statgd mind,
gpectrum of methods and principles over the 18th and 19th centuries that

are associated with many schools of thought. Famge, in traditional

grammar, there are ideas about senterstricture deriving from
Aristotle and Plato; there are ideas about partpeéch deriving from

the Stoic grammarians; there are ideas utabothe nature  Of
gieaniigg from the scholastic debates of theddMi Ages, and so on.
Therefore, there 5 no one homogenous pproach called
graditioal as we have of ‘TransformatioBakRerative

Grammar (Noam Chomsky), or of ‘SystemiGrammar (M.A.K.
Halliday).

When linguistics began to develop in e thearly decades of tr
fsttury, there wasa natural and reasonabdaction against much of
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traditional study. This reaction, however, led tnany of the valuable
insights of traditional grammar being ignored a@ithmportance being
minimized. However, many ofthe valuable ihsgy of the traditional
grammar are now being recognized and appreciated.

SELF ASSESSMENT EXERCISE 2

1. What things can the phrase ‘traditional grammagan?
2. Define ‘traditional grammar’.

3.3 Origin and Development of Traditional Grammar

As wenotedin the previous section, thevetbpment of traditional
grammar cannot be traced to one source. The fundahsdtitudes and

methods of traditional grammar came from différdmackgrounds. For
example, the basic terminology for distwg language was first
developed by the Greeks, adopted by the Romadgassed on to us

through translation in various languages. Wad fialso that traditional
grammar drew on the semantic theorie§ the ancients and the
medieval. It should however be noted thatehes no single semantic
theory that has been agreed upon in ancient, medvevnodern times,

but implicit in the method of distinguishing amathg parts of language

Is Aristotelian idea.

Traditional grammar has its origins in the 5th century B.C. with Plato and

Aristotle in  Greece and a Sanskrit scholamamed Panini (who knew
nothing of the Greeks’ work, nor they of his)mdlia. Plato, Aristotle

and the Stoics devoted a great dedl tme to the developmer
gpecific ideas about language. Plato was regarglémtdr Greek writers

as the first to discover the potentialities of gnaan, and his conception

of speech (logos) as being basically mposed of the logically
determined categories of noun and verb (themg predicated and its
predicator) produced a dichotomous sentenaeralysis which has
fathered most grammatical analyses ever singe. Thassification into

the traditional ‘parts of speech’ was first arteteld by the grammarians

of Classical Antiquity — most authoritatively byddiysius Thrax in the

third century A.D.

Aristotle, and later the Stoics, examindlte structure of Greek very
carefully and produced definitions of whapeople felt grammatical
analysis should be concerned with — definitiohs parts of speech in

particular, but also of many of the so-called categg of grammar such

as case, number, gender and tense. Thily fadetailed study of the
language was the major influence on subsequentrgagical thinking.

It was taken over by the Romans witvery little change in general
principle, and through the influence of Latin orré&pe, was introduced
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in various degrees into every grammatical handlvaatken before the
20th century. Many of the features of modern linguistic thearyfor
example, the idea of levels of grammatical str@tean be traced back
to this early period.

Panini constructed a grammar of Sanskrit a hdlémmium before our

era, concentrating especially on its forms. Hisrgrear analyses simple

words, determining roots and inflectionatlements. It also analyses
compound words, distinguishing formations suchase of bluebird ‘a

blue bird’, bluebeard ‘a man having a blue dearfourteen ‘four plus

ten’, etc. With Panini grammar we can determineigedy the forms of

Sanskrit. It greatly influenced western grammatibabry when it came
to be known in the 19th century.

Latin, largely under the aegis of the rchy became the mediul
eflucated discourse and communication throughoutdeuny the end of

the first millennium. Largely as a result of thise emphasis in language

study was for a while exclusively concerned with tlescription of the

Latin language in the context of lamgma teaching. The massive
codification of Latin grammar by Varro, and the seguent grammars

of Aelius Donatus (fourth century) and Prisciaxt{sicentury) are the

outstanding examples of this approach. dmi grammar was used
right into the Middle Ages — and a popular gramihevas too, being

the first to be printed using wooden type, and jliog shorter editions

for children. Throughout this period, a high slam of correctness in

learning was maintained, especially in pronunciatio

By the Middle Ages, when it had come to be recogphithat Latin was

no longer a native language for the majoritfthe prospective users,

the grammar books became less sets of facts arelsaty of rules, and

the concept of correctness became even mdaninant. One popular
definition of grammar was “the art of speaking anding well’. Later,

it was common to hear people identify the aim afidng grammar with

the ideal of being able to write Latin like Cicefosimilar attitude had
characterized much Greek language teaching: a¢specially after the
Alexandrian school (third century B.C.)het language of the best
literature was held up as a guide tothe desit@ddard of speech and

writing for all. The Greek language hado be preserved a
faossible from decadence.

The effect of these attitudes to Ilamgua on later thought was
considerable. The teaching of Latin grammad athe study of Latin
literature were perhaps the two most important@spe the history of

language study for promoting the development ofeading principles

of analysis in traditional grammars. The pridéplace given to Latin

was clearin the classical orientation givem grammar and rhetorical
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studies. Grammar to many was the basis of alleaudsall education (as

the phrase ‘grammar school reflects). The esrth century provided

the peak period of prestige for Latinend other languages suffered
accordingly. Languages, it was felt, were corrufiig@ommoners and

preserved by the educated. Dictionaries, moreowene only to define

the words used by the best authors. It is notadiffito see the long-term

effects of attitudes such as these. Grammars tab®considered as

preserving a language’s purity. Their erolwas to tell people
authoritatively how to speak and write. The Latiargmars were to be

used as models for the descriptions of all newuages. Only the best

authors, the literary giants, were to be istildas examples of whata
language was like. And when English grammaeme to be written,
especially in the 18th century, the authors, steeped in these Latinate and

literary traditions, regularly produced asil of ‘correct usage
(‘normative’ rules, as they are sometimesalled) which bore little
relation to the facts of everyday speech, antes derived from Latin

into which the features of English structure weneéd (such as the use

of case system for nouns). Dryden, faxample, seems to have
introduced into English the ‘rule’ about notimg prepositions at the

end of a sentence, taking his idea from thamgnatical situation that
existed in Latin; and his influence was so grehaat it has appeared in

most grammar books since — though it is doubtfugtiver there has ever

been a time in English when prepositiongren so restricted in their
placement in a sentence. Writers like iBlan Defoe, Jonathan Swift,
Samuel Johnson and John Wallis arguedhemently that English
needed to be ‘regularised’ and ‘improved’s iprinciples spelt out, its
discrepancies smoothed out, and its wdists ruled out. Naturally
enough (because there was no grammar of Englisineotfis time, but

centuries’ worth of clear analysis digxist for Latin), the first
grammarians modeled their analysis of English dimLAlso naturally,

they found that English did not matchhe rules of Latin. S
teehaped English to fit. That is why ware sometimes warned, for
example, never to split an infinite in EsPl Latin infinitives, being
part of the verb’s base, cannot be split aparti@$vwwo-word infinitive of

English can. Many such prescriptive rules lingdeEnglish traditional

grammar today, as carryovers from Latin grammar.

Similar standards of correctness were imposgan other languages

too, sometimes being formalized in a renoextreme way, as in the
establishment by Cardinal Richelieu of an AcademyG35 to preserve

the purity of French. The attempt fajlledas it was bound to do: the
language continued to change with theeary; and in  France, as in
England, the prescriptions of the grammarians siroptame more and

more removed from the majority usage (i.e. thetggalf the time.
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Even in the earliest days, there wereriteve who protested the
tirammarian’s job was to record how theanguage was used, n
toanipulate it and hand down prescriptionbut voices of mer
[keorge Campbell and Joseph Priestley waret Iloud enough. At
gesult, nearly every English-speaking persdoday is self-conscious
about ‘grammar’, uncertain about what is ‘goodangmar’ and what is

not, and anxious about his or her ability to aralythe workings of the

native language. As a sadder result, fewltadare even interested in
their own language, once they learn the basicsséflusing it. Perhaps

these unhappy consequences can be laid as mual tddmching as to

the inadequacies of the traditional system, lhertet is still no  denying

how awkwardly traditional grammar has served uasragnalytical tool

and how much it has confused most of us.

SELF ASSESSMENT EXERCISE 3

1. Is Traditional Grammar traceable to one origin?

2. What contributions did Plato and Aot make it the
development of Traditional Grammar?

3. What influence did Latin have on Traditional Graar?

3.4 Summary of Influence of Traditional Gammar on
English Language

The Normans conquered England in 1066 AD, aht singular event

affected English language a great deal. For somkeiiges thereafter, the

role of English as the language of the ruling claas lot as Latin, and

subsequently, French, became the prestige langiagexample, Latin

was the language of scaghip, the language of the chur
taeguage of international communication, d analso the language of
administration. Only the commoners used Bhgllanguage while the
ruling class used the prestige languages, lamd later French. This,
therefore, restricted the use of English as a uamedif communication

and scholarship, and so, there was no standarchggaaccepted by all.

Initially, English grammar was written for the purpose o
feempimers the Latin language (i.e. providing tiasis for the study of

the grammar, the prestige language) since manylgaspired to know

Latin. Teachers knew Latin and so they transfertbe Latin concepts

into the description of English. The idea of studyEnglish through the
grammatical rules of Latin led to pmgsivism — prescribing
fwhglish should be instead of describing what Ehghas. The forms of

English that conformed to Latin grammar were acsgpand those that

did not were assigned to one structucg the other. Some ¢
fvescriptions include the following:
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(i) use shall for the first person andll wior others in normal
utterances, for example:

a) | shall go
(a) We]a

i HT }N
You will go
The

This rule was formulated by the classical gramnmariaut it has
no justification in the grammar of English.

(i) don't end a sentence with a preposition. Tie was inherited
from Latin where prepositions do not end sententidesever, it
does not apply to English because gsemte could end with
prepositions as in the following:

(c) She was the girl | danced with
(d) I saw the boy | spoke to

In addition to these, the case system developelrfglish was modeled

after that of Latin. Latin has six sea — Nominative, Accusative,
Ablative, Vocative, Genitive and Dative. gish is only assumed to
have Nominative, Accusative and Dative, but allghelatin cases were

imposed on English. Thus, we see that traditioreingnar had a great

influence on English language, and it is the redamn of this baneful

influence that contributed to the advent of strrdtgrammar.

4.0 CONCLUSION

In this unit, we have tried to show what traditibisaits origin and how
it developed. In subsequent units, you will Ielaomv this grammatical
model handled specific aspects of language.

5.0 SUMMARY

You have learnt in this unit that;

egrammar refers to (generalized statememt® make about the
regularities and irregularities that are found iarsguage;

* these statements are stated in form of setded guiding usage of
the language;

» what grammar meant in ancient times differs fitsnmeanings now;

 Traditional Grammar is simply a summary of tmange of attitudes
and methods that the ancients and thedieval employed in
studying language;
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* Traditional Grammar differs from modern grammiaasically on its

Insistence on correctness, linguistic purismerdity excellence, the

use of Latin models, and its reliance on writterglzage;
e Traditional Grammar is not traceable ta single origin -
maphkilosophers contributed to its development; and
« the teaching of Latin grammar and thestudy of Latin
literetlred to promote misleading principles of analgsisociated with

Traditional Grammar.

6.0 TUTOR-MARKED ASSIGNMENT

1. Define Traditional Grammar.
2. “Traditional Grammar has little or nanfluence in the
development of modern grammars”. Discuss.
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UNIT 2 LINGUISTIC PRACTICES IN TRADITIONAL
GRAMMAR — PARTS OF SPEECH, PARSING
AND CONCATENATION

CONTENTS

In this unit, you will learn the ways draonal grammarians handled
some syntactic aspects of language.

This unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 The Definition of Grammatical Terms
3.2 Parts of Speech
3.3 Parsing
3.4 Concatenation
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

For many centuries grammarians have triégd discern a basic

grammatical system that would hold good for alblamges at all times.

This search for a universal grammar Imeved fruitless. Types of
expression that are necessary and fundamentalgiisEmay not occur

at all in other languages. We canndherefore, assume that the
categories we set up and describe hamg validity apart from the
language whose analysis required them.

In this unit, we shall discuss some dhe linguistic practices of the

traditional grammarians — classification of wonat®i‘parts of speech’,
parsing and concatenation.

2.0 OBJECTIVES

At the end of this unit, you should:

e identify the traditional ‘parts of smke and the criteria used in
arriving at them

» explain what parsing means and how to parse
» state what concatenation means in traditionahgrar.
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3.0 MAIN CONTENT

3.1 The Definition of Grammatical Terms

There is a feeling that persists in most of ustaatlimpedes our study

of grammar —the feeling thatthere is sonmgthifinal and absolute in
grammatical categories. This habit of mind peidssaus, for example,

that a given word iseither a noun or rtnoun.It is hard forusto
suppose that it can be part noun amdrt adjective; and it i
mepdgsible for us to conceive that it can be a nowsome people and

an adjective toothers. So whenwe ask @ahter about the part of
speech of good in the good die young and wheneawhter answers that

it may be considered either a noun or afecidve depending on our
definition, we are dissatisfied. We persist: “Butatis it really? What is

the right definition?” And if the teacher answéflere isn’t any right

definition; it isn’t anything really”, then we aoempletely confused.

Let wus try an analogy. We may conceivthat a fouwheeled
wadtiote is necessarily eithera car, atrucka obus. But if we were to
stand at an intersection and tally the cars, tracksbuses that pass, we

would encounter problems. Most of the passing Vesiwould be easily
recognized as one of the three. Buta small ptapowould puzzle us.

Is the ‘pick-up’ van a car or atruck? Is the hieke with the back seat
tornout and a truck bed installed a car otrack? What is the jeep?
Answers will depend on definitions. We can idef car sothat all of
these will count as cars; or we can define cahabgome or all of them

will count as trucks or buses. And the questisrit really a car?” Is
meaningless in any  case, because any finitba  will be
grbiesngd by our purpose in making the classificadiod valuable only

if it enables us to classify according to our pwgwith a minimum of

uncertainty.

So with grammatical definitions, they are not sacchntight or wrong as
good or bad, careful or sloppy, useful or impraatigVe define nouns

not to establish the nature or essence of nounbes®) be able to talk
more conveniently about alarge group of wandshich we perceive
some similarity. Our definition is good if it isadily understandable and
applicable, and if it eliminates or reduces asfapossible the border
ground of doubtful cases. Some grammatical termsgher, cannot be
so defined as to eliminate all border ground.

Some confusion and argument can be adoidf we understanc
trases of our definition. There are atleasithq@ossible bases, which

will be called here the formal, the syntactic amel notional. By formal

definiion we mean definittion based onorni —sounds in the spoken

language, spelling in the written. Byntctic definition we mean
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definition based on syntax — the relation of wdadsther words in the

sentence. By notional definittion we meadefiniton based on our
understanding of the relationship of weordto the actual, real-world
phenomena represented by the words.

For illustration, let us make three brief and inpdete definitions of a
noun:

Formal: A noun is a word that forms a plural in —s
Syntactic: A noun is a word that may serve as stilofea verb
Notional: A noun is the name of a person, placiog

Obviously none of these adequately defimesin, but each of them
might be expanded and qualified so &s approach adequacy.
Grammarians sometimes use one kind dfinilon and sometimes
another, and sometimes a combination, as circuntesarequire or as

their temperament leads them.

The first task of the grammarian is to wrothe wordsthat occur in
sentences so that he can talk about th&hen he discovers which
words naturally go together in groups, he givesgioups names, for

convenience of discussion. For example, if he erasihe sentences:

The apple was ripe
The moon was bright
The car was old

he notes that apple, moon and car are words tiaa occur in similar

positions and preceded by the determiner the.Herdinglish sentences

he finds other words which in form and behavioer similar to apple,

moon and car, and presently it is clear that appleon and car are part

of a large group of words. The grammarian thers tiwedefine the group

— that is, to state in general terms whitisithat the members of the
group have in common. The next step is to gieggtioup a name — in

this case, the name noun. Then, instead afing “words like apple,
moon and car behave such and so”, he cay sore simply, “nouns
behave such and so”.

When we begin to examine a language for the perpbdescribing it,

we perceive at once that there are manysoorelences between the

language and the real-world phenomena expresstibgnguage. For

example, in the real-world there are bstances and in the language
certain words (nouns) which name thebstances; in the real-world
there are qualities and in the language certairsv(adjectives) which

suggest the qualities; in the real-world ré¢heare different attitudes of
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mind and in the language there are certaimb veorms (moods) which
distinguish these attitudes.

However, as we look closely, we find that the cgpmndence between

language and reality is not petfec indeed, we find parado
aadtradiction everywhere. Nouns do notwags name substances;
adjectives do not always suggest qualitidse tsame mood form may
express different attitudes, and different mofmms may express the
same attitude.

Such vagaries are inevitable, for language is @ird_anguages do not
strive for logic and symmetry; they strive for coommtation. Therefore
a grammatical system should not be more logicdlsymmetrical than
the language it describes.

SELF ASSESSMENT EXERCISE 1
Explain what you understand by the following:

1. formal definition
2. syntactic definition
3. notional definition

3.2 The Parts of Speech

Any approach to language which hopes @b beyond the fac
gmetech involves sequences of linguistic  units {ladrethese be words,
morphemes, phonemes, or whatever) must articudses of units at a

certain level, so that their occurrence with respeeach other may be

specified. One such classification is theditranal one into ‘parts of
speech’, first articulated by the grammariahsClassical Antiquity -—
most  authordtively by Dionysius Thrax, in the thir century
Aubstantially similar systems of parts ofeesgh have gradually been
developed for a large proportion of the languadeseoworld.

The vocabulary of the English language is custdgndivided into eight

major divisions called ‘parts of speech’: naym®nouns, adjectives,
verbs, adverbs, prepositions, conjunctionsd ainterjections. Some
books set up a special category for the wordmp@and the, which are
called articles. These words, however, do not diffany essential way

from certain adjectives, and it is more usualcdosider them with the
adjective group.

Grammarians have frequently proposed a reductidinesie categories.

Some writers would put prepositions, adverbs amjucetions together
and call them all particles — i.e. indeclinabletein words. Others wish
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to treat adverbs and prepositions together as group, or nouns and
adjectives, or nouns and pronouns. Good argumantb& advanced for

some of these arrangements, and some simplificateneventually be

made; meanwhile we can make do withe tfamiliar eight-term
classification.

We should understand, however, that fair the parts of speech -
nouns, verbs, adjectives and adverbs — differ éisdigrfrom the others.

These categories are (i) partly identifiable fdayn, and (ii) practically

unlimited in number. Consider the seribsauty, beautify, beautiful,
beautifully. No one of these can ordinarily be silied for any of the

others. Thus we say ‘That's a beauty’, but no&afl$a beautify’; ‘I'll

beautify it’, but not‘Ill beautiful it', ‘a beautiful woman’, butnot ‘a
beautifully woman’. Similarly arrive and @&mal, amusing and
amusingly, soft and soften are not intardeable. This correlation
between four setsof forms and four setdwfctions is the ultimate
justification for setting up these four word categs.

All the other word groups in the language ar@setl classes (whether

they are treated asfour groups or more)atTls, they are limited in
number, and the class membership changes onlysi@my. We may

coin new nouns and verbs at will, butve cannot easily coi
pemjunctions or prepositions. Furthermore, e¢hesther classes are not
identifiable by form. Verbs, for example, are idgable often by signs

like be (be-friend, behead), or —fy (beautifdéntify), but no similar

forms mark conjunctions.

Some difficulties are involved in treating theords left over from the

major classes as a small number of spat speech. This inevitably
involves lumping together words that behave quitéferently: because

and and, for example, are both called conjunctithreg)jgh they actually

have little in common. The conventional treatmdsb #&ends to festoon

the major classes with little groups of words esatiy dissimilar. Thus,

where is put in the same class with beautifuttyns in the same class

with beautiful. This procedure is awkward,tbwe can find our way
along if we pay close attention to subdivisions.

A few words do not fit in any of the conventionabgps. Such a word is
the to that precedes the infinitive: “It's timeo dtop”, or the it in“ls it
true that he died?” There are not many suchiigspecialized words,
however, and they create no serious problem.

Most grammars follow the same pattern in defirtmgparts of speech.
Nouns and verbs are defined notionally (i.eoeting to meaning): a
noun is a word that names a personceplaor thing (e.g. man, box,
beauty, John); a verb is a word that nsmakan assertion or indicates
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action or being (e.g. want, hit, come, be, sleepll the other parts of

speech are defined syntactically, on the badiseof definition of noun

and verb: an adjective is a word that mMesla noun (e.g. big
hedirible, foolish); an adverb is a wordthat modifies a verl
texyibly, yesterday, beautifully); a pronounas word that replaces or
stands in the place of a noun (elge, she, it, you, whc
thappsiton  is a word relating other paa$ speech (e.g. in, under,
without, on); a conjunction is a word joining othearts of speech (e.g.

and, that, because, if) and an interjection is &ol@matory word (such

as hey, ouch, whoa).

This system seems neat and simple, and indeex/ésstairly well in
practice, but close scrutiny (as we llshasee later) temper
adgigation somewhat.

Most of us begin our study of grammar with the oiotihat the parts of
speech are watertight compartments. We believemigtthat all words

in context can be distributed among the eight gmates but also that a
given word in a given context must belong te owategory and notto
any of the others.

The actuality is not so simple; allf othe compartments leal
gemmonly defined, each part of speech beadain resemblances to
others, and the categories run together at bdirgey. Can we say that

his in “That is his cat” is a pronoun and not anjadtive, or that it is an

adjective and not a pronoun? We can, of coursendithe definition of

pronoun or of adjective so as to include or edel the word, but it is
probably more enlightening to call it gronominal adjective (o
adjective  pronoun), thus indicating that hts characteristics of both
groups.

Similarly, at some points nouns can rcEg be  distinguishec
fdjctives or from  pronouns. Adverbs apph  prepositions i
dimection and conjunctions in another. Somaords are both verb-like
and noun-like. We can reduce the confusion soraebypaying close

attention to definition, but no definition of theadlitional parts of speech

can eliminate overlapping entirely.

SELF ASSESSMENT EXERCISE 2
1. Name any four categories of parts of speadpaovide three
examples of each.

2. What part of speech are the following words? a,Alie, Nigeria,
or, hei, unfortunately.
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3.3 Parsing

In traditional grammar, parsing refers tthe grammatical exercise
involving the description of sentences and wordgilllng names to the
grammatical categories of various element®r example, subject,
predicate, verb, object, number, case, gengerson, etc. To parse a
word is to examine it in two different points: ({What part of speech it is,

and (i) what part it plays in the building of ansence.

Of the eight parts of speech the only kind of witvat cannot be parsed

in relaton to the part it plays inthe Dbuilding of a sentenc
iptergetion.  An interjection is unlike Il a the other parts of speech
because it does nothing in the sentence, i.ees dot help to make the

sentence as the other parts of speech dd. Ihappens to occur in the

middle of a sentence, it is not connected withaoyd either before or

after. Sometimes it does not occur in asgntence, but stands quite
alone. So, in parsing such a word as oh!, pooh) adds!, etc, the only

thing we can say is that it is an interjection.

All the other parts of speech stand in some cororeatith other words,

and must therefore be parsed. Thus, if we h&vearse in,in such a
phrase as “a bird in the hand”, we say not meteyit is a preposition,

but a preposition having hand for its objecthibws what the bird has

to do with the hand, or the hand with the bird.cAl§ you were parsing

the sentence: “My brother tortured our cat”, youndosay that brother

was a common noun, singular number, masculine egetidrd person,
nominative case. You would say that torturedsa finite verb, past
tense, third person, singular number, indicativedadn the older forms

of English language, when inflectional endinggre more numerous,
parsing was less difficult than it is now when vesré but few of these
inflectional endings left to guide us. Now we hawéook chiefly to the

work that a word does in a sentence, and not exg@entuch help from

the form or ending.

For an illustration, let us parse some parts oéspe

How to Parse Nouns

To parse a noun you have to show four differemigthiconcerning it:

(@) of what kind it is, - whether Prope Common, Collective,
Material or Abstract;

(b) of what gender it is, - whether Masculine, Fame, Common or

Neuter;
(c) of what number it is, - whether Singular ormaluand
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(d)inwhat case it is,- whether Nominatikecusative, Genitive,
etc.

As an illustration, let us parse this sentence:
The Master of this class teaches French withoutakb

Master: Common noun, Masculine gender, 8arg number,
Nominative case, Subject to the verb ‘teaches’.

Class: Collective noun, Neuter gender, @&Bg number,
Accusative case after the preposition ‘of'.

French: Proper noun, Neuter gender, Singular numitoeusative
case after the verb ‘teaches’.

Book: Common noun, Neuter gender, Singulaumber,
Accusative case after the preposition ‘without'.

How to Parse Pronouns

To parse a pronoun you have to show five diffetleimgs concerning it:

(a) of what kind it is — whether Personal, Posses§lemonstrative,
Relative (i.e. Conjunctive), or Interrogative.

(b) of what gender it is — whether Masculine, Feang@nCommon or
Neuter.

(c) of what number it is — whether Singular or Blur

(d) of what person it is — whether first, secondthord

(e) in what case it is — whether Nominative, Actwsa etc.

For example, to parse the pronouns in the sentence:

| have written down your names in my book

We proceed thus:

I: Personal pronoun, common gender, singular nupfiloetr person,
nominative case, subject to the verb ‘have written’

Your: Possessive adjective qualifying the noun ‘egim

My: Possessive adjective qualifying the noun ‘book’

How to Parse Finite Verbs

The points to be explained in the parsing of at€ixierb are shown in
their proper order in the two following tables:
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Kind of Conjugationn Voice Mood Tense Form of Tense
Verb
Present Indefihite
Transitive | Strong Active Indicativg Past Continuous
Intransitiv | Weak mixed| Passije Imperatije Future rfe
e Subjunctivg Future Perfect-
in the past continuous

Number Perspn Agreement
Singular First Agreeing in number
Plural Second and person with its
Third subject or subjedts,
expressed or
understood

For an illustration, let us parse the verbs infllewing sentences:

1. James has been fishing all the morning
2. James and | will be promoted next year
3. He worked hard that he might win a prize

1. He’s been fishing: Intransitive verb, weak njogation, Active
voice, Indicative mood, Present Perfect-
Continuous tense, having ‘James’ for its
subject, and therefore in the singular number
and third person.

2. Worked: Intransitive verb, Weak conjugatioAgctive
voice, Indicative mood, Past tense, having
‘he’ for its subject, and therefore irthe
Singular number and third person.

3. Might win: Transitive verb, Strong conjugatjo Active
voice,
Subjunctive mood, Past tense, having ‘he’
for its subject, and therefore in the Singular
number and Third person.

The rule relating to the agreement between a Fimésb and its subject

Is called Concord: “a verb must be in the same rarrahd person as its
Subject or Nominative”. Several special rulessfot working out this

general concord or agreement. One of thesrudgates: “when two or
more singular subjects are connected by and, theig@lural” as in:

(a) Time and tide wait for no man
(b) Ada and Mary are here
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The above isa sample ofhow parsing was .dOheourse someone

was bound eventually to ask what goodll this did. Did
ramimgtical terminology teach you anythingxcept grammatical
terminology? Did learning to parse seoésn or diagram sentences
cause Yyou to produce better sentencds? the early decades «
thventieth century many educators asked thesdiquesnd answered

them with a resounding ‘No’. Linguistics, by corsttas less concerned

with labels, and more with the criteria @ihalysis which lead to the
identification of these elements, and with the wayhich speakers use

these elements to relate sentences in the langisagevhole.

SELF ASSESSMENT EXERCISE 3

1. What do you understand by parsing?
2. Parse the nouns in the following sentences:

(a) John won the gold medal
(b) Samuel gave John a car
(c) Girls play football

3.4 Concatenation

To grasp the real structure of the English sentemoe must understand

not only the words that occur but oalsthe principles of
grehngement. An English sentence does not comsiptysof a string of

words in free relation to one another. dbnsists of groups of words
arranged in a series of levels, eachord group being mad
apbgroups, until we get down to the single word.

In this discussion, we will adopt the view thatl sentences of English
have a simple linear structure; that, igdhat every sentence
taeguage could be satisfactorily described, froen tgrammatical point
of view, as a string (or sequence) of constitu@mksch we assume to
be words). As an abstract illustration oWhat is meant by th
tetrng’ (which is the technical term used in mathéicsd treatments of
the grammatical structure of language) we mawiden the following
instances:

atb+c+d

The plus-sign is employed here to indicate conedimm, a term used in

the formal representation of linguistic structuwedfer to the process of

linking elements together by placing them in ussge to from strings.

The string results from the combination of the ¢itunsnts or elements,

in a particular order. What the ordedenotes depends upon the
interpretation given to the system ins i application to particular
phenomena. In English, for example, the left-tdwrigrdering of written
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sentences as allowed by the convention is a péatikind of string. In
transformational-generative grammar a languageornsidered as a set
of strings which consist of elements linked togethy the process of
concatenation. We assume that the combinatiovoads resulting from
the application of a grammatical rule constitutesdrang, with the order

of the concatenated words being determined &y dnder in which the
words occur in sentences of the language.

In  English grammatical terminology the tiao of syntagmatic
relationship does not necessarily presuppose daring of the elements

between which the relationship held, anses abound of both
sequential and non-sequential combination etdments. A string is a
particular kind of syntagm (an ordered raagement of parts) as
concatenation is a particular kind of combination.

4.0 CONCLUSION

In this wunit, we have tried to showhe Ilinguistic practices o
trditional grammarians. You have seenat thtraditional grammar
represents an amalgam of methods and iplesc traceable to many
scholars of the ancient period. Althougtheir methods and interests
differ from current practices, we still owe thertotof gratitude for the

work they did.

5.0 SUMMARY

You have learnt in this unit;

» what the different ‘parts of speech’ are;

» what formal, syntactic and notional definitionsan,;
» what is meant by ‘parsing’, and how to parse; and
» what ‘concatenation’ means.

6.0 TUTOR MARKED ASSIGNMENT

(a) State the parts of speech of the words ircgat the following
sentences:

(i) The criminal lawyer won the case

(i) He bought the car for her

(i) This is an interesting book

(iv) He did it because he is compassionate
(v) The house is behind the church
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(b) Parse the verbs in the following sentences:
(i) She drove to Lagos
(i) He has been sleeping since noon
(iif) They worked hard to pass their examinations
(iv) Come tomorrow
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UNIT 3 MEANING AND THE NATURE OF THE
SENTENCE

CONTENTS

In this unit, we will discuss meaning and tla¢une of the sentence in
traditional grammar. The unit is arranged as foiow

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Meaning in Traditional Grammar
3.2 Words and Word Relationships
3.3 Sentence in Traditional Grammar
3.4 Types of Sentences

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

The traditional grammarian set for hirhisetertain methodological
procedures based on his perception of the natfranguage. He saw

that if language is a reflection of thouyghhere must be correlations
between the patterns in which we think and theepadtof language that

express our thoughts. For example, we think oggimo which we give

names and about which we then make predicatiosgtements. Thus,

the traditional grammarian began his dpsBon with complete,
meaningful statements (each consisting of a estipjus a predication

about this subject), and analysed these statsmmattheir constituent

parts. Each part must in some way contibtd the meaning of the
whole statement.

There is a bewildering variety of apmoes to the definition and
determination of ‘meaning’. Distinctions are dea between ‘emotive’

and ‘cognitive’ meaning; between ‘signific@’ and ‘signification’;
between ‘performative’ and ‘descriptive’ meaningfween ‘sense’ and

‘reference’; between ‘denotation’ and ‘cotation’; between ‘signs’
and ‘symbols’; between ‘extension’ andnténsion’; between
‘implication’, ‘entailment’ and ‘presuppositionfjetween the ‘analytic’

and the ‘synthetic’, and so on. The terminologsathier confusing since

it is used without any high degree dafonsistency and uniformity
between different authors. It is inevitabl¢herefore that the terms we
shall employ here will not necessarily carry thenesamplications as the

same terms employed by other authors.
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2.0 OBJECTIVES

At the end of this unit, you will be expected tamln

« how meaning is expressed in Traditional Grammar
« different kinds of relationships between words
» the types of sentences.

3.0 MAIN CONTENT

3.1 Meaning in Traditional Grammar

Semantics may be defined asthe study of ngedfiom the earliest

times down to the present day, grammarians have inesrested in the

meaning of words, and frequently more interestedvhat words mean

than in their syntactic function. A practical masfation of this interest

iIs seen in the innumerable dictionarighat have been produced
throughout the ages, not only in the West, butlipats of the world

where language has been studied. As we saw préveous units, the

categories of traditional grammar were to a dagtent determined by

their characteristic ‘modes of signifying’.

Meaning was seen by the traditional gramamari as either lexical or
grammatical. Lexical meaning is the essential mmepaf words classed

as substantives (nouns and other nominalgybsv (including modals,
auxiliaries and verbals), and their miedd (adjectives and adverbs
respectively). Grammatical meaning is the propedf the words (and
affixes) which signal relationships between thedsahat have lexical

meaning. Thus articles, prepositions, and conjanstare said to have
grammatical meaning. Words that have ckixi meaning carry the
message content while words that haveammatical meaning are
essential to the grammaticality of sentencessThdifferent classes of

words have different functions in the language.

Traditional grammar was founded on the assumptiahthe word was

the basic unit of syntax and semantics. The worslavaign’ composed

of two parts: the form and the meaningFor them, the
selatsovighip holding between words and ‘things’ wees relationship of
‘naming’. Thus, it became customary itraditional grammar to
distinguish between the meaning of a word aed tthing’ or ‘things’

which were ‘named’ by it. The distinction, agas formulated by the
medieval grammarians, was that the form of a waynifseed ‘things’ by

virtue of the ‘concept’ associated with the forntlo word in the minds

of the speakers of the language; and the ‘condepked at from this

point of view, was the meaning of the word (itggndicatio). This was

the traditional view of the relationship betweerregand ‘things’. This
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view was made the basis, in principle, for theggdophical definition of
the ‘parts of speech’ according to their ‘modesighifying’.

However, the terminology employed did nagntirely eliminate the
possibility of confusion in the application of tlegm ‘signify’; the form

of a word could be said to ‘signify’ boththe ‘concept’ under which
‘things’ were subsumed and also the ‘things’ thdwese At this point it

will be useful to introduce the modern term foiiris’ in so far as they

are ‘named’ or ‘signified’, by words. This is ttexm of referent. We

will say that the relationship which heldetween words and things
(their referents) is the relationship of refem=nowvords refer to (rather

than ‘signify’ or ‘name’) things. In ah words, the form (word) is
related to its referent through the oy (conceptual) meaning
associated with both independently.

SELF ASSESSMENT EXERCISE 1
Explain what you understand by:

(a) Lexical meaning
(b) Grammatical meaning

3.1 Words and Word Relationships

In spite of what we have said in the previous secit is still not easy

to specify what words mean. For examplepnsider the word table,
which has many varieties of meaning, as indicatgdexpressions like

dining table, table of contents, water table, th&cher’s table, and so

on. Even if we restrict ourselvesto the mdmsic sense ofthe word
table and perhaps define it as an object with attig and four legs, our

intuitions as towhat a table iswill vanClearly, words can only be
defined in terms of other words, and definitionsvotrds are exact only

to the extent that everyone understands the sangelii them and uses

them in the same way.

Despite the problems in specifying the megniof a word through a
definition, communication can take place becausople do have some

basic idea what words refer to. In this respectdadave a denotative

meaning, which is akin to a definition. Table refeo an object with a

flat top and four legs; this is its denotativeeaning. However, words

also have a connotative meaning, which ludes varied aspects. The
connotative meaning of a word may idelu shades of feeling and
judgment. A full account of a word must includelbi$ denotative and

connotative meanings.
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Philosophers and linguists have also lonpeen interested i
oelationships among words. We are all familiar vatith pairs of words

as sun and son, which have different mmggs and are spelled
differently but are pronounced the same.studying language usage,
pronunciation is more important than spellingbsth words would be
represented phonetically as [sn]. Thiglationship is called
homophony: two  words with  different meanings but have t
paoneinciation. The term may be extended to agplywords like bank,

foul and degree, each of which has sdvemeanings but one
pronunciation and spelling. All the meanings oflgdnr example, are

referred to by the single phonetic form [bae K].

A more interesting relationship is synonymy, in @fhthe meanings of

words are supposedly alike but the pronunciateme different. It has

often been argued that no two wordsan ¢ have exactly thi
gaaaing. For example, such words adelittnd small might be
interchangeable in nearly all situations,t bundividual speakers may
insist that there are minor differences. Stiwe referto such pairs as
synonyms because they seem to mean pretty musdntieething.

Antonymy is the relationship that holds betweerdwadnat are opposite

in meaning. Although opposites can usually teognized easily, the
exact nature of antonymy is more subtle. A greaany antonyms are
pairs of words that represent oppositegrees of some semantic
property. For example, such pairs as warm and , bovlnd cold, and

torrid and frigid each represent approximatelyietsame distance away
from some neutral point along a continuum ahelie, but they lie in
opposite directions. However, this property of @gtes is not the only
relationship subsumed by antonymy. Pairs likey and sell exhibit a
reciprocal relationship, whereas pairs likdhite and black exhibit a
presence/absence (of colour) relationship.

The fact that some meanings are ‘related’ ivagthat others are not
disturbs the symmetry of the simple oppositiotneen synonyms and
homonyms. The question is: How differemhust the meanings
associated with a given form be beforee decide that the
sudficiently different to justify the recognitiorf two or more different

words?

In their attempts to demonstrate the ‘radtuorigin of language, the
Greeks introduced a number of principles to acctarthe extension of

a word’s range of meaning beyond its ‘true’ ongoral’ meaning. The

most important of these principles was metaplitransfer’) based on

the ‘natural’ connection between the primary raféend the secondary

referent to which the word was applied.xafBples of ‘metaphorical’
extension might be found in the applicatioh such words as mouth,
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eye, head, foot and leg to rivers, needles, pergoagthority, mountains

and tables, respectively. In each ingandhere is discernible some
similarity of shape or function between the refgs. Various types of
‘extension’ or ‘transference’ of meaning were mguaed by the Greek
grammarians. Meanings that are more Imss clearly ‘related’ in
accordance with such principles are not traditigmagarded as being

sufficiently different to justify the regoition of distinct words. The
traditional semanticist would not say that the uthamf a river and the

mouth asa part ofthe body are homonyrbst rather that the word
mouth has two related meanings. We hawerefore, in addition to
synonymy and homonymy, what has come to bledcamore recently
multiple meaning (sometimes called polysemy). T8imdtion between
homonymy and multiple meaning is evident in tbeganization of the
dictionaries we customarily use: what the lexicptex has classified as
homonyms will be listed as different words, whenemstiple meanings

will be given under one entry.

Also, some words can enter into relationship witieowords to form
compounds or idioms; for example, sidewalk and tiekoucket. Some
of the most common idioms involve the particles, aff, in and outin
constructions with a variety of verbs, particylan slang expressions
like tie one on, knock it off, sit in and freak out

The meaning of a word is inherent in it in a subtéy that is difficult to

specify. However, the use ofa word isa emaf record; it exists in
sentences that have been uttered. Dictionarie®tgive the meanings

of words; they simply indicate the ways which words are used.
Modern editors of dictionaries generally do notdsitvn, select a word,

and ask what it means. Instead, they glean serg@meénich that word

occurs from the literature of the language, sa@tsntences into groups

in which the word appears to be used the same avalyselect the best

paraphrase to characterize each usage. From sesteficzcord, some

sort of intended meaning is inferred;nda this meaning is further
described through paraphrases. Thus, a good dacyianill give at least

one example for each ‘meaning’ of a wordhe chosen example was
actually used (among many others) to establish'itinedining’.

One major problem in lexical represeotati is the multiplicity of
meanings of certain common words such ga®d and eat. Thus, in
expressions like good government, good apppspd time and good
upbringing, the meaning of good varies with rteaning of the noun

that it modifies. Similarly, the process of iegt varies, depending on
whether one is eating soup, peanuts, orangesak, stewhether one is

‘eating his heart out’ or ‘eating his words’. Tigsone of the problems

that made the study of meaning seem futile to istgdor many years.

Hard-core philosophers even point out thhé ‘meaning’ of a given
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chair is different at any point in Bm because the actue
sinletwdar of the chair is constantly Igeinaltered. Nevertheless, most
linguists feel that meaning must be cdbsd, and so the
ebdasct basic features inherent in the meanird words. Therefore, it

may be true that a wordlike eat will vamg meaning according toa
wide variety of conditions, but there is aibasense of eating that is
understood to involve taking matter into theuth and swallowing it.

Hence, one can isolate such basic notions as meberth, and swallow

as essential components of the meaning of the eaird

SELF ASSESSMENT EXERCISE 2

1. Explain, with the aid of examples, hav you understand by
lexical meaning and grammatical meaning.

2. Explain the following terms and provide two exd@s of each in
English:

(a) synonymy
(b) homonymy
(c) antonymy
(d) polysemy

3.3 The Sentence in Traditional Grammar
(a) Definitions of the Sentence

Perhaps the most familiar definition othe sentence widely use
grammar books is this one:

“A sentence is a group of words which expressemmptete thought”.

It will be seenthat this depends entirely am timeaning of ‘complete
thought’, and this is not as obvious as it miglanself we take a group

of words like The boy went to the storee wnight all agree that the
thought is complete. The group of words makestarsient sufficient to

itself, not depending on any othergroup wbrds. The phrase to the
store, which could occur quite naturallyin answer to the
giesdon,did he go? is not regarded as a sententecause it
[sdependent. That is, it cannot occur except aanisever to a question.

But suppose we have an utterance IiRe didn't have any
tompiége or not? Presumably it is not, for if waeve hear it by itself

we would get no sufficient meaning from it. we gliohave to ask who

is he? and Any what?. The utterance would beogather dependent on

other utterances preceding or following it. Mbts stretch of words —

He didn’'t have any — is undoubtedly a sentenctharsense that writers

58



ENG 221 AN INTRODUCTION TO SYNTACTIC MODELS

of English would have no hesitation in writing iithva capital letter at
the beginning and a period at the end.

Thus, the words ‘complete thought' inhist definition cannot mean
logically complete. For the logically completehought will often turn

out to be not the sentence but the paragraplestey, the chapter, or

even the whole book. In the |logicalense we do not comple
theught wuntil we finish writing whateverwe are writing. So, if this
definiton means anything at all, the dsr ‘complete thought must
mean something quite special — something like ‘gnatrcally complete

thought'. But of course this begs the ¢oes for we must still ask
‘How do we know when a thought is grammaticallynpdete?’, ‘What

are the forms that make it so?’

Another common definition attempts to approach gmoblem. This is

the one which definesa sentence as “a grolipwords containing a
subject and a predicate”. This gives us athmmg tangible; the only
trouble is that it isn’t true.

If we look at the word groups thaacceptable writers of English
punctuate as sentences, we find that most of,tteebe sure, contain

subjects and predicates. Not all, butostn Imperative sentences, of
course, like Take your shoes off your febBve no subjects, and in
dialogue writing, many sentences have pgeithsubject nor predicate.
Even in sober and conservative expositowriting, you will find a
considerable number of word groups without sulgect predicate.

By the definition we are considering, He didn'tavk any is a sentence,

for it hasa subject (He)and a predicatkdn(t have any). So if the
student knows what a subject is and what a prediaa, this definition

might be of moderate service to him. The troubkbat, whereas most
sentences in expository writing have subjects aadipates, most word

groups with subjects and predicates aren’t sensef¢e have seen that

He didn’t have any is a sentence because it habgst and a predicate.

But because he didn't have any is notsentence although it has the
same subject and predicate. For it to be regarsledsantence it would

ordinarily be attached to some other word grolige: |didn't borrow

money from him because he didn’t have any.

We have seen above the hazards involvedseeking a philosophical

definition of the sentence. Like most other languBEatures, sentences

are more easily illustrated than definedlhe best we can do
#xamine the make-up of these units, tls&ructures that typically

compose them, and then try to recognize them.
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(b) Classification of Sentences Accordingp tMeaning and Word
Order

It is generally agreed that sentences a@press four basic kind
ofeaning:

(i) facts (declarative sentences)

(i) commands (imperative sentences)

(i) questions (interrogative sentences)
(iv) exclamations (exclamatory sentences)

There isless agreement, however, on whether shiould apply these
labels according to the intent behind the esm# or according to the
word-order. For example, the sentence You willolagise immediately

to the Secretary would normally be felt as a conum#rough it has the

form of a declarative sentence. In theections that follow, the
classification is chiefly formal, though some o# ttonflicts of form and

meaning are noted.

Declarative Sentences

The declarative sentence is used chiefly to makasaartion; usually it

states a fact, but sometimes a probgbil a pasibility, or
wupassibiity. Most of the sentences thave use are declarative
sentences. Examples:

(i) The ball rolled into the net

(i) We may never have a trouble-free session again
(iif) They are all in the same class

(iv) The earth is round

The normal word-order of the declarative teeoe is subject-verb or
subject-verb-complement. This order is usually geal) however, when

an adverbial modifier introduces the sentenca:asBeyond the school

lies the Aso Rock. Occasionally, the object isg@iibefore subject and

verb as in: Azikiwe, we may never see again.

The declarative form is often used in commands &lsa following:

(v) You will kindly do what you are told (the imive form would
be: kindly do what you are told).

(vi) You must report immediately to the police
It is also used in questions:

(vii) She told you | could pay the bill?

(viii) He’s waiting in the parking lot?
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Imperative Sentences
An imperative sentence expresses a command ouaseq

(i) Get out of here!
(i) Have another drink!
(iif) Be ready at noon!

These sentences illustrate the typical imparatform: the imperative
mood of the verb, withthe subject omittedonetimes, however, the
subject is expressed:

(iv) You get out of here!
(v) You be ready at noon!

There isusually no formal difference between enperative sentence
with expressed subject and a declarative sent@inces. You sing out of
context may be either a request that you do trggrginimperative) or a
remark that you know how to sing (declarative). Beritences using the
verb be can be distinguished by the form of th&ver

(vi) You be the singer (imperative
(vii) You are the singer (declarative)

Interrogative Sentences
The interrogative sentence usually asks a question:

(i) Have you seen Sam?

(i) Do you know that John is sick?
(i) Did the doctor say it will be twins?
(iv) Is the food good?

When no interrogative word is used, the typicaldvorder is auxiliary
verb — subject — principal verb as in sentenceéi{))above. When the
verb be is used, the order is verb-subject. Thisrlarder, once popular
in English, occurs now only with the verb be aathstimes with have:
Have you a pen? Even have commonly takes theayx#erb: Do you
have a pen?

Interrogative  sentences are also introduced irfterrogative pronouns,
adjectives, or adverbs:

(v) Who was the last to come out of the class?

(vi) What bus is this?
(vii) Where is it going?
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When an interrogative adverb is wuseds an the last example
trasitions of subject and verb are the same ag thaguestions without

the interrogative word. When interrogative muons or adjectives are

used as subjects or modifiers  of subjectthe order IS
sabjpteraerd; as ni  declarative sentences; but when theye awused
asmplements or modifiers of complements, theler is complement-
auxiliary verb — subject — principal verb:

(viii) What did you eat?
(ix) What food did you eat?
The interrogative form is sometimes used for exel@mns:
(x) Did he run!
(xi) Did I like fresh corn!

Exclamatory Sentences

An exclamations sentence expresses feelingemotion. Exclamatory
sentences are often introduced by what ow,has a modifier of the
complement:

(i) What a teacher the facilitator is!
(i) What an impression he made!
(iif) How hot it is!

The order is thus complement-subject-verb. Notealifierence between
this and the interrogative sentence with be:

(iv) How hot it is!
(v) How hot is it?

Frequently we express feeling or emotion with teelarative form:

(vi) He is a rascal
(vii) He is a rascal!

The difference between these sentences can batedim writing only
by punctuation, in speech only by intonation.

(c) Classification of Sentences According to Clagsecture
Sentences may be classified according to the nuarizekind of clauses

they contain. Usually four types are named: sirspl@ences, compound
sentences, complex sentences and compound-corapterces.
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(i) Simple Sentences

A simple sentence is a sentence containioge main clause and no
subordinate clause:

(i) He hit the referee with the ball
(if) Students do assignments

When a sentence contains two or more verbs jdgedd coordinating
conjunction, we still describe it as a simple seo¢e

(iif) The man got up and slowly walked away
(iv) The student raced the car, shot out of ttheveway and hurtled
down the road

It is a simple sentence also if there are two doatd subjects:

(v) Richard and Rose kissed and made up

Here the verbs share the subjects, and the sulsjeats the verbs. Only

when each verb has its separate subject e have more than one

clause and hence a compound or complex sentence.

(i) Compound Sentences

A compound sentence consists of two or more mainsels:

(i) John opened the gate and the dog ran out

(i) The player got up but he was unable to corginu

(iif) Give me the knife and then help me to hold thicken

(iv) Jane swept the room, Mary dustethe t furniture and Alice
mopped the floor

Two main clauses in compound sentences are rfiest@nnected by

coordinating conjunctions as above, buteré¢ are several other

possibilities:

(v) He kept pressing the bell for several minukesyever, there was
no answer (with conjunctive adverb)

(vi) The class ended at five, and consequentlte had to hurry to
catch the bus (coordinating conjunction plus cociwe adverb)

(vii) I turned on the cold water; it was most rafieng (a semi-colon
standing between the two clauses).
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In the last sentence it is punctuation alomat tindicates that we have
one compound sentence rather than two singdatences. The choice
between a compound sentence and two plesim sentences i
gsuetiyed purely by the demands of rhetoric ane styl

(iif) Complex Sentences

A complex sentence isa sentence containihgleast one subordinate
clause:

(i) She handed the letter to James, who chuckléa: asad it.
(i) The businessman, who had much goods to cleaysed all his
consignments to be conveyed by trucks as there niailway

There are three kinds of subordinate clauddeun clause, Adjectival
clause and Adverbial clause. A noun clause iswdmieh does the work

of a nounin relation to some word in someheotlause; an adjective
clause does the work of an adjectival in relatmsdme word in some

other clause, and an adverbial clauses dtde work of an adver
pelation to some word in some other clause. Congidse examples:

(i) Where  Gen. Aguiyi Ironsi was burieds istill  unknown (Noun
clause, subject to the verb is)

(iv) No one has seenthe place where Gen. Afyoysi was buried
(Adjectival clause qualifying the noun place)

(v) Without knowing it the footballers camped whe the battle was
fought (Adverb clause qualifying the verb camped)

(iv) Compound-Complex Sentences

A sentence containing two or more maiolauses and at lea
enbordinate clause is called a compound-completesee:

(i) Lawrence licked the envelope, which cut hisgio®, and he bled
profusely.

(i) While Jane swept the room, Mary dusted thaifure and Alice
mopped the floor.

(i) The qirl he loved couldn't be boteer with him; he therefore
contemplated suicide.

(iv) I knew that Don was ill, but | didn’t know thhe suffered from
measles.
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4.0 CONCLUSION

We have tried in this unit to show how traditiogghmmarians handled

the meanings of words, how they treated words amd welationships,

and the way they categorized sentences.d¥Vdrave both denotative
and connotative meaning. Relationships a@momords include
homophony, synonymy, antonymy and polysemynt&ees could be
classified according to meaning and word-ordegamording to clause

structure.

5.0 SUMMARY

You have learnt in this unit,

» what semantics is,
» what homophony, synonymy, polysemy and antonyragmnmand
* the types of sentences

6.0 TUTOR-MARKED ASSIGNMENT
Indicate in the space provided:
(a) whether the following sentences are declagainterrogative or

imperative, and
(b) whether they are simple, compound, mgex, or compound-

complex:

@i)- - - Many believe that our surdivadepends upon our
capacity to think independently and logically.

@i)- -- She looked as if she was goiagbe ill; | became
suspicious.

(iii) - - - You approve, don’t you?

(iv) - - - Will you close the doors, please?

(V) - - - Everything she cooks smells like currynater.

(vi) - - - Thanks for letting me share the day wjthu.

(vii) - - - To state the problem clearly is impevat

(viii) - - - The means must be justified by the end

(ix) - - - I wondered why he did that.

xX) - - - The class began to discuseas that were fairly
profound.

(xi) - - - Continue from where you are and setrgarmediate
goal that you can reasonably expect to reach.

(xii) - - - Death always comes as the best possikblution in
classical tragedy
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UNIT 4 A CRITIQUE OF TRADITIONAL GRAMMAR
CONTENTS

In this unit, we shall critically examine traditial grammar pointing all

its weaknesses and strengths. Attempts tovesolthe weaknesses gave
rise to the development of new approaches to tigy sif language. The

unit is arranged as follows:

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Weaknesses of the Traditional Grammar
3.2 Strengths of the Traditional Grammar

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

We have tried in this module to show what tradgilogrammar is, and

to demonstrate the way it analyses various asjpétanguage. In this
unit, we shall attempt to show the areas of weaesand strengths of

this model of grammar in the analysis of language.

2.0 OBJECTIVES

At the end of this unit, you will be expected to:

* identify the weaknesses of the traditional gramma
« identify the strengths of the traditional grammar

3.0 MAIN CONTENT

3.1 Weaknesses of the Traditional Grammar
(a) The Parts of Speech

It is easy to get theimpression from tradidl grammar that parts of
speech are almost god-given — neat pigeon-hdies which the words

of a language can be sorted. There is plentysbdrical excuse for this

feeling, of course, as people have wabp this attitude, with few
exceptions, since the time of the Stoics. Big&# misleading attitude,

and in a linguistic approach we should try to avbiel distortions that an

inflexible grid of this kind can provide.
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Traditional grammar classified words into parts speech. Nouns and

verbs were defined notionally, i.e. according taameg (e.g. a noun is a

word that names a person, place or thing; a veslwierd that makes an

assertion, or indicates an action or ndpei and all the othe
ppemwch efe defined syntactically, on the basiseof definition of noun

and verb (e.g. an adjective is a word that moddi@e®un; an adverb is a

word that modifiesa verb; a pronoun is ardihat replacesa noun,
etc). The double basis of definition -otional and syntactic —
mpparently a logical weakness; for in order make these definitions
valid, we should have to define theirterms (name, thing
astiertideing, etc) which is not an easy task.

A noun,we are told, isthe name of a perptace, orthing. In the
sentence: The car is red, car is a noun becanaenigs a thing. But red

must also be a noun, for it names a colour. Iflawasn’t a thing, what

Is it? ; a verb, we learn, is a word that express#isn, being, or state of

being. Then departure must be a verb becauserg&sgs the action of

departing. Indignation must be a verb, for it espes the state of being

indignant. But of case these are not verbs in Englishd
geemmarian would wish to call them soAs with the noun,
mlantifyi;lg the word class on the basis &fatures not stated i
thedinition.

And even if we grant that the notionadefinitions are sound
doulgful that they serve their intendegurpose in the teachin
gfammar. Young learners do not mastehe t definiion of non
preteed from that to an identification of nounseyf'fearn what nouns

are by having agreat many nouns pointed otltedm, and they learn

verbs in the same way. Their recognitiois based on forme
poditional characteristics of nouns and verbs,ghdbhey may pay lip

service to the notional definition. Perhaps theamatl definition is best
characterized as a useful fiction.

The whole description of the English ‘pats speech’ rests on little
more than guess, intuition, and accident. They@o particular reason

why we should say that English hasghei parts of speech.
heppened that early grammarians sortedt olnglish words in
taghion and later grammarians imitated them.

(b) Syntactic Analysis
Some of the shortcomings of traditionajrammar have to di

withlysis of complex sentences. Traditionalangnar has no problems
with sentences like (1) below:
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1. A child won the prize
Sentences like (2)-(4), however, are less simphlyaed:
2. It was a child who won the prize
3. What the child won was a prize
4. There was a child who won a prize

Traditional grammar introduced special terms feords like it, what,

there, as used in these sentences. Yeiset seem ad hoc, designed
rather to solve embarrassment encountered treating the variants of
simple sentences like (1) than to get at the lufdhte language.

Subordinate clauses in traditional grammare equated to parts of
speech. The subordinate clause of sentence 5y liecomparable to
a simple object, and accordingly, it is called alpjéct clause’:

(5) a. We expect their arrival at noon
b. We expect that they will arrive at noon

Because of this treatment of syntax, parallel cacsbns are treated at
different points in the grammar rathdrat under one heading. For
example, consider the following:

(6) a. We expect them to arrive at noon
b. We expect their arriving at noon

Since the verbal element in 6(a) isaninitive, traditional grammar
treats such patterns with other infimtiv constructions. The verbal
element in 6(b) isa gerund and this variamtreated under gerunds.
Users of such grammars must track down the pdiahstructions in

several places instead of regarding seagencs(b), 6(a) and 6(b) as
embedded variants of the simple sentence 5(a).

A different kind of problem led to a departure frénaditional grammar
especially among American linguists in thestfirhalf of the twentieth
century. Traditional grammar did not lend itselfivte the treatment of

many non-European languages. Some languagies Japanese do not
have a separate part of speech correspontbngoronouns. Moreover,

verbs and adjectives may fall into onelass, as in Japanese. Other

languages as Chinese and Vietnamese haveinfiections, making it
difficult to determine the parts of speecin traditional manner. Sitill
others like Eskimo, combine constituents so thedrdence is equivalent

to a word. To treat these languages suitably, istg$set out to develop

a grammatical approach that would analyse any Eggin terms of its

own structure.
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Finally, traditional grammar devoted much of thatagtic discussion to

uses of forms. For example, if nouns are infleébedase, uses of each

case are described. It appears to rassipe reason why certain
grammatical features of alanguage occur, amd ltbey must behave.

The same procedure applies to verb forms anchir glarts of speech.

Syntax in this way is an extension of morphology.

(c) Reliance on Latin Grammatical Model

English grammar books that were producdy the traditional
grammarians were not English grammars at; they were Latin
grammars disguised. This was not particularly ssirgg, in view of the

millennium of concentration on Latin studies to éxelusion of almost

everything else. The grammar that the rlyea grammarians knew
hatsn grammar, and when they decided to ‘gramsea English, they
simply transposed the Latin structure armgk tLatin terminology and
called it English grammar forgetting thaEnglish and Latin are
strikingly different languages. They not only eegs their meanings in

totally different ways with totally different striwzal features, but they

don’t always express the same meanings. Language®tconvertible

into one another the way dollars are convertiile Naira and pounds,

and the first mistake of the 18th century grammariawas that they

didn’t understand this.

This is why, for example, such English gramnusscribe six tenses.

English doesn’'t have six tenses. It has two tetfisesked at in one way

or several dozens if looked at in another way.iBodippens that Latin

does have six tenses, differentiated hnflectional endings, anc
tirammarians simply took the English translationthefsix Latin tenses

and called them the English tense #gysteln the same way
feafires as voice, mood, case, which are impardrdtin as in - other

highly inflected languages, were sought out andhexsized in English.

Some grammarians were so ingenious as to disearmffisix cases in

the English noun. Meanwhile the essential featafé&nglish grammar

—the basic signals by which the language trassisimeanings — were

largely ignored.

Let us illustrate this reliance on Latin framewarih the case system.

By case grammarians normally refer to a kind ofateon in the actual

form, or shape, of the noun, which shows t noun’s relationship to
other parts of speech, or its function in a sergembis variation in the

form of a noun is called inflection, and a langaiagvhich displays it is

called an inflected language. English has hardyyiafhectional endings

for its nouns; it has the genitive case (ascat's) and ageneral case
which is used everywhere else (cat, cats). To «at in The cat came

and | kicked the cat different cases, is simplynisuse the word case,
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for there are clearly no differences wesn the endings of the two
nouns. In examples like these, we know the diffeedretween the doer

and the receiver of the action by the positiothef noun in relation to

the verb.

The general point to be made here is that theigéisn of a language

must not be carried out wusing the cdpsve framework originally
devised for the specific study of some other lagguaeven if there are

strong cultural affiliations with this other langgea When inflections are

found in a language, parts of speech, foanmgle, are most securely
identified by them. Since Latin had characteristitections, it could be

treated in accordance with the procedures of toamit grammar.

From the above discussion, we thus seat thn traditional grammar,

there isa tendency totreat Latin as a kinduthfority to turn to when
doubts arise about grammar.

(d) Reliance on the Written Form of Language

In traditional grammar, there was very little rgotion of the extent of

the difference between spoken and writtdarms of language. Many
grammarians and lexicographers, particularly in the 17th centerg, w

aware of the existence of such a differencd dlollittle to analyse it.

And most authors paid only lip service to tleistence of the spoken
language. In a way, this is not surprising, itpastly due to the way in

which Latin was taught, almost solely as a writtéanguage. But more

important than this, the neglect is due ttee fact that it is extremely
difficult to study speech without some amanical aids to make the
speech permanent and therefore more preciselyzaidéy

The rules of written language must not be forceid speech, as they so

often were. Writing is a later and rmo sophisticated process than
speech. Speech is the primary medium lofguistic expression: we
begin to speak before we write, most of us speaktae than we write

in everyday life, all natural languages werspoken before they were
written, and there are many languages in therldwdaoday which have

never been written down. All these go to shdle superiority of the
spoken form over the written form. Tdase our statements about
language on writing rather than on speeshtherefore a reversal of
linguistic priorities, and leads to all kinds ofnfosed thinking. The two

media should be considered separate systems of goicetion.

A distinct but related aspect of the partial acemidanguage given in

traditional studies is that the material preseunl®es not even cover the

whole range of a language’s written forms, buiegricted to specific

kinds of writing - the formal stylesin particular. Anything which
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smacks of informality tends to be carefulyvoided, or if mentioned,
castigated as ‘slang’ and labelled badrangnar — even though
thormality may be in regular and  wide=ad use  amon
pdapietVe do not, after all, use the same kirfdrofial language when

at home or when writing letters to friends as wewhen we are giving a

speech or applying in writing for a job. A langua@® be used at many

levels of formality, and it should be oneof the tasks of ¢
fiegoigpiton to take account of these differenced,rt to select some

levels as ‘right’ and others as ‘wrong’. For exaeple are all familiar

with the ‘rule’ in  English which tells us that weshould use whom and

not who as the relative pronoun in a sentence Tike: man — you were

talking to is a foreigner. But such rulsiply distort the reality of
English. It is not a question of whom being cortesage, and who being

incorrect: each is appropriate in certain circumstg and inappropriate

in others.

In  addition, areas of language  structur@ther than  gramma
disregarded in most traditional accounts: th@onunciation system of
languages is treated scrappily, usuallynlyo in  connection with
themulation of spelling rules or rules for elocutio

(e) Prescriptivism

We have noted earlier that the teaching of Latamgnar and the study

of Latin literature contributed immenselyn promoting misleading
principles of analysis associated with traditiogi@mmar. One of such

principles was that the preservation of the clatsangues, which were

perfect examples of eloquence, was the mairk taSliterature. Thus,
vernaculars were clearly inferior. Spanish and €mefor example, were

seen simply as “examples of much-decay@hguages” (Crystal,
1971:53). Languages, it was felt, were cdedp by commoners and
preserved by the educated. Dictionaries, moreoveate only to define

words used by the best authors. Grammars camebe considered as
preserving a language’s purity. Their erolwas to tell people
authoritatively how to speak and writeOnly the Dbest authors
liverary giants, were to be studied as exampleshait a language was

like. It assumed that language was a system emthadibe writings of

the best authors, something to be shelteredn éhange. Where usage
differed from books, usage was corrupt. So, trad#l grammars drew

farther and farther away from language as it wad,maore and more it

became a policeman of correctness. Thisdédin its advocates to the
potential of language to renew itself from generato generation.

And when English grammars came to be written, @sfig in the 18th

century, the authors, steeped in these nami and literary traditions,
regularly produced rules of ‘correct’ usagénormative rules, as they
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were sometimes called) which bore little relationthte facts of everyday
speech.

We have mentioned earlier Dryden’s rule aboutpudting prepositions

at the end of asentence, though it is daubwhether there has ever
been a time in English when prepositiongren so restricted in their
placement in a sentence.

Here is what a noted traditional grammarian wrgt@irgst a construction
that was being taken wup by everyondie T bridge was being built
replacing it with The bridge was building:

As to the notion of introducing a newand more
complex passive form of conjugation, as, The bridge

being built, ... it is one of the mosabsurd
granstrous  innovations ever thought of.... isThis
certainly no better English than The work swaeing
published, has been being published, had been gbein
published, shall or will be being published, ... @od

on... what alanguage shall we have when ourbsver

are thus conjugated? (Goold Brown. 188he
Grammar of English Grammars. New York: William

Wood and Co. p.379).

Cardinal Richelieu of France had established ardéwy to standardize
and purify French language. In 1698, Daniel [Befproposed a society
similar to the French Academy,

to encourage polite learning, to polish antheef the
English tongue, and to advance the so much nedlecte
faculty of correct language, to establish the guarid

propriety of style, and to purge it from all theegular

additions that ignorance and affectatiomave
introduced, and all those innovations impeexh, if |
may call them such, which some dogmatwriters
have the confidence to foster upon rthaiative
language, as if their authority were sufficientriake

their own fancy legitimate... (H. Morley. 188@Ed)
The Earlier Life and the Chief Earlier Works of Daln

Defoe. London pp.125-126)

It is easy for us to laugh at these, and of courgamative grammarians

have given a bad name to traditional grammar, wHidmot deserve it.

To anyone who has gone through a lamguagourse since the early
1950s, ‘traditional grammar’ doubtless has a lmaohd. Textbooks and

teachers using supposedly up-to-date methad teaching foreign
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languages or English mention traditional grametiidrer unfavourably

or not at all; it embodies, for them, all the outted practices of reciting
grammatical paradigms, translating to Englisinstead of learning to
speak, and worrying about what language ought t@ther than what it

does. Ferdinand de Saussure summarises the weekiiess:

Traditional grammar neglects whole parts of languag
such asword formation; it is normative ansuases
the role of prescribing rules, not of recordiagts; it

lacks overall perspective; often it is unable d@payate

the written form from the spoken word (Ferdinamig
Saussure. 1959. A Course in General Uistigs.
Trans. Wade Baskin. New York: McGraw Hill, Inc. p.

82).

SELF ASSESSMENT EXERCISE 1

Discuss any two weaknesses of the Traditional Gramm

3.2 Strengths of Traditional Grammar

It is easy to paint a picture in black and white discussing traditional
approaches to language study. And ate thmoment, the blacl
hadainly been stressed, for the purposes ofrten@ent. But we must

not forget that linguistics has a great deal tgtageful for in the work

of many early scholars. Any emphasis on akmesses is, however, a
useful one, asit has a chastening effett.isleasy to be smug about
language, to rely on traditional grammar for alt@sions, and when it

does not work, to think thatthe problem lies with vyou
potlerstanding the principles. The purpose ofdledection has been to

show how inadequate traditional grammar and lagliefs can be as a
source of information to account for allve should know abot
tioper working of language. It has helped to lessfze how complex

the reality of language is. In this sectiowe shall outline the main
legacies of traditional grammar.

We are indebted to traditional grammaior the modern notior
eéntence, the parts of speech and for numerousitaticoncepts, such

as subject and predicate. For the most partraldgional grammarians

talked of categories which actually do exist in Estg They got balled

up not so much on the categories themselves athen definition and
description of them. The terminology of traditibgeammar provides a

useful framework for describing the outward stroetuof sentences and

continues to serve as the point of pagere for all school
gfammatical analysis. It is important to emphasib@at the terminology

is directed to outward structure rather than seimanntent.
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Moreover, we are indebted to traditionarammar for certain basic
procedures that are an inescapable partamf approach to language
analysis. One of the procedures involveBagramming. In this, they
sought to develop a framework that would make béss$he exhaustive

description of every possible sentence bgpresenting the structural
relationship of sentence components graphicallydéfo linguists still

find this very useful though they differ with tridnalists primarily in

the kind of diagrams they use and the claims thakenabout what the

diagrams represent. A Dbasic technique oczsted with traditional
grammar and which continues to be used in all modapproaches to

language is paradigm analysis, which Ive® the examination of
related forms and the analysis of theserms into elements that are
‘same’ and ‘different’. Thus, the paradigm Ikyawalked and walking

can be analysed as consisting of a constant vwalikhich may be added

variables, the suffixes —ed, and ing. Traditiagr@immar was at its best

in describing the inflections, idioms and ntemce forms of particular
languages, especially the differences from Uagg to language. This

had a practical purpose too, forit putthe leags on what had to be

learned if one already knew a language amuted to study another.
The same principles are expounded in ‘contrasthgnars today.

In principle, traditional grammar is an analytieald descriptive science,

but in practice it has often been associated wattagogical approaches

that stress the supposed correctness ceftain constructions and
incorrectness of others, often on thasid of Latin models. Many
modern linguists have therefore criticizedaditional grammarians for
adopting a prescriptive rather than dpsee approach to language
study. It would be a mistake, however, to downpley importance of

traditional grammar simply because it has sometinees put to use in

ways that are open to question. It is importamtistinguish between the

methodology and a resulting body of knowledge hendne hand and a

totally extraneous attitude about ‘correctnesstlee other. The fact is

that traditional grammar had much theeme goals that are now
proclaimed by modern linguists. Prescribing rufelanguage analysis

enjoys renewed popularity in current the of language as ‘rule-
governed behaviour'.

It would be wrong to censure authority in languameply because it is

authoritarian. Every culture recognizes some siyfespeech or writing

as better than others, at least, under certainrastances. In our culture,

there isa standard, or prestige dialect thaemor less coincides with

the formal modes of expression used mmopersons who are not
acquaintances, and who do not belong to the saam@ slass, in short,

who are not relaxed with one another whery thspeak. In writing, it

more or less coincides with the style that nbestised in a letter to a

stranger. As this is not a dialect that is ordigdeaarned in the home, it
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has to be learned later, and its rules of usage/laa¢ we generally think

of when someone mentions correct speedtormative grammar is
unassailable when it identifies itself with a piges dialect and honestly
recognizes its practical and esthetic aims. It gaesg when it polishes
correctness as a badge of superiority.

To put it simply, traditional grammar is the graar that many of us

learned in elementary school. Such notions @aachniques as parts of
speech, parsing, and the Read-Kellogg teeea diagrams provide
aimple and accurate analysis for a sentelike we do not have any
money. The prescriptive tendencies of matraditional grammarians,
however, would hinder analysis of the semanticadjyivalent sentence

we ain't got no money,a variant that occw#h some frequency in
certain dialects. They would simply treathis sentence as
ungrammatical. Thus, the traditional approacheswed today as useful,

but often incomplete. Thus,slang might be appropriate unc
sonwbtions, and a form of literary esgsion under others, b
tpropriateness of slang is never viewed as a afignality, while that

of literary expression frequently is. This, of ceeyris the linguistic side

of social stratification: the speech of pestor people is regarde
agperior speech.

But at the moment, there isa renewed interes traditional grammar,
largely inspired by contemporary group ohgliists who find in the
traditional grammarians their spiritual geeessors. They hold that
particular languages are individual formtken by an underlying
oneness common to the race. This notion of unillgrean be traced to

the ancients, but it was encouraged by the lingusguation prevailing

in Western Europe throughout the Middle AgesirLatvas the vehicle

of learning, the vernacular was the isleh of commerce an
taidg. Even after full dignity was acded to each of th
Eogoages and Latin - was no longer regarded Besisu, the sense of
community among European scholars persisted.

4.0 CONCLUSION

In this unit, we have discussed the akmesses and strengths
treditional grammar. It must be stated that thelaveases and strengths
mentioned above do not necessarily  applyo the  work of
Imdjuidtsasince they are stated in extreme fashibe. strengths are those

claimed by one group for itself, and the weakes are those pointed

out by representatives of the opposing view.
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5.0 SUMMARY

You have learnt in this unit;

» the weaknesses of traditional grammar

» the strengths of traditional grammar

* our debts to the traditional grammarians witharego the study of
language.

6.0 TUTOR-MARKED ASSIGNMENT

1. Mention and explain three issues that crdiftsn raise against
traditional grammar.

2.Do you think that traditional grammateft any legacies for
modern linguistics? Explain in detail with apprae examples.

3. Are the methodologies and procedure$ the traditional
grammarians totally wuseless in modern mgnatical studies?
Explain in detail.
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MODULE 3 ELEMENTS OF STRUCTURAL
GRAMMAR

Unit 1 Origin  of Structural Grammar andts i Variants:
Tagmemics and Scale and Category

Unit 2 The Practice of the Immediate Constituenalsis

Unit 3 Elements of the Clause

Unit 4 A Critique of Structural Grammar

UNIT 1 ORIGIN OF STRUCTURAL GRAMMAR AND
ITS VARIANTS

CONTENTS

In this unit, you will learn about r&ttural Grammar and ho
priginated. You will also know some of its varisnt Tagmemics and
Scale and Category (Systemic Grammar).

The unit is arranged as follows:

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Origin of Structural Grammar
3.2 Tagmemics

3.3 Scale and Category
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

In the previous module, we saw that traditionahgrar was concerned

largely with the analysis and classificatimf forms. These grammar
followed the models of Latin grammars. However, wkiee importance

of Latin diminished, and scholars began to obstree shortcomings of

the Latin-based grammars, the search for a saiggbmmatical model

gave rise to what we now call Structural Gramniars model views

language as consisting of various layes strata — phonological,
morphological, etc, and each layer is treated séglgr In this unit, we

shall  discuss the origin, and the aimsand methods o
Strauona.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

» state what Structural Grammar is

e explain  why Structural Grammar came ointbeing and how it
operates

» state what Tagmemics and Scale and Categonryl aieoait.

3.0 MAIN CONTENT

3.1 Origin of Structural Grammar

A combination of factors provided the impulsavay from traditional
grammar toward something both more objecthvand more accurately
descriptive. We mentioned in the lastunit tife last module that the
techniques of traditional grammar were inadequatendling, not only

some syntactic constructions, but alsoe thanalysis of most non-
European languages. Exploration and expansibntrade had brought
about an increased awareness of theat greariety in languages, and
tentative comparisons of English and othéanguages were made.
Throughout the late 18th and 19th centuries, scholars became interested in
comparative linguistics, and the study déxical and syntactic
relationships among languages. Sir. Willialones had established a
connection between Latin and Greek with Sanskritaaguage spoken

in India. This observation prepared thaywfor the development of
comparative linguistics as we know it todayhe implicit or explicit
identification of linguistics with the methods usadhe historical and

comparative study of the earliest stages of Indapean languages was

in part due tothe success of this discipline (during the 19th century) in
providing proof of the genetic relatiomsh between Indo-European
languages and in identifying precise sulewhich govern linguistic
change. Comparative grammar attained such aedeg@f certainty and
exactness that it came to be regarded aditiguistic study which is
scientific par excellence. This ‘scientific’ appeaspired scholars into

finding ways of analyzing language scientifically.

With the wide appeal empiricist philosophy g@d in the intellectual
community at this time, there was greater resfpec¢he methods and

results of science. Social scientists anulogpophers, envious of the
dramatic achievements in the 19th and early 20th century natural science,

asked: ‘Hw can we be scientific too? eThlguest for this led to the
advent of structural linguistics.
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What is Structural Linguistics?

The exact time when the label ‘structurallisgycs’ was first used is
uncertain. But today, it designates thoseends of linguistic
thloighHdeliberately and explicitly try to gain ight into the systematic

and structural character of language. In other w,cady approach to the

analysis of language that pays explicit ditben to the way in which
linguistic features can be described in termsroicsiires and systems is

referred to as structural linguistics. Istructural linguistics, the
relationship between the corpus of data and theoretical description

had to be a direct one. Any linguistic statemaibisut universals, or in

fact any theoretical terms at all whichwere not directly
pdlaegdableor phenomena were ruled out; the ws®@jul generalizations
about language were inductive generalizations.

The structuralist theory of language was the firgjor new approach to
linguistics in the 20th century. Introduced probably by the Swiss linguist,
Ferdinand de Saussure and pioneered in theéed)States by Leonard
Bloomfield, structuralism flourished for abouhirty years until early
1960's. In its emphasis on the investigation ofcrete linguistic data,
structuralism logically followed the late 19th century o-geammarian

school. But structuralism was geared toward debegiffinguistics.

Structural linguists analyse language in accordamath external form.

This typically involves isolating, classilg, and segmenting the
observed language data. For example, staucturalist encountering
English for the first time would begin by collewisamples of English

utterances and would then record the strings wfide that constituted

those utterances. The structuralist would find suainds like [p] and [b]

in  English contrast becsai they distinguish words like pit ai
Whether the [p] sound is produced with accompangggration would

be considered rather insignificant becauge would not affect the
meaning of what was being said.

After isolating and classifying significardounds of a language, the
structuralist would notice that certainousds appear together in
recurring segments that signal some form of meadihgs, the sounds

p,r,0 would often be found in succession (prosgigmal “in favour of”.

The structuralist would then classify therg&a units. For example, a
word like child would be labelled a noun becaitibas inflections for

the possessive and the plural: child,ld&)i children, children’s. By
contrast, | with the three additional formme, mine, my isa pronoun
because it has forms characteristic of this moaioél class. Book and

table would be placed in the same class because tbeyld both
fmund in utterances like: The  costs &t of money, bul
pnteramces like: The man the houde. summary, structuralism
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began with concrete language data and orgarzese data into levels
of structure for the purpose of description.

Structural linguists view languages as comgistiof various layers or
strata. Each layer is treated separately, you doixt levels. The first

layer is the phonological (analysis of the sowxtesm of a language).

Thereupon the forms are analysed in marphological stratum.
Subsequently, sentences are treated in symtactic stratum in  which
nominals (so-called) to distinguish them from thephological class of

nouns), verbals, and so on, are identified. teships between these
layers are described. For example, thepresentation for the
morphological affix indicating the genitiveis labelled {Z} at the
morphological level. This corresponds tthree variants at the
phonological level: /s, z, 1z/. The precise digitibn of these and other

such phonological variants are determined. iedy of relationships
between layers was known by compoundmge such as
morphophonemics.

Structural grammars aimed to be highly rigorouse €lements of any

one language, whether at the phonologicahorphological, or other
levels, were solely identified by their form. Defions based in part on

meaning were rejected. Unlike the practicof traditional grammar,
nouns were not to be identified as ‘names of persolaces, or things’

but rather as elements identified by inflectionsisTapproach was held

to be greatly superiorto that of traditiongtammar, by which words

like fire, beauty, possibility did not fit the triéidnal definition, for none

of these is the name of a person, place or thing.

Structural grammars were especially sudgkssin treating exotic
languages at the phonological and morphological$éeyn contrast with

earlier grammars for exotic languages,es¢h were not presented as
languages similar in some respects to Latin, dififem others. Instead,

the elements were identified by their role in theious layers.

There are many variants of structural grammarhbkut we shall discuss
only two: Tagmemics and Scale and Category grammars

SELF ASSESSMENT EXERCISE 1
1. What was the immediate cause of the rgemee of Structural

Grammar?
2. Explain what you understand by ‘Structural Graarim

81



ENG 221 MANTRODUCTION TO SYNTACTIC MODELS

3.2 Tagmemic Theory

Kenneth L. Pike produced in his boolanguage in Relation t
Bnified Theory of the Structure of Human Behavipuhlished in 1950,

a wideranging discussion of current methods ihnguistics and
atiempt to lay the foundation of a mpoehensive interpretatio
@inguage within its cultural setting. Pike aadied a theory which he
called gram(m)emics, and later tagmemics,etha®n the notion that
utterances can be analysed simultaneoualycording to three
hierarchies: a lexical one (in which the minimunit isithe morpheme),

a phonological one (in which the minimum unithe phoneme, or the
distinctive feature), and a grammatical one (imolv the minimum unit

Is the tagmeme or gram(m)eme).

The tagmemic theory views language as a qdati kind  of
heh@nmour. In this view, language data are pattkbehaviour within a

patterned context. The patterning extends human behaviour in
general, and the same kinds of pattednaracterize both aspec
bfiman behaviour — verbal and non-verbal. Such hetiatypes (verbal

and non-verbal) are equally meaningful.

Let us consider some patterns that are odesete within the verbal
portion  of behaviour. These patterns willshow sameness ar
hemoeence in various ways. Consider the follonergmples:

1. Our boss asked us to leave

2. We asked John to leave

3. John asked us to leave

4. John was asked to leave by our boss
5. We elected John boss

6. We elected John to do the dirty work
7. We went

A patterning may be discovered in the above exasrpléhat identities

of sound features recur. In boss and asked fiud two tokens of an
identity of sound pattern; in to and asked theeeurs a second identity
pattern. In the above examples, certain words reagdntified as same
or similar in terms of sound pattern and as santerms of meaning,

e.g. boss in (1), (4) and (5). To express thiss@tgpe of patterning,

we must provide a framework for expressing thentdy of items. We
see that some items once identified may occurdrséime positions with
respect to some sequences of items. For examplbpss and we occur
before asked just as John. Notice also that ireteestences the class of
our boss, we, and John may occur initially, anthit position they are
the ‘subject’ of the sentence.
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Classes of words exist to perform functions. Solasses perform only

one. For example, the class of cornkadat conjunctions and and or
(perhaps including either, neither, nor andhether) serves just one
purpose: to join together elements of equal rargkdlly the two things

joined are themselves members of a single clddary and John (two
nouns), to be or not to be (two verbg)s slimy and wet (two
adjectives).

More often, a class performstwo or more fuwrdi Thenit becomes
necessary to name the syntactic operations bd#éurms of the class that

performs the function and the function that itfpens. In sentences (1)

and (2) above, our boss and we respégtivexhibit a grammatical
pattern:  ‘Subject-as-Actor’. Description ohig pattern consists in (i)
identifying a position or slot; (ii) associatingtauctural meaning with

the slot; and (iii) correlating this slot with aorpheme class within the

lexical level.

The combination of class and function is sometiosed a ‘slot-class

correlation’, and the term for it is magme, and the class of items

grammatically acceptable in each slot is callddrBl Tagmemes are the
particles of syntax. The adjective in: one suraghone thing sure and
the thing is sure occurs in three different tagnemsace each of those
positions represents a different function the meanings are not the
same. The adverb clearly in clearly hen’tcasee and He can't see
clearly occurs in two tagmemes: adverlsastence-modifier and
adverb-as-verb-modifier.

As with other levels, particles are ranged imgsi A typical string in

syntax is ‘noun-as-subject plus verb plus nounigseet’: Monkeys love
bananas. Syntactic strings are called syntages that is, tagmemes
taken together. A number of other simple sentepetagmemes can be
mentioned: noun-as-subject plus linking bverplus adjective-as-
complement (Lead is soft); interrogative-mon-as-complement plus
linking verb plus noun-as-subject (who is that man?

Syntagmemes are the different syntactiattepns that a language
provides for. Besides sentence syntagmem#gre are subordinate
syntagmemes, like noun phrases and pteped phrases. In  the
prepositional phrase by the author, we find antamdil noun tagmeme:
noun-as-preposition-object. In the noun phrasevigible stars we find
adjective-as-premodifier, whereas in the nourragpdt the stars visible

we find adjective-as-postmodifier: the ftioes are different because
normally the first means ‘stars whose niagle is great enough to
make them visible’ while the second medstars that can be seen
because conditions (the weather, for example)auauirable’.
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Identical tagmemes can be arranged iifferent syntagmemes. The
result then ‘means the same’ but the ‘style’ ietlént. | didn’t see John

and John | didnt see contain the samun-as-directbject, but
ppccurs at the end of the first sentence and ategenning of the second.

The gate is straight and straight is the gadee different syntagmemes

with identical tagmemes in reverse order.

We have tried to give a summary of thkinds of patterning tha
atwibuted to language in this theory and exauohibriefly some of the
formal ways of accounting for this patterning.

Tagmemic grammar is well suited for describing nhotpgy, and it is

adequate for describing syntactic patterns thave been identified in
the data the linguist has collected. But the sehisnmcapable of going

beyond the immediate corpus. Assume, for exampde,im a language

the subject slot is filled by a noun. If an expahderpus shows that this

slot can also be filled by a pronoun, we mustegitevise the original
statement, formulate an additional statgmemmr somehow redefine
nouns and pronouns so that both are members & Eoger class that

can be taken as filler for the subject-slot.

Because of the great variety of altewea patterns available i
gymtax of most languages, any stem odlagmemic  notation
bewkiges more complex. The question oburse is not really
ttamplexity of the descriptive system asuch. If a languag
hagplexities, a description of it willalso have complexities. The
problem therefore is to find a way to describe agit structures so that

systematic patterns are discernible in the mazaméty that engulfs the

investigator.

Although many structuralists have approdchesyntax in terms of

tagmemic description, it has often seemed justea@sonable to offer a

simple description of a few typical sentence patieA few examples,

often in the form of a sample text, haverved to illustrate the most
common sentence types. The goal has beerexemplify the typical
rather than to provide an exhaustive accouot all possible sentence

types. The typical grammar has usually containksting of phonemes,

an extensive discussion of morphology and a metedtisyntax.

SELF ASSESSMENT EXERCISE 2

(a) What are the aims of Tagmemic Grammar?
(b) How useful is it in the analysis of language?
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3.3 Scale and Category Grammar (Systemic Grammar)

National boundaries are usually insignificanih the development and
propagation of scientific theories and mdtilogies. But clearly the
first effects of new development will be felt irethmmediate circle of a

scholar's colleagues and pupils. Transfoional-generative theory
started in America but has now spread its influenamost all centres

of Linguistics in the world. Tagmemics, likewisAmerican in origin,

has found adherents in Europe and elsewhere. lat Brdain, the work

of J.R. Firth and the theories of the contextitniagion and of prosodic

analysis associated with him, represent a varibstiroctural linguistics.

Since Firth’s death in 1960, work in theseelds has continued, along
with work on other lines, but a body of linguistieory stemming from

Firth’s teaching has been developed by Michaelithall It represents,

in fact, an attempt to do what Firth never didnedy, to work out an

explicit theory of language and of linguistic sdeption on the basis of

Firth’s teaching and his published writings. Bos reason it was first

known as ‘Neo-Firthian Linguistics’. To what extetalliday’s theory

has actually developed what Firth would have workeidfor himself or

would acknowledge as his own, and how far Hallidag projected his

own thinking on to Firth’s is open to question.

Syntactic anaysis in the London style deammonly called ‘systemic
grammar’  (other, less significant termsavén also been used). The
fundamental ‘categories’ of Halliday’s linguistiestription, introduced

and explained in Categories of the Theafy Grammar, are four in
number: unit, structure, class and system; awitly these categories

are related to each other and to the phonic sutsstong three scales:

rank, delicacy, and exponence. The prominenceheof two terms, scale

and category, also led to the use of saakk category linguistics by
some commentators to refer to this development.

The general conception of language assunmed the theory contrasts
linguistic form with substance (phonic or graptepresentation) on the

one side, and with situations (in relation tchiek linguistic form has
meaning) on the other. Central in linguistic forra grammar and lexis

(lexis being the  vocabulary of a language, s@img of its individual

lexical items). Grammar and lexis areslated to their phonic
representation through phonology (i.e. thetirdiive sound units and
sound features of the language), and toeir graphic representation
through orthography (the alphabet and spellindes of the language).

On the other side, the semantic functions, onringa, of grammatical

and lexical elements are stated in gernof contexts of situation
abstracted by the linguist as descriptivend analytical frames within
which to summarise the multiple relationships testwlinguistic forms

and the world of human experience wherein theyraaningfully used.
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Phonology serves to Ilink grammar andxisle to their phonic
representation. This envisages phonology very nasdfirth envisaged.

Within  this framewrk, important work has been done retat
thtonation of English sentences to their granwaht structures and to

the various semantic distinctions.

Units in grammar are such entities as sentencasses, phrases, words

and morphemes. They belong to the same levelasnckelated to each

other in terms of size or inclusion: sentenceduitke) or are made up of

clauses; clauses are made up of phrases (or grqiyayes are made up

of words; and words are ade up of morphemes. Likewise
tionological level, tone-groups are made ueet, feet of syllables,

and syllables of phonemes.

The interrelations of units in size or inclusioe aeferred to as the scale
of rank, and in moving within one level (grammaiticr phonological)
up or down in size in a description, one is mowpgr down the rank
scale. Thus, broadly, Halliday’s rank correspomdsgmemic level.

Along the rank-scale, units, except the I&sta at each level, exhibit
structures, that is to say, an ordered interoadpgosition of units next

below on the rank-scale within the level; sentersteuctures consist of
clauses, clause structures of phrases or grougsaaon. It is a tenet of

systemic grammar that structures must ayw be regarded as
comprising the units next below in rank. If aaude contains only one
word, it must be analysed as a clause containing onlye
pbndgiming one word. Tagmemic does not impasgEh a requirement,

and clauses can be described directly as compdseard tagmemes.

Part of the recursive possibilities of lingigststructures are treated in
terms of what is called ramskift: a unit is shifted in rank whe
ficcupies a structural place, not in the stractwf the unit next above,

but in the structure of a unit in the same raze-sis itself or below it.

For example, adverbial phrases can occly jpart of  other
pbvasbil (by the house in our garden), amdEnglish, relative clause
constructions  shift sentences to the mwsitiof modifiers in nominal
group  structures (I admitted (him) to y m house; the mai
adhoitied fo my house was an exconvict).

In conformity to what has been said, units othantthe highest in rank

(the largest or most inclusive) at eacheleare grouped into classes
according to the functions they can fulfil in th&tructure of units next

above them. For example, in English clause stractwwminal groups or

phrases form a class in that they c&m general) function ir
frasitions of subject and complement; and noams fi class because

they constitute the head, with or without naodifier, of noun groups.
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Each class is either a closed class, to which nemlmers cannot readily

be added, like the class of English prepositiongnoopen class, whose

membership is freely extensible, like th&nglish nouns and verbs.
Classes consist of the units that comprise thembership; in the case

of word classes the members are words.

Along the scale of ‘delicacy’ the subclasses olaas are said to form

systems, and when the practicable limifs sobclassifying have been
reached in lexis, the individual lexical formsriselves constitute the

terms of systems.

The scale of exponence relates form $wmbstance, that s, the
abstractions of grammar, lexis, and phonology &o thctual phonic (or
graphic) data, the exponents. Any descriptive nmeager the data is a

move along the exponence scale. Thus, is passinggdredicate as an
element of clause structure to verb group, on@assing nearer to the
actual data, and in passing from verb to enjoylagieal member of the
subclass of transitive verbs, one comes neallertst the data; and the
limit on the scale of exponence is reached whendhie enjoy is finally
referred to as an uttered sound sequence, orriswlgitranscribed as

[en 1] (or written in an actual lettersequence ‘enjoy’). Logically,

these three basic scales, rank, delicacy anponexce are independent
in the theory, since they concern different softettionships.

In order to grasp the rationale of systemic ngrer, it is important to
appreciate that its advocates do not noymalliggest that it is more
successful than transformational grammar aarrymg out the task for
which the latter was designed - namelgefining the range of
grammatical sentences in a language. Systemicrgaamims rather to

provide a taxonomy for sentences, a means ofigésely classifying

particular sentences.

Systemic grammarians claim, with some justice, tthait sort of theory

is much more relevant than the generatiapproach to the needs of
various groups of people who deal with lamga while Chomskyan
linguistics appeals to the psychologist, systeringuistics appeals to

the sociologist. The psychologist wants theory that describes
languages, so that he can see what kinds of laeguagnan beings are

capable of using; the sociologist want® be able to describe any
patterns that emerge in the particulahoices that given types of
individual make in given circumstances from theralleange provided

by their language. Other purposes for which systegrammar is held to

be more relevant than transformational grammase literary criticism

and language teaching.
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At the same time, there are problems about#ssumptions underlying
systemic theory. Alongside the notion of tegs Halliday introduces
into syntax the notions rank and delicacRarik’ refers to a scale of
sizes of grammatical unit, roughly speaking; ldveest-ranking unit is

the morpheme, the highest-ranking isthe seete and forany given
language there will be a fixed number of interragsli ranks (English is

said to have five ranks in all). Any grammaticasteyn will operate at a

specific  rank. If we think in terms f o Chomskyan hierarchica
thiegrams, Halliday is saying, as it &erthat sentences can be
represented not merely as trees but as trees wlreategimented in such

a way that along any branch there are the sameemmhimtermediate

nodes between the ‘root’ and the ‘leaf’. For Choyaskgrammars, this

IS untrue; some morphemes are dominateadmediately or almost
immediately by the root S node, other morphemeseaehed only via a

long chain of intermediate nodes andanbhes representing the
application of many rules. Halliday appears, withrotion of rank, to

be putting forward a new universal of syntactiasture. It is likely that
he did not appreciate what he was committing hlinigsen introducing
the term.

As for delicacy, this is a scale of relatiyreciseness of grammatical
statement. Thus, car will be distinguishednfr shiny at a very gross
syntactic level, since there are few verbal exitstin which one of the

words could be substituted for the other in a agtitally well-formed

sentence; on the other hand, car and haferavill be distinguished
ony at a more delicate level the two are largely
Bytetabtica)balblet hovercraft does not take —$hplural. The notion of

‘delicacy’ might be harmless, except thatlalliday’'s motive for
introducing it is to argue that there is, in prpiei no end to the process

of increasing the delicacy of grammar: at aicdét enough level even

the words boy and girl, for instance, whbube syntactically distinct.
Some scholars have refuted this, maimgin that boy and girl are
syntactically equivalent at the most delicate leW#hat Halliday has in

mind is that, for instance, the utterance Tinis is pregnant is more
probable than This boy is pregnant; buhis is because ¢
hbyssplogy and because people do not oftesr uftatent untruths, not
because the latter sentence is in any way un-HEnglis

4.0 CONCLUSION

In this unit, we have tried to present, in genetdline, what structural

grammar is and how it works. We have also discutse variants of

structural grammar — Tagmemics and Scale and Categ
(@atameoadled systemic grammar). Although there @everal variants of

structural grammar, the above representsy general, the aim
ahfibctives of the theory.
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SELF ASSESSMENT EXERCISE 3

(a) What do you understand by Scale and Categayn@ar?
(b) Explain the following terms:

(i) rank-shift
(ii) delicacy

5.0 SUMMARY

In this unit, you have learnt about:

* the origin of structural grammar;
* Tagmemics; and
» Scale and category grammar.

6.0 TUTOR-MARKED ASSIGNMENT

1. Explain what you consider to be theenefits of structural
framework in the analysis of language.

2. (a) Compare and contrast Tagmemic modeith Scale and
Category model
(b) Which do vyou consider more appropriatin language
analysis?
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UNIT 2 THE PRACTICE OF THE IMMEDIATE
CONSTITUENT ANALYSIS

CONTENTS

In their thorough revision of syntactic theory, #iricturalists replaced
grammatical rules with sentence patternand the Reed-Kellogg
diagrams with immediate constituent diagranhs. this unit, we shall
discuss the practice of Immediate Coretitu Analysis. The uni
grranged as follows:

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Immediate Constituent Analysis
3.2 The Practice of Immediate Constituent Analysis
3.3 Immediate Constituents of Noun Clusters
3.4 Immediate Constituents of Verb Clusters

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

We mentioned inUnit3 that to grasp the stalcture ofthe English
sentence, one must understand, not only the wiad®ccur, but also

the principles of their arrangement. ArEnglish sentence  doe
ponsist simply of a string of words in freelation toone another. It
consists of groups of words arranged ina sefiesvels, each word

group being made up of subgroups, untile wget down to the
gingle To be clearly comprehensible, the imiaed constituents of a
sentence must be signaled strongly and clearlyt i$hthe reader must

be able to know instantly what the units are, vguss with what, and

what modifies what. If these are clear, then tredyems becomes easy.

2.0 OBJECTIVES
At the end of this unit, you should be able to:
 explain what ‘Immediate Constituent’ is

« apply the IC procedure in the analysis of Engéishtences
» show to what extent it can handle all senten€&nglish.
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3.0 MAIN CONTENT

3.1 What is Immediate Constituent Analysis?

The term Immediate Constituent (IC) wasitroduced by Leonard
Bloomfield, the pioneer of American structuraligmyefer to the major

divisions that can be made within a syntactic troieon at any level.

The immediate constituents of a construction la@ewo or more units

of which it is composed. They are constituents beedhey compose or
constitute the structure. They are immediate bexthes act directly on

one another.

There is an obvious parallelism between immediatestituent analysis

and the traditional procedure of ‘parsing’ eeces into ‘subject’ and
‘predicate’, and each of these, where appropriate clauses, phrases

and words. For example, in the sentence: Poar thvhaway, the two
immediate constituents are Poor John (stbjeand ran away
(predicate). The immediate constituents of eaxfh these two complex
forms are poor and John,and ran and awegpectively. The simple
sentence Poor John ran away whose subject israptoase, made up

of the noun John modified by the adjective poordasedicate that is a
verb phrase, consisting of the verb ran modifiedhgyadverb away. In

this way we have accounted for all the units aioverlevels.

One can distinguish three periods of vettpment in the theory of
constituent structure. Bloomfield himself didlétmore than introduce

the notion and explain it by means of examplessptike of a ‘proper

analysis’ of the sentence into constituents as inieh takes account

of the meanings’. His followers, notably R.J. Welld Zellig S. Harris,

formulated the principles of constituent asay in greater detail and
replaced Bloomfield’'s somewhat vague referencétakong account of

the meanings’ with explicitly distributional itgria. Finally, in the last

century, the theory of constituent swwoet has been formalized and
subjected to mathematical study by Chomsky and aitielars.

3.2 The Practice of Immediate Constituents Analysis

This technique, wusually referred to d€ analysis, is like structural
grammar’'s version of Traditional diagramsThe idea here is that
sentences are constructed from groups ofdsy often paired, rather
than from single words added one onto the nexts&Ilgeoups of words

In turn cluster with other groups, layer upon lageword pairs and pair

groups, which eventually build a sentenc®ne can begin the IC
analysis at the word level and work one’s way ugh&sentence, or one

can begin with the sentence and work back to the vevel.
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Let us take the sentence: Poor John ramy.a Using an immediate
constituent diagram, we would represent the inféionahus:

In this figure a box represents a unit or a camstit. The smallest boxes
represent the smallest constituents, presentechleserds. We thus see
that the major division lies between the unit mpazhn and ran away in
other words, between the traditionalists subjedt@edicate.

An analysis of the sentence: Poor Johkicked his youngel
fesomiously would be represented thus:

bhin kicked |hi er sister ferpc

9.

We can discern from figure 2 that the major divisiio the sentence lies

between the unit poor John and the ukitked his youngel
fastmiously. The predicate is then brokenwalofirst, into kicked his
younger sister, then his younger sister, therunger sister, and finally

into the individual words. The next divisioaf the subject isinto the
individual words.

The structuralist's diagrams have several d¥gatages. Although the
word order of the sentence is preserved an improvement on Reed-
Kellogg diagrams — such diagrams arethera difficult to read.
Furthermore, the categories of the individuabrds are not indicated,
and the syntactic information given is often incdetg. For example, in

the  figures  above, we  are not givenomglete array of
gyotacgtton that indicates which words cdit into which slots. The
structural linguists realised this, hence they cameith Test Frames in

an attempt to overcome this problem.

Test Frames

Test frames are blank spaces in simple sentehaemay be filled in

with any example of a particular class of worgilsas a noun or an
adjective. For example, noun test frames custoynseil up any or all of
three types of sentence structure as shown below:

1. The __ laughs (‘The’ or ‘A[n]’__ verb)
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2. He was riding a rapidly (subject, preidicdhe’ or ‘a[n]’
____adverb)

3.Put it on that (subject, prath, preposition,
[modifier] )

Notice that each version of the above illustratdgfarent position, and
therefore a different function in the sentenégctva noun can fulfill.
The blank in (1) calls for a subject, the blankdihfor a direct object,
and the blank in (3) for an object of a prepositidnte that nouns can
also serve other functions in a sentence but tinese will illustrate the
technique.

Atest frame exercise demonstrates two importamte about English
syntax. The first, of course, is that speakersrafliEh know what goes

where; they are competent in the use of the lagguaven very small
children can put the right kind of words into tHarks. Speakers may

not know that it is nouns they are inserting — teathey may not know
the jargon of grammatical analysis — but they kndvat belongs in the
noun slots.

The second point is that the English legg is quite regular in its
signaling of nouns. This signaling is accomplishretivo ways; first, by

position in the order of wordsin the temce (the subject noun, for
instance, nearly always comes at the begnnai the sentence), and
second, by the use of function words called deteersi words like the,

a, an, this, those, my, etc. Determiners witilyo work with noun test

frames, but other kinds of function words can hegmtify verbs: these

are the auxiliary, or helping verb forms be andehand the modal verb

forms like may, will or can.

Let us show further how IC works in the analysig&aglish.
Immediate Constituents of Whole Sentences

If there are no sentence modifiers, the IC’s séatence consist of the
subject as one and the verb or verb alastethe other. The sign ‘/
marks the division between the IC in the followsentences:

1. My friends/were waiting for me at the station.

2. He/hardly knew what he was doing

3. The mountains to the north/were covered witmsno
4. The people upstairs/complained

The subject is most likely to be a noun or nousteluor a pronoun, but

it doesn’t have to be as in the following:
5. Climbing the steps/took a lot out of her
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6. What she did/can now be told
7. Nowl/is the time to make plans for next year.

Now look at this sentence:
8. Usually the boys in the family milked the goatshe morning

If we divided this sentence between subjedtwarb, we would geta
meaningless unit: usually the boys in the fan@iearly this is wrong,

for usually doesnot gojust with the noutuster but with everything
that follows. Therefore, this sentence must bedédithus:

Usually/the boys in the family milked the goatshe morning

That is to say, the IC’s of this sentence are theed usually as one and

the whole following sentence pattern #se other. The meanin
psually applies to the whole meaning of whatloWs, not just to the

noun cluster alone. Usually in this sentence ieda sentence modifier

—an element which modifies a whole sentenceteqatHere are other
examples of sentence modifiers:

9. Sometimes/we had yam for breakfast

10. Last night/the cat got out

11. In the afternoon/John fell from the tree

12. When we had finished eating/he washed the slishe

In all ofthese examples, the sentence madipescede the sentences
they modify. This is not the only possible positionthem. Sometimes,

with special signals operating, they come aftemtioglified sentence or

within it.

In sum, then, the IC division of whole sententey be stated thus: if
there is no sentence modifier, the IC’'s are thubjectasone and the
verb cluster as the other; if there is a sentermdifrar, the IC’s are the
sentence modifier as one and the sentence pati¢ine ather. With the
sentence modifier cut off, the sentence pattern timary be divided into

subject and verb cluster:

Usually/the boys/milked the goats in the morning

(mod.) (subj) (pred.)
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3.3 Immediate Constituents of Noun Clusters

Noun clusters in English are also arranged a series of layers, and
again the arrangement is perfectly regular. Congidge sentence:

The young bronze artist from Lagos won the prize

Since there is no sentence maodifier, this sertegonsists of a subject
and a verb cluster:

The young bronze artist from Lagos/won the prize

Now, we have a noun cluster on the left. It cossi$ta headword artist,

with three modifiers before it and one after itdimiding a noun cluster

into its IC’s, we first cut off the modifier afténe headword. If there is

more than one, we cut off the Ilast eonfirst and work back
teadword:

The young bronze artist/from Lagos

Then, we cut off the first modifier before the deard and work in  to
the headword:

Thel/young bronze artist/from Lagos

That is to say, the IC’s of the cluster are theng bronze artist as one

and the P-group from Lagos as the other. The Bpgdoes not modify

the headword alone; it modifies the headworg e other modifiers.

The first modifier before the headword doesn't jusidify artist alone;

it modifies young bronze artist. Young maslf bronze artist,and of
course, bronze modifies artist. So all the cutdl giodike this:

1. The young bronze artist from Lagos/won the prize
2. The young bronze artist/from Lagos

3. Thelyoung bronze artist

4. Young/bronze artist

5. Bronze/artist

Now, suppose the noun cluster were this: thamgdoronze artist from
Lagos who was standing with one leg. We have twbfieis after the
headword, a P-group and an S-group. We cut offasteone first:

The young bronze artist from Lagos/who was standimgne leg

The last modifier modifies everything tharecedes. The rest of the
cluster is cut as before.
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3.4 Immediate Constituents of Verb Clusters

The arrangement of IC's in verb clustdsssimilar to those in noun
clusters except that the direction is reversedamoun cluster, we cut

off the modifiers after the headword first, thendé before it. Ina verb

cluster, we cut off those before the headviiost then those after it.

Take this sentence:

1. The boys/usually answered rudely when they \gaestioned.

The verb cluster has the headword answered withhaukfier before it
and two after it. We cut off the one before thedvaard first:

Usually/answered rudely when they were questioned

Usually modifies not just the verb but all the trefsthe cluster. ‘What
did they do usually?’: ‘Answered rudely when thegre/questioned’.

Now, we cut off the last modifier after the headekor
Answered rudely/when they were questioned.
The S-group modifies answered rudely not just anssiveBut it doesn’t
usually, it is part of the construction modified by usually
Rodifies answered:
answered/rudely

Auxiliaries before the verb are treated just likg ather modifiers:

2. Rev Sam/was waiting impatiently in the church
3. was/waiting impatiently in the church

The auxiliary was modifies all the rest the cluster, giving waiting
patiently in the church a particular meaning of time. Thestre of
gantence will be cut off like this:

waiting impatiently/in the church
waiting/impatiently

In the church modifies, not just waiting but wagtimpatiently.

Objects, adjectives, etc, in the verb cluster aimply treated as units
and are cut off in turn:

4. She/cooked the stew in the morning
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5. Cooked the stew/in the morning
6. Cooked/the stew

Immediate constituent analysis does not seem smbeprovement in

the art of understanding organization himit sentences. Generally
speaking, immediate constituents are successivesibat form a unit.

Given a string ofthree words, such as @ theye,the problem to the
structuralists would be to determine whictvord is the more closely
associated with —in or eye? The obvious answehiscase, is eye and

the unit formed by the eye goes with iAn immediate constituent
diagram would present the information thus:

in the eye

However, IC analysis demonstrates two importamgabout English

syntax. The first reinforces what we reatly knew from using test
frames: English syntax is highly positional trusture — English isa
word-order language, and words placed nextth etdler are usually

semantically connected. The second point that groups of words in
English do indeed function as single units oftaynin our examples,

the word group poor John functions as subjbet; groups kicked his

sister ferociously functions as predicate.

4.0 CONCLUSION

In this unit, we have given the major details afstituent analysis and
how it works. As an alternative to traditional gwaar, we have tried to
show the areas where it operates differently bot#ims and functions.

5.0 SUMMARY
You have learnt in this unit:

» what structural linguistics is;

» what Immediate Constituent Analysis is; and

*how Immediate Constituent Analysis worksr the analysis of
English
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6.0 TUTOR-MARKED ASSIGNMENT

1. What do you understand by the term ‘Structugghmmar’? Use
examples to illustrate your answer.

2. Explain each of the following techregu and evaluate its
importance:

(a) Test frames
(b) Immediate Constituent analysis

3. Cut the following constructions into their imnmezte constituents:

(i) Both the boys live near us

(ii) Fortunately, it was a lovely examination

(iif) The robbers attacked the house near us thasthuilt last
year

(iv) He went to the store in his motorcycle

(v) When the facilitator gets here, we can stagtdkam.
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UNIT 3 ELEMENTS OF THE CLAUSE
CONTENTS

Syntax, rather than parts of speech, gasguctural grammarians the
most trouble in the realm of practical analysisti® structuralists, the

business of the grammarian was to determine ghatence patterns of

English and, if possible list them. Inhist unit, we shall look at the
elements of the clause.

The unit is arranged as follows:

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Sentence Formulas and Sentence Patterns
3.2 Summary of Sentence Types

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

It is true that if we carefully look at the Englisle speak and hear and

read and write, it seems to be made up of uttesaimtinite in variety.

But if we Ilook into the structure ohet language, we find that our
expressions are reducible into relativeliew structures repeated
endlessly. Structuralists recognized this and @sognized that units of

language are more easily illustrated than defined.

In thisunit, we shall see how the strucigtalperceived the units of
language.

2.0 OBJECTIVES
At the end of this unit, you should be able to:

 explain what is meant by sentence patterns
* state what sentence formulas are.
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3.0 MAIN CONTENT

3.1 Sentence Formulas and Sentence Patterns

Syntax, rather than parts of speech, gastuctural grammarians the
most trouble in the realm of practical analysis.rkifmy with detailed IC

analyses, the structuralists nevertheleserivetl six basic syntactic
patterns, which they called sentence formulas.riesee pattern was a

sequence of word classes and word growccording to the
Structuralists, the business of the grammarian was to debter
gantence patterns of English and, if possiblastaHem.

The following types of sentence patterns were ifledt

Type 1: Noun/Pronoun + Verb

Type 2: Noun/Pronoun + Verb + Adjective

Type 3: Noun/Pronoun + Verb + Noun/Pronoun

Type 4: Noun/Pronoun + Linking Verb + (D) + N

Type 5: Noun/Pronoun + Verb + Noun/Pronoun + NotoriBun
Type 6: Noun/Pronoun + OVerb + Noun/Pronoun + NBuorioun

Type One

The first pattern is basically a Noun (or Pronotie to a Verb. When a

noun and a verb occur in a sentence in such alvedyite form of one is

affected by the form of the other, we say thatthen and the verb are

tied. We further say that a noun tied to a verthes subject of the verb.

That is what a subject is: a noun (oruiemlent) tied to a verb b
aoncurrence or agreement of forms.

If we use the symbol N for Noun, P for Pronoud &rfor Verb and a
two-ended arrow to show the tie, we canitewr the formula for
fastern as N V. Examples of pattern of this type

1. He left
2. Dogs bite
3. It hurts
4. They won

Actually, the pattern occurs rather infrequenily this  minimal form.
Usually there is some kind of expansion. For instathe noun may be
preceded by a determiner (D) or some other modidn:

5. The lion roared

6. My car knocked
7. The boys won
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Or the verb may have an auxiliary. In this case tie is between the
noun and the auxiliary (D + N Aux + V): D N  Aux

8. The lions were roaring
9. He had left
10. The car may knock

Or the verb may be modified by an vead or other modifier (C
N Aux +V + Adv.): D N Aux Adv

11. The lions were roaring loudly
12. Agnes has gone away
13. My brother may visit unexpectedly

All of these are variations of pattern one:NN The pattern may be
very considerably expanded and still be basicalysame.

Type Two

This pattern is basically a noun tiedo a verb with ar
tuljestivg. This may be written as: N V + Adj. Ondylimited number
of verbs occur in this pattern. By far the most owon is the verb be:

N Vv Adj

1. Agnes was unhappy

2. He seems better

3. Students are comfortable
4. John looked foolish

As in pattern one, all the usual kinds of exp@msan occur without
altering the pattern:

D N (Aux) V Ad]

5. The boys were unhappy

6. The boys had been unhappy
7. The food tasted terrible

8. | am getting sick

Type Three

The third pattern consists of a noun tied to ab wvath a second noun

following: NV + N. The second nounn ithis pattern is what is
traditionally called an object or a direct objéldhe verb in the pattern is

sometimes called a transitive verb. The following examples:
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N V. N

1. She plays soccer
2. Cows eat grass
3. He slapped her

With expansion, we could have:
(D) N Aux V (D) N

4. She was playing soccer
5. He was washing the car
6. My brother likes the girl
7. Nobody has seen the thief

Type Four

The fourth pattern also consists of a nountied & verb with another
noun following. The difference isthat in feah three the two nouns
refer to different people or different things, wées in this pattern they

refer to the same person or the same thing agifotlowing:

Type Three: That man killed my father
Type Four: That man is my father

In Type three man and brother are differemopbe; in Type four they
are the same person. The signal differengatthe two patterns is of
course in the verb.The verb of Type fowlet is called a linking
verb. We shall write this as LV, and thus the fdenfor the pattern will

be: NLV+N.By far,the most common linkingrisas be, though

become and remain occur in this pattern sometiviasous other verbs

may equally occur.

(D) NLV D N

1. That chief is her husband

2. He is a lawyer

3. Her father became my teacher
4. We remained friends

5. John looked a fool

Type Five
The fifth pattern consists of a noun tied to a weith two other nouns

(or noun equivalents) following. In tradii@ usage, the first
the
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following nouns is what is called an indirect altj¢he second a direct
object. The following are examples:

D NVD N D N

1. My father gave my brother a beating
2. She sent me her picture

3. Henry told us a lie

4. Mr. Fred taught his children French
5. The student asked him a question

Type Six

The sixth pattern has the componentsunwnerb-noun-noun. The
difference between five and six is that in five fseond and third nouns

refer to different people or different things, wéas in six they refer to

the same person or the same thing:

Pattern Five: John gave my uncle a car
Pattern Six: John thought my uncle a genius

In five above, uncle and car refer to différthings; insix uncle and
genius refer to the same individual.

The signal differentiating patterns five and sibke that distinguishing

three and four - is the verb. Someerbs, like give and send will
ordinarily make the two following nouns neféo different people or
things; others, like think and elect, will make tivo nouns refer to the

same person or thing. Oddly enough, traditionaingnar has no special

terms for these verbs, though it does have termthéonouns involved.

The nounsin five, as we have seen, arded;alrespectively, indirect

object and direct object. Those in siare called object and object
complement. Thus, in John thought my uncle a gemnge is an object

and genius is an object complement.

Just to give it a tag, let us call the verb in tgpean object complement
verb and abbreviate it OV. Then we can distisiguhe two types like
this:

Type Five: NV+N + N
Type Six: NOV+N +N

Here are more examples of Type Six:

) N OV N (D) N
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1. His teacher made him the captain
2. We elected Umaru President
3. Nobody considered him a pastor

There are a few verbs which occur iboth type five anc
typeallyix. there is then some additional digngelling which pattern is
meant. If not, the sentence will bemb&guous, since part of
understanding English is being able to telhese types apart. A verb
occurring in both patterns is the verb call. Iturs in five in He called

me a taxi and in six in He called me a slave witem@ght mean ‘The

chief summoned a slave to wait on me’ (type five)lbie chief said |

was a slave’ (type six).

3.2 Summary of Sentence Types
Let us summarize our six main sentence patterns:

Type 1: N V Mothers cook

Type 2: N V + Adj Students are noisy

Type 3: NV + N John eats apples

Type 4: N LV + N My son is a doctor

Type 5: NV + N + N James gave him a pen
Type 6: N OV + N + N He called her a whore

As we mentioned at the beginning ohist unit, the structural
grammarians believed the work of a grammarian wasletermine the

sentence types or patterns that exist in a langaageo list them. It is

rather difficult to determine all the entence types that exist
Enguage. Apart from being a boring adventure, lysaathe end of the

exercise, nothing new is said. Sentence formulageaerate a limited

number of simple sentences without actiogn for some
sapwtdint distinctions. For example, the formuwan generate The boy
showed me his car but it cannot explain the uytieglconnection that

holds between it and The car was shown to me bipdige

4.0 CONCLUSION

We have tried in this unit to show how structural
geaoundeidns for  the  sentences of  EnglishVith  the use  of
fmeee many simple sentence patterns oflieh can be generated
although this could not answer all the questi one could ask about
English.
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5.0 SUMMARY

You have learnt in this unit;

» what is meant by sentence formulas;
* sentence patterns of English that aderivable from sentence
formulas; and

» the limitations of this procedure in deriving Hisly sentences.
6.0 TUTOR-MARKED ASSIGNMENT
1. Provide three sentences each from the follofongulas:

(@ NV

() NV +N
(C)NLV+N
(dNOV+N+N

2. Write the formula for each of the following semtes:

(a) The best student made the speech

(b) The Governor appointed him chairman
(c) Helen laughed

(d) The assembly was quiet

(e) His daughter is an engineer

() The principal awarded him a scholarship

7.0 REFERENCES/FURTHER READING

Aitchison, J. (1978). Linguistics (Teach Yalfs Books) New York:
Hodder Stoughton.

Lyons, J. (1968). Introduction to Theoretic Linguistics Cambridge,
C.U.P.

Roberts, Paul. (1958). Understanding English. N&ark: Harper and
Brothers Publishers.

105



ENG 221 NANTRODUCTION TO SYNTACTIC MODELS

UNIT 4 A CRITIQUE OF STRUCTURAL GRAMMAR
CONTENTS

In the preceding units of this module, we disedls the principles and
methods of structural linguistics. In this itunwe shall appraise these
principles and methods.

The unit is arranged as follows:

1.0 Introduction

2.0 Objectives

3.0 Main Content
3.1 Strengths of Structural Grammar
3.2 Weaknesses of Structural Grammar

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 References/Further Readings

1.0 INTRODUCTION

We noted above that Structural lingusstic developed in ai
sidestndent way in two places at once-Eur@yel America. But the
two approaches were radically differenteach being very muc
thweduct of itsown history, and each takimglvantage of the kind of
linguistic material which it found immediately aladle. The Europeans

had a contmous tradition of philosophical thought high
femeladsical times, and an immediate backgrodridstorical study of

language which came from 19th century ‘comparative philology’. Thus,

most of the data about language concerned thdagenent of classical

and, to a lesser extent, modern Europeamgues. Based entirely on
written records, their discussion of language hadally been from the

viewpoint of textual interpretation — for xaenple, in biblical studies,
literary criticism, or history. Work onliving languages had been
considered secondary, and Ilimited to thactivies of a few
attempted to plot the differencedbetween regional dialects ar
twnstruct ‘dialect atlases'.

The tradition which the early Europeatinguists grew up with
ggatted to was very different from that availablémerican scholars,

who had had relatively little direct contact witretEuropean situation.

Here, linguistic  research began by tygninto sources  mos
evadiple, the American Indian languagesand their  orientatior
vawpletely different. There was no written recardéhe case of these
languages, and there were no earlier scrggions — hence it
was
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impossible to develop a purely historical inte@sto use writing as the

basis of linguistic analysis. These languages aks@ so different from

European languages that it was obvious thassical procedures and
terminology were going to be of little value; andany case, many of

the scholars involved had developed a stronguditstf the distortions

which they were aware Latinate descriptiondatampose. There was

also a reaction against the use of meaning asaie bf an analysis of a

language — again a contrast with the way which considerations of
meaning, logic, and so on, had beesedu for the definition of
grammatical categories in the European philosigplorientation. The

first task of the linguist, it was felt, was tesitribe the physical forms

that the language had. The emphasis whsrefore on a meticulous
description of the individuality of each languagestructure, based on

the only available source — the living speech #ygtof the users.

There was thus a simultaneous development in ktigistudies on both

sides of the Atlantic, with neither side in thelgadays knowing much

about what the other was doing. Howgevelhe subject we now call
linguistics took its present form from the conttibus of scholars from

the two places. Inthis unit, we shall givemg general strengths and
weaknesses of structural grammar without ingjatshing from which
approaches they are derived.

2.0 OBJECTIVES

At the end of this unit, you should know:

* the merits or strengths of Structural Grammar
* the demerits or weaknesses of Structural Grammar.

3.0 MAIN CONTENT

3.1 The Strengths of Structural Grammar

The contribution of the 19th century towards the developmof a

scientific approach to language cannot be umstierated, even though

the preoccupation throughout this period wasoat totally historical.
Earlier study of language history was haphazadd arague. There was

little objective, systematic analysis o$imilarites and differences
between language forms, or of the chronologicahgha in a language.

If similarities were noted, it was often to dismikem as coincidental;
differences were dismissed as unimportant, otemneted to suit the
presuppositions of a particular original theorythé changing nature of
language was considered at all, it wasrt of a natural process of
corruption, measured against the changeless stbhiadin. The first to

point out objectively the fact of a systematiegaage similarity was a
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French Jesuit missionary named Coeurdoux, who sthaw&767, with

many examples, that Latin and Sanskrit hagfinde grammatical and
lexical  correspondences; but his suggestiowas not  publishec
omtith later, and by that time, Sir William Jones baid the same thing

more emphatically, and included Greek and Celtichis observations.

Most scholars agree that the scientific study ofleage originated from

these observations.

Structural grammars made many contributions tauoderstanding and

description of language, especially in dealing witbrphology. Because

of these contributions, and because magyammars and other
handbooks apply their findings, the applo  of structural
geaxmobdne disregarded. The morphological clasgiins as well as the
terminology of these grammars are used generallgguistic study.

Structural grammars were especially sudgkssin treating exotic
languages at the phonological and morphological$éewn contrast with

earlier grammars, exotic languages weret mnaresented as languages
similar in some respects to Latin and ddfdér in others. Instead, the
elements were identified by their rolen the various layers
[Emgslages were described according to ir theeharacteristics,  with
regard for those of other languages.

The ‘phonemic principle’ is the most obvious angi¢al acquisition of

structural  linguistics. Not only has someof the earliest anc
mthgential work in  structural linguisticsbeen devoted to phonemic
analysis, but the methods of phonemic anahmi® been transferred

(not always for the better) to other areas of listics.

In spite of differences between traditional anddtiral grammars, they

are alike in maintaining an analytic pagach to language. Both
approaches aimto determine the constituent®ads and sentences,
concentrating, aswe have noted, on fornStructural grammars also
concentrate on analysis, but give speciattention to intonational
patterns. Such presentations of syntax are in kgepith the theoretical

bases of analytic grammars. They start with decsed corpus, identify

the forms in the corpus and describe how theyised. Syntax, in this

way, is an extension of morphology.

Analytic grammars and dictionaries (basesh the presentation of
analytic grammars) are especially useful to natpeakers. These have

an intuitive understanding of their laaga. In using grammars,
dictionaries, and other handbooks, they maymply be interested in
verifying details. Non-native speakers may, hosvefind such works

less helpful; for they must learn howo express themselve
forample, to master the possible ways pfoducing particular
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constructions. Non-native speakers find grammastitrg these several
ways under one heading more helpful nthane that treats them
separately under their morphological elements.

Between the years 1933 and 1957, sfraict grammar placed great
emphasis on analyzing the sound systems gbi&ge. This emphasis
developed primarily for three reasons: (i)iest in descriptive rather

than historical studies, (i) the accedisy of sounds and the
avoidability of techniques for analyzing and d#sog them, and (iii)

practical applications of linguistics.

In opposition of the totally historical view oflguage of the previous

century, Saussure emphasized the importance iofgSeaguage from

two distinct and largely exclusive point®f view, which he called
synchronic and diachronic. The distinction was amech comparative

philologists had often confused, but for Saussarel-subsequently for

linguistics — it was essential. Synchronic lingesisees language as a

living whole, existing as a ‘state’ at a particypaint in time. We can

imagine this state as the accumulation of all itinguistic activities that

a language community (or some sectioh i) engages in during
specific period, for example, the languagethef present-day working

class in Lagos. In order to study this, the lisguwill collect samples

within the stated period, describing thengardless of any historical
considerations which might have influenced theestéthe language up

to that time. To consider historical materialfignter the domain of

diachronic linguistics.  This deals witlthe evolution of a language
through time, as a continually changinmedium — a never-ending
succession of language states. Thus, we mash tarstudy the clause

from old English to Middle English, or the way irnieh Shakespeare’s

style changes from vyouth to maturity:otto would be examples of
diachronic study. These two points ofiew were often not clearly
distinguished before Saussure; that they mustsimguished is denied

by few linguists today. Giving due emphasis to dimechronic (which

had been the neglected dimension before Saugelp=)to clarify the

important point that a diachronic investigatialways presupposes, to

some extent, a synchronic study. It is impossilbbeconsider the way a

language has changed from one state to anwitierut first knowing
something about the two statesto be compared Aesult, the living

language received more attention than it ever ledokré, and speech, in

particular, came into the ascendant.

The second Saussurean dichotomy which has endliteday, though

with modifications, is that between languadaparole. The problem
which  Saussure was trying to solve earisout of the intolerable
ambiguities which surround language. Saessumade a distinction
among three main senses of language, and thenrtaateel on two of
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them. He envisaged langage (human speech as a)whbke composed

of two aspects, which he called langue (the langygtem) and parole

(the act of speaking). Briefly, the division isfaBows. Langage is that

faculty of human speech present in all rarnmuman beings due to
heredity, but which requires the correct environtakestimuli for proper
development. Langue was considered by Saussueetteeb totality (the

‘collective fact’, as he put it) of alanguage, deducible fror
aramination of the memories of all théanguage wusers. It we
atorehouse: ‘the sum of word-images stored in timelsnof individuals’.

The idea is very similar in principle to the notiehcompetence as later

defined by Chomsky, though it differs n i its cumulative
Ebptetsly, langue has to be related to the &laisage of individuals.

This leads to parole, the actual, concrete aspeéking on the part of

an individual. It is a personal, dynamic, socidhaky, which exists at a

particular time and place and in a particusituation — as opposed to
langue, which exists apart from any particular nfi@station in speech.

Parole is, of course, the only object availabledaect observation by

the linguist. It is identical with the Chomskyartioa of performance.

Making a conceptual distinction of this kind iste@nly an aid to clear

thinking on the subject of language, antinguistics as a whole
hasefited. The two concepts have also been modited the years, as

different schools of thought have takenhem up and buil
fintleeptual structures on their basis.

In  summary, structural grammar is emplric it makes exactnes
methodological requirement and insists thaltdeinitions be publicly
verifiable or refutable. It examines alllanguage in terms
tt@nological and grammatical systems, whichan be determine
bmpirical methods. Because its description is sirag the uniqueness

of each language is recognized and done justing;it also facilitates
comparison, since the method also reveals what languagésve
gommon. It describes the minimum required contrdstsunderlie any

construction or conceivable use of anglmge and not jus
tlisseverable in some particular use.

3.2 Weaknesses of Structural Grammar

We have tried above to highlight the strengthStructural Grammar.
Here, we shall discuss some of the weaknesseruofigialist approach
to language analysis.

While structural grammars were successhul their phonological and
morphological analyses, they treated complexasfiwt strings poorly.

For example, relationships among sentences like) and 1(b) below
were not well handled.
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1. (a) A child won the prize
(b) The prize was won by a child

Although 1(b) is a variant of 1(a), structuralmgraars would treat this
variant as a different form. Capable treatmersuzh sentence variants
was produced only by a further gramoahti approach, the
transformational — generative grammar.

In principle, the item-and-arrangement model afcttiral grammar can

provide a comprehensive description ofy aanguage. Phones are
classified into phonemes. These basic units asmged to form words.

Once words are described, it is a simple mattgorintiple, to state the

rules for arranging words to form sentenc@is is the structuralist
stand. But when you start to do the descriptionwildiscover that it

IS no simple matter. In practice, theariety of sentence patterns
occurring in any language has seemed to defy ektraukescription.

Recourse to introspection or to the notion of thednfor intuition) was

rejected by structuralists based on the notiorvefifiability. To them,

the sole proper object of study was thought to berpus of utterances;

it was held that linguistics had the purpose of/liag procedures for

cutting up the utterances, and for pnog together the resulting
segments. The classes and categories which weup sethe process of

these operations were considered to be scientbastructs, conceptual

fiction which were useful inthe course of tescription, but did not
correspond to any psychological realityThus, structural grammar
prescinds from psychological factors that are irtgparto all speakers.

One of the most obvious casualties in this appreahsemantic study.

Semantics was traditionally the section of lingassin which the least

degree of precision had been reachethd an which recourse to
‘mentalist’ notions appeared to be the least dispble. Consequently,

an attempt was made to achieve linguisdescription without
considering meaning. The attempt to eliminate nmganwas made not

only in the field of phonology and morphology, lewen in the field of

semantics itselfl In their situational sdeption of meaning, the
assumption that the ‘relevant’ linguistic facts ¢encorrelated with the

‘relevant’ non-linguistic items in a comfdly objective manner has
concealed many non-linguistic assumptions.

Some of the problems connected with the reat ofthe morpheme
depended on the way the notion of mmep was employed. The
definition of the morpheme as a minimum meaningfut was in many

ways misleading. Besides, lacking a wblka method to deal with
meaning, a confusing use of terms lizero’ elements and of
‘portmanteau’ morphs was introduced. In, foexample, cats two
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morphemes were identified: cat, meaningat,/c and —s, meaning
‘plural. The way in which cat also meantsingularr was not
vlEgrly explained, and the same analysis was ingposdanguages for

which it was intuitively less satisfagtor Artificial solutions were
suggested for cases like foot, feet or sisgng to make them match
mechanically the cases cat, cats and love, loved.

Structural grammar has not produced awpmplete grammars
comparable to the exhaustive treatmentg traditional methods,
concentrating on critical studies of how gnaans should be written,
partial sketches of exotic languages, and igbarstructural analysis of
familiar languages. Structural grammar deso attention to surface
structures and has no regard for deep  structurdsor many
Btrggistssl grammar's  goal is the  descriptiof language, and nc
ggplanation. In attempts to comprehend lagguastructural grammar

does not enjoy the attention of modern scholarsanyone concerned
with the facts of language finds it useful.

4.0 CONCLUSION

We have tried in this unit to pointout some of the
steakgibssesandof  structural grammars. It tmube  mentioned tha
thigcussion of strengths and weaknesses by no rapafiss to the work

of individual linguists, since they are atsd in extreme fashior
Jtiengths are those claimed by structusalisnd the weaknesses are
those pointed out by representatives of the opgosews.

5.0 SUMMARY
You have learnt in this unit:

» the strengths of structural grammar, and
* the weaknesses of structural grammar

6.0 TUTOR-MARKED ASSIGNMENT
1. Mention and discuss three areas where struspainciples and
methods are still employed in the analysis of |augu

2. Mention any two weaknesses of structural gramand discuss
their effects on linguistic analysis
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MODULE 4 EARLIER VERSIONS OF
TRANSFORMATIONAL GRAMMAR

Unit 1 Finite State Grammar and Phrase Structusen@rar

Unit 2 Popular Models of Transformational Gramma&yntactic
Structure and Aspects Models

Unit 3 A Critique of these Early Models

UNIT 1 FINITE STATE GRAMMAR AND PHRASE
STRUCTURE GRAMMAR

CONTENTS

In this unit, we shall examine two edhetical models o
Btrggistie proposed by Chomsky in Syntactic Strestt957). Both are

presented in a formalized way as generatmodels. The first, finite
state grammar, corresponds to a communicatimeory conception of
language as a Markov process, employed in tstatifinguistics. The

second and more powerful model, the phrase steignammar, is not

limited to the consideration of het transitions from one word
fodowing in a sentence, but uses symbols lile(Noun Phrase), VP

(Verb Phrase) (which may contain more than one dyyarincorporates

an analysis in terms of parsing which had beeroetdbd by structural

linguistics as Immediate Constituent Analysis. Bathdels start with a

finite amount of apparatus and can gErRe an infinite numbe
eéntences of a language.

The unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Finite State Grammar
3.2 Phrase Structure Grammar
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

Structural grammar was the major thecaéti model of language
analysis in the early 1950's. The Immaeel Constituent Structure
provides an analysis of sentences which some respects (give
aruitively  satisfactory account of syniact structure. However,
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structural grammatical framework was regardems semi-explicit in a
number of ways. Chomsky’'s objective of generative grammar
represents the first thorough-going attempd come to grips with the
problem of grammatical explicitness.

The innovative idea of a generative grammar inlaigg amounted to a

furthering of the ideas of European udtralism and also to an
outgrowth of Harris’'s ideas from his d‘©ccurrence and
Transformations in  Linguistic  Structure” afiguage, 1957:33).
Specifically influential in the development ofrggative model of the

theory of linguistic structure was Harris’'s obsdron that morphemes

which occur together may share a component, gishanemes which

occur together may. Much of Chomsky’'s Iyearwork, especially his
Syntactic Structures, advanced there ideas. Mahiemwas at a stage

to be most helpful to the linguists isling to explore Harris's
suggestion. During the 1950’s, automata theoryivedanuch attention.

Many scholars saw the great breakthrouglms Ilanguage translation
through the wuse of computers. The piessi theoretic models for a
formalized description of language examindoy Chomsky in his
Syntactic  Structures reflect appeal of matieal principles for the
linguist in the 1950’s.

For the linguist wishing to describe the strugku relationships among
morphemes in aformal way, the grammar must fingte even though
the number of possible morpheme sequengss infinite. The
communication theoretic view is as follows:

Suppose that we have a machine that can be inreny o

of a finite number of different intetnastates, and
suppose that this machine switches from orete stto
another by producing a certain symbol (letaysan
English word). One of these statesis an Inissate;
another is a final state. Suppose théte machine
begins in the initial state, runs through ausege of
states (producing a word with each ditaan), and
endsin the final state. Then we call thequence of
words that has been produced “a sentence”. (Chgmsky
Syntactic Structures, 1957:18-19).

This view gave rise to finite state grammar, auosgquently to phrase
structure grammar.
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2.0 OBJECTIVES

At the end of this unit, you should be able to:

« state what finite state grammar is and how itksor
« explain what phrase structure grammar is and ihawrks.

3.0 MAIN CONTENT

3.1 Finite State Grammar

In  Syntactic Structures (1957:24), Chomsky suggistt “the simplest

type of grammar which, with a finite amount of aggtas, can generate

an infinite number of sentences” is a @&nistate (or Markov-process)
grammar. While finite-state grammar is not a i@es candidate for an
adequate grammar and has rarely beeropoped as a mode
flescribing a syntactic system, it does merit soomsideration.

A finite-state grammar is a grammar that is anstralst device but one

that may be viewed as a kind of machinechSwa machine defines a
language as the set of sentences produced fmrhial state to the

final state. The machine has a finite number atestand the capacity to

change from one state to another a$ legisters different
éyotdlsls A machine defining a language this watpmatically follows

a sequence of operations programmed inib The set of
pendeeesby the machine defines a finite statedagg and the machine

producing that set of sentences is called fingiate grammar. A finite

state grammar may be extended by altering theatipas the machine

Is programmed to carry out. These are based ovighethat sentences

are generated by means of a series of choices frwadéleft-to-right':

that is to say, after the first, or leftmost eletrtegs been chosen, every
subsequent choice is determined by thmamediately preceding
elements. According to this conception of syntastiiacture, a sentence

like:

1. This man has brought some bread.

Might be generated as follows: The word this wdddselected for the

first position from a list of all the wis capable of occurring at the
beginning of English sentences. Then, man woulsetected as one of

the words possible after this; has as one of threlsvihat can occur after

this and man; and so on. If we had selected itis¢ad of this for the

first position, the subsequent choices would haenhunaffected:
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That man has brought some bread.

Is an equally acceptable sentence. On theerohand, if we had first
selected those or these, we should then havedot sebrds like men for

the second position, followed by words like havetfe third position —

the possibilities for the fourth and subsequenitioos being as before.

And if we had selected the initially, we coulchttaue with either man

and has or men and have.

One way of representing graphically what has jesibsaid in words is
by means of the state diagram shown bel¢whis is slightly more

complicated than the one Chomsky givesmm p.19 of Syntactic
Structures).
lins lins
izl =T Wizl e
Lhsre bread L. bread
same booi haz saans bool
d - — a )
_f./ . /
A~ ] .
R brovght ~.
( Start \I soten /?.-L-—-H
ceen | oo
h " _x/-lll . \\ |: el )
kY N o
4 AW ~r
\ Frese these A
hose e these men A
tae o Zodlis [, —»  the kecls _,/

JCIe

Sorme

b

Fig.1: State Diagram

The diagram may be interpreted as Wadlo we can think of the
grammar as a machine, or device, which moves thraunite number

of internal ‘states’ as it passes from the insi@te (‘start’) to the final

state (‘stop’) in the generation of sentsnc&Vhen it has produced a
word (from the set of words given as possible for atth ‘state’)
tirammar then ‘switches’ to a new state asrdehed by the arrows.

Any sequence of wordsthat can be generatedthisway is thereby
defined to be grammatical (in terms of the gramrapresented by the

diagram).
The grammar illustrated in the diagram abowél generate of course

only a finite number of sentences. Hnc be extended, however, by
allowing the device to ‘loop’ back to the same @mg previous state at

117



ENG 221 MANTRODUCTION TO SYNTACTIC MODELS

particular points of choice. For example, we cadd ‘loops’ between

{this, that, the, same, a,...} and {man, lkkeabook,...} and between
{these, those, the, some,...} and {men, books.mgaking possible the
selection of one or more elements from the sefyhvat, big,...}, and

thus the generation of sentences beginning:

That awful man...
That big fat man...
Some big fat awful men...

The grammar could also be extended in an obvioystevallow for the
generation of compound sentences like (3):

2. That man has brought us some bread and dhigtiful girl has
eaten the cheese.

Sentences such as this are still very simple siructure; and it would
clearly be a complicated matter, even if it wenegible, to construct a

finite state grammar capable of generatmg large and representative
sample of the sentences of English. It would sepled, for example,

that we had to put the both with this, that, eind with these, those, etc.

We should also have to put {awful, fat, big, i several different

places because this awful man and these awfulbuenot *these awful

man and *this awful men are acceptable. Problefrtkis kind would

multiply very quickly if we seriously setabout the task of writing
finite state grammar for English; andhet conception of syntactic
structure that underlies this model of descriphas little to recommend

it other than its formal simplicity. But Cheky proved that
mejection of finite state grammar as  &atisfactory model fol
tlescription of a natural language is more solidigdal than it would be

if it rested solely upon considerations of prealtcomplexity and our
intuitions as to how certain grammaticgghenomena ought to be
described. He demonstrated the inadequacy o fatiette grammars by

pointing out that there are certain uleg processes of sentence
formation in English that cannot be accounted f@llano matter how

clumsy or countemtuitve an analysis we are  preparedo
wikhvatéhe framework of finite state grammar.

SELF ASSESSMENT EXERCISE 1
1. Define “finite state’ grammar.

2. To what extent is finite state grammar adequmeéecounting for
all and only the sentences of English?
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3.2 Phrase Structure Grammar

This is a type of grammar discussed by Chomskymtegtic Strutures

(1957). Phrase structure grammars contain ruleshndme capable, not

only of generating strings of linguistic elemenst also of providing a

constituent analysis of the strings, artence more information than
finite state grammars. They are not, wéwer, as powerful as
transformational grammars, as the latter are moapable of displaying

certain types of intuitive relationship betweentsanes.

Phrase structure grammars are currentbokdd wupon as a bit old-
fashioned by some linguists, but they reman practical tool for the

teacher and are a substantial part tie available literature, so they
cannot be ignored.

A phrase structure grammar is a serie§ rewrite rules. These rules
break down sentences, establishing their basictates, regardless of

the final form the sentences may take after taansitional rules have

applied. Each rule in a phrase structure grammatheaform:

XY+Z

which means ‘X consists of Y an Z'. The first pyeastructure rule, for
instance, is:

S NP + Aux + VP

Which means that a sentence consists of a nouse(ixd) followed by

an auxiliary element (Aux) like tense that imtis followed by a verb
phrase (VP). Successive phrase structure indesate what NP, Aux,

VP, and other constituents consist afintii there are no more
constituents in the sentence to account for.

No complete phrase structure grammar for Bhdlas yet been fully
accepted. Itis possible that none ever will foethe phrase structure
rules depend in part on the theories that undérdim, and these change

with the linguist and the year.

The phrase structure grammar (PSG) has two spéaifations to fulfil.

First, it must indicate what chunks can be combinetgiven language

to form constituents of one or more suchunks. For example, if a
native speaker of English isasked to loak sentence (3) below and

make some kind of logical division of that sen&mto parts, he or she

will come up with something like the arrangememimber (4). Every

speaker of English, including the mostinguistically unsophisticated,

will reject number (5) as a possible division:
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3. The baby kicked over the lantern
4. The/baby
The baby/kicked over
kicked over/the lantern
the/lantern
the baby/kicked over the lantern
5. The baby kicked
baby kicked over the/lantern
the/elephant kicked

That is,the native speaker has some kind imdiitive feeling that the
baby is a constituent, and that the individual weoade constituents, and

that kicked overthe lantern isa constituehle has no such feelings
about possible combinations like kicked over thbatry kicked.

The second function ofthe PSG isto tef in what basic order the
constituents are to be arranged. Native speak&msglish will accept
number (6) below, but not any of the other examples

. The elephant went stumbling through the orchard.

. *Stumbling elephant the through the orchard went

. *Through stumbling elephant the orchard went

. *The orchard went through stumbling the elephant

©O©oo~NO

It is customary in Transformational grammar to guiasterisk in front
of sentences that would not be conedlergrammatical by native
speakers.

Having explained the two functions of PSG, gtime to bring in the
actual rules:

1. SNP + VP
2.NP (Det) + N
3.VP V +(NP)

This is a partial set of PSG rules for English. Tilst one tells us that S
(sentence) is composed of NP (Noun Phrase), arfél @¥rb Phrase) in

that order. The second rule says that Noun Phrase -an
simpored of a Noun (N) which may be preceded bgtg[Determiner).

The parenthesis around an element indicates tisadfittional. The third

rule says that a VP (Verb Phrase) is composedvof\&erb), which may

optionally be followed by an NP (Noun Phrase).

This set of rules will permit all of the sequenaesxamples (10)-(13),
but will not allow any of (14)-(17):
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10. Ngozi screamed

11. The boy left

12. The girl drank a milkshake
13. Some boys saw Elizabeth

14. *Screamed Ngozi

15. *Boy the left

16. *Milkshake a drank girl the
17. *Boys some Elizabeth saw

The acceptable sentences above are made ofupvords arranged in a
particular order. We shall refer to wordsit cof which sentences are
composed as its ultimate constituents (they arduntiter analyzable at

the syntactic level). The order in which thetinsdte constituents occur

relative to one another may be desdribes linear structure of the
sentence.

But how doesthis system assign to senternibes appropriate phrase
structure? The answer to this questiom given by a convention
associated with the operation of ‘rewgti We can wuse the partial
phrase structure grammar above to generate #peddeicture of some

sentences. To illustrate how the deep structugengrated, we can use a

tree diagram. The relationship between the phrastructure rules and a

tree diagram is quite strict; a phrase structuke afithe form XY + Z

matches the tree:

YZ
Let us generate the deep structure underlying seesg(10)-(13):

10. Ngozi screamed

S

NP VP

NV
NJ]ozi Screamcld
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11. The boy left 12. The girl drank a milkshake

S S
VRTINS NP VP
perfiv >~ | Dem N

Det N

Thi boy left | |

The girl drank a milkshake

13. Some boys saw Elizabeth

S

/\

NP VP

Dmp /\
o) o b |

Some boys saw Elizabeth

It is obvious that the phrase markers given almoverey the following
information: in (10), the terminal elementsgddi + screamed is an S
which consists of two constituents, NP (Ngozi) andP (screamed). In

(11), the terminal elements the + boy + left isSawhich consists of NP

(the boy) and a VP (left); the NP consists of twastituents, Det (the)

and N (boy). In (12) the terminal elementise + girl + drank +
milkshake isan S which consists of NP (thd) gand a VP (drank a
milkshake). The NP to the left of VP consistévad constituents, Det

(the) and N dirl); the VP consists of V (drank) nda an
Miksh@ake), and the NP to the right of VP corssidttwo constituents,

Det (a) and N (milkshake). We can account for {@3he same way.

We thus see that the phrase structure grammardl more satisfactory

than the finite state grammar. Any set of sentetitascan be generated

by a finte state grammar can be gded by a phras
gtaromna’, but the converse does not hold: thersedseof sentences that

can be generated by a phrase structure grammarpbhy a finite state

grammar. Phrase structure grammars areringitally more powerful
than finite state grammars - theyanc do everything that finite
gtatemars can do — and more. Phrase structure ngaesictontain rules

which are capable not only of generating stringsguistic elements,

but also of providing a constituent analysis ahgs, and hence more
information than finite state grammars.
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SELF ASSESSMENT EXERCISE 2

1. Define ‘phrase structure grammar’

2. State two functions of phrase structure grammars

3. Using the partial PSG rules discussed abayenerate the deep
structure of the following sentences with the ditre@e diagrams:

(a) The student passed the exam.
(b) Some scholars received their pensions.
(c) Students drive flashy cars.

4.0 CONCLUSION

In this unit, we have tried to presenn ian outline, what finite state
grammars and phrase structure grammars are. Néhénaditionalists

nor the structuralists provided an adéguaaccount of the syntax of
natural languages. Although the grammars wee hdiscussed are not
without problems in syntactic analysis, they raupg that language is

creative, if not infinite. Therefore, grammars mistgenerative.

5.0 SUMMARY

You have learnt in this unit;

» what finite grammars are;
» what phrase structure grammars are; and
* how to use tree diagrams to generate deep stegobdi sentences.

6.0 TUTOR-MARKED ASSIGNMENT

1. What do you understand by a tree diagram?

2. Compare and contrast finite state grammaipanase structure
grammar.

3. Draw the deep structure trees for the follovsagtences:

(a) The Vice Chancellor attended the party
(b) She wept

(c) Most lawyers are Senior Advocates

(d) The musician performed
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UNIT 2 POPULAR MODELS OF
TRANSFORMATIONAL GRAMMAR -
SYNTACTIC STRUCTURES AND THE
ASPECTS MODELS

CONTENTS

In this unit, we shall discussthe popularodels of Transformational
Grammar - Syntactic Structures and thespects of the Theory of
Syntax models.

This unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 ‘Syntactic  Structures’ Model of Transfational
Grammar
3.2'Aspects of the Theory of Syntax’ déb of
Transformational Grammar
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

In the previous unit, we considered two modelsrafignar proposed by

Chomsky: the finite state grammar and the phsaseture grammar.

From our discussions, it is immediatelpbvious that it would be
iImpossible to account for all the sentences ohguage in terms of the

rules of any of the grammars. For nepie, the rules of phoneme
succession cannot account for sentences, anavag also shown in the

previous unit that a left-to-right generatiounit by unit, in terms of
morphemes or words also cannot account falt the sentences of a
language.

There are processes, as for instance, grammatiopircction, which are

not satisfactorily described in terms of phrasecstire (John and Peter

Is neither John/Peter nor John and/Peter). Theee aases, like the one

of the active-passive relation (which séxi between John admires
sincerity and sincerity is admired by dphwhich, in spite of being
grammatical rather than semantic relationannot be expressed by a
phrase structure grammar. Difficulties of thiskare eliminated if the

phrase structure grammar is limited tihe sentence constituting the
kernel of the language: a set of simple, declamtactive sentences (in
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fact, probably a finite number of these while all other
sentethers] transforms of the kernel sentena@s, derived from these
through the application of transformationaiules. In fact,
transformations do not operate on actual sentdndssn more abstract

structures, or strings of symbols underlying theteseces.

In this unit, we shall discuss the transformatiagraimmars propounded
n Syntactic  Structures (1957) and Aspectsf the Theory of

Guaaa)
2.0 OBJECTIVES

At the end of this unit, you should be able to:

* state what transformational grammar is

e discuss the transformational grammar esggg in Syntactic
Structures

« describe the transformational grammar as impr@aretlexpanded in
Aspects.

3.0 MAIN CONTENT

3.1 ‘Syntactic  Structures’ Model of Transfomational
Grammar

The first point that must be made is termin@aly Whereas a phrase
structure grammar is one which consists solelyhoége structure rules,

a transformational grammar (as originally conceibgdChomsky) does

not consist only of transformational rulek. includes a set of phrase
structure rules as well. The transforovel rules depend upc
fvevious application of the phrase structure rales have the effect, not

only of converting one string of elements into &eof but, in principle,

of changing the associated phrase markEurthermore, they are
formally more heterogeneous and more complax ttphrase structure
rules. We shall go on to give some examples asfmamational rules,

but we first need to introduce an appate set of phras
sitestiiée  will use those given by Chomsky in nt@gtic Structures (p.

111) — with one or two minor changes — as follows:

1. Sentence NP + VP
2.VP verb + NP

3. NP V{F’sing L
NPpl
4. NPsing + N

5.NPpl D+N+s
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6. T the
7.N {man, ball, door, dog, book,...}
8.Verb Aux+V
9.V ({hit, take, bite, eat, walk, open, ...}
10. Aux Tense (+N) (+ have + en) (+ be +ing)
11. Tense present
past
12. N {will, can, may, shall, must}

It will be observed that thisset of ruledlows for a widerrange of
choices. Both singular and plural noun phrases@reunted for by rule

(3); and a large number of tenses and moods aoalirded (instead of

just the simple past tense of, for exanprhe man hit the ball) by
means of the element Aux and its subsequimtelopment. Rule (10)
implies that every string generated by it must aonthe element Tense

and may contain, in additon, one omore of the other string
efements in brackets. (Elements like s inrul, dnd en oring inrule

(10) are morphemes rather than words. In fact, Hawethe, and all the

elements listed on the right hand side of rules(@))and (12) may also

be regarded as morphemes. But we neemt dwell here upon the
difference between a ‘word’ and a ‘morpheme’.

Assuming that the lists given in rule¢/) and (9) are considerably
extended, this system of phrase structure ruldgyeslerate a large (but

finite) number of what we may call ungery strings. It should be
emphasized that an underlying string ot a sentence. The
transformational rules have yet to beppliad. One of the strings
generated by these rules is:

the + man + present + may + have + en + open + theor

(which, given the transformational rulesf Syntactic Structures,
underlies both the active sentence: The manhaag opened the door
and the corresponding passive: The door may hlheen opened by the
man). Try to verify that this string is indeed gexted by the rules and
construct the associated phrase marker.

Chomsky derived passive sentences from underlyimgys in Syntactic

Structures by means of an optional rulbehich we may give, rather
informally, as follows:

13. NP1 + Aux + V+ NP2 NP2 + Aux + be + en + \by-+ NP1

This rule differs in various represents from tiplirase structure rules.

Not just one element, but a string of four elememppears to the left of
the arrow; and the operation that is riedr out by the rule is quite
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complex — involving the permutation of the two BRhis is indicated
by the subscripts) and the insertion of thelements be, en and by at
particular points.

There is, however, an even more immobrtadifference betweel
tiease structure rules (1)-(2) and the transfoonatirule (13); and this

has to do with the way in which we interpret thenbpls which occur in

the rules. In a phrase structure rule, a singfenbs| designates one and

only one element in the string to ebhi the rule applies. Bt
transfiormational rule, a single symbol may refes &iring of more than

one element, provided that the string in qoestis dominated by (i.e.
derived from) this symbol in the associated phraaeker. It is in this

sense that transformational rules are said to tpea@on phrase markers

rather than simply upon strings of elements.

We will first of all illustrate whatis meant by this stateme
vatarence to a purely abstract example. Giventkigastringa +d + e +

b+f+ c+g+hhasbeen generated by a settobge structure rules

which assign to it the phrase marker sifated in Fig. 3 belov
(daler can easily reconstruct these rules for lifjnges string

A

BC/\
a dﬁ\ D’l:/\
b/ckh /‘\
Fig.3
will be converted by means of the transformationld B+ D+ E E

+ Bintothe string ¢+ g+h +a+ d+e tihnthe associated phrase
marker shown in Fig. 4 below:

N
ijd NS

Fig. 4

In other words, since the string of terminsymbols itself constitutes
part of the phrase marker, we can say that the carverts one phrase
marker into another; and this is the defining propef transformational

rules. The rule we have just given has the etieédeleting everything
dominated by D (including D itself) and permgtinB and E, keeping
their internal structure intact. The phrase magkeen in Fig.3 and the
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phrase marker given in Fig.4 may beescdbed, respectively, as
underlying and derived, with respect to the transfation in question.

If we now look at our illustrative derlying string (the + mal
present + may + have + en + open + the + door) aidhe associated

phrase marker (which | have left the reader ¢omstruct for himself),

we shall see that the + man is wholly dominated8iB, Present + may

+ have +en by Aux, Vby V (thisis an inst&an€‘self domination’)

and the + door by NP. This means that the tramsftonal rule (13) is

applicable and, if applied (for it is an aoial rule), will convert the
underlying string into 13(a) with the appropriatFided phrase marker:

13. (a) the + door+ present + may + haveer+ be + en +
open + by + the +
man

But whatis the appropriate derived phrase ker@ This is a difficult
guestion. Granted that NP2 becomes the subject of the passive sentence,

that be + en becomes part of Aux in the same watyhiive + en or may

Is, (this, aswe shall see, is necessarytfe operation of subsequent
rules) and that by is attached to NP2 to form a phrase, therdilla@ s
number of points about the structure of the derpierase marker that

remain unclear. Two possible phrase markers aengivFigures 5 and

6. It will be observed that they

Sentence

prese/ open T N

may have/en be en |the |

Fig. 5

differ in that one takes by + NP1 to be a part of the verb phrase whereas

the other treats it as an immediate constituetli@tentence, equivalent
in ‘status’, as it were, to NP2 and VP. (It will also be noticed that | have

put a question mark where the label for the breskehrase by + NP1
should be).
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the door Aux by 2 /\

presen open T N

may have/en bge en lt rJ_|
he an

Fig.6

We have touched here, on an important theoretrcdllem. The derived
string produced by one transformationaller may serve as the
underlying string for the operation of a subsequemtsformational rule,
and will therefore need to have associated witheitappropriate derived
phrase marker. Chomsky and his followers have wbdkethis problem
and have tried to establish a set of comwestaccording to which a
particular kind of formal operation (e.gdeletion, permutation or
substitution) is defined to have a particular dffgmon the typology of
the phrase marker it transforms; and wemave followed these
conventions when we decided that the effect ofBdeD + E  E + B
operating upon the underlying phrase markkows in Fig.3 was the
derived phrase marker inFig.4. But this was a very simp
treanriple point  of view of the operations involveaind the shape of the
phrase marker to which they applied; andth@mmore it wasa purely
abstract example unaffected by any empirical camatebns.

For want of space, we will introduce dan briefly discuss
transfgmeational rule in Syntactic structure This is the obligatory
‘number trnasformation’.

14. Present S/NPsing
/elsewher

This is a context-sensitive rule, which says tliasent is to be rewritten

as s if and only if it is immediately precededhie underlying string by

a sequence of one or more elements dominated NBging in the
associated phrase marker, but is to be rewrittefi mther contexts as

‘zero’ (i.e. as the absence of a suffix). It isthule which accounts for

the ‘agreement’ between subject and verb manifiesich sentences as
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The man goes vs *The man go or The man is tallfie tman are tall. If
it applied to 13(a) it yields.

14. (a) the + door + s + may + have +en + be + epen + by +
the + man

It will be observed that what we might call thesalct’ verbal suffix s

is here introduced in front of the elememt which it is subsequently
attached (in the same way that en ang are introduced by phrase
structure rule (10) in front of the lement to which they ar
kitached). We have called these ‘abstract’ sedflxecause, as we shall

see, they assume a variety of formscluding ‘zero’, in various
contexts.

The rule by which these ‘abstract & are placed after the
appropriate stems (the ‘auxiliary transfation’) may be given as
follows:

15. Tense M M Tense
en + Rave hayve + €
ing be be Ing
VYV

This rule says that any pair of elements the difsthich is tense, en and
ing and the second of which is M, have, be or itauttge (obligatorily)
permuted, the rest of the string to the left aredrérst of the string to the
right remaining unchanged. If the rule is applied 4(a) it will permute
s + may (i.e. Tense + M), en + be and en + opent&f), successively
from left to right, yielding:

15 (a) the + door + may + s + have + be + en + epen + by
+ the + man

One more transformational rule has yet tdyappvhich putsa word-
boundary symbol (we shall use a space) betweer paarof elements,

the first of which is not M, have, be or V and #ezond of which is not

Tense, en or ing. Applied to 15(a), this yields:

16. (a) the door may + s have be +en open + ehdognan

And this is the form that our illustrative stringpuld have after all the
relevant transformational rules have operated.

Finally, in a grammar of the kind outlinedoy Chomsky in Syntactic

Structures, there is a set of ‘morphophonemic’ sulghich will convert
the string of words and morphemes into a @triof phonemes. These
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would rewrite may + s as the phonemic represematiovhat is spelled
may, open + en as what is spelled opened (be +ghas is spelled s,

run + en as what is spelled ran and so on). Wewmntherefore, as we
should, with the phonemic representation of Tdeor may have been
opened by the man.

Most of you who are wunfamiliar with h@nsky's system of
transformational grammar may have found rather tedious following
this step-by-step derivation of a single senteBo¢ you will now have

acquired a sufficient understanding of the waygtsanmar is designed

and operates for you to appreciate the significaie®me of the more

general points made in this unit and what will Bedssed in later units.

At this stage in our discussion of transformadiagrammar, it may be

helpful to introduce a diagram showing how tlggammar outlined in
Syntactic  Structures was organized (seeg.7lri The input to the
grammar is

e
.
-~ " y - ,
i 1--tinl Al attaebl:: sl pnne - £ CAMANE 1 i P]'.ILILI.\‘.___ y
l: elean-ul cow. s cneiak _"I:_ tapre zenbEicn :|
h ) d sobsecernces
o X /

Fig.7

p— Floas: Toeaslmmal:_1- % TREH RIS S EYLTET

S -~

T _
— -

the initial element which generates a set of ugdeglstrings by means

of the phrase structure rules in the first ‘boxtloé diagram. The second

‘box’ comprises the transformational rules, of whgome are optional

and others obligatory. These rules takas their ‘input, single
underlying strings, or pairs of underlying m¢y$, and by successively
modifying these strings and their associated phras#ers, generate as

their ‘output’ all and only the sentences of thaeglaage, represented as

strings of words and morphemes, and assign tosadience its derived
constituent structure. The third ‘box’ of rulesnhmonverts each of these
sentences from its syntactic representat@®m a string of word:
arafphemes to its phonological representation &sneg ©f phonemes.

According to this model of generative ragmar, different type:
efmple sentences are accounted for byansr of optional
transformational rules. For example, althe following sentence:
gekated in that they derive from the same undeglining:

(i) The man opened the door

(i) The man did not open the door

(i) Did the man open the door?

(iv) Didn’'t the man open the door?

(v) The door was opened by the man

(vi) The door was not opened by the man
(vii) Was the door opened by the man?
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(viii) Wasn’t the door opened by the man?

They differ in that: (i) has had no optional tramrghation applied to the
underlying string; (ii) has had the Negative transfation applied; (iii)

the Interrogative; (iv) the Negative and Inbgative; (v) the Passive;
(vi) the Passive and Negative; (vi) the PRassiand Interrogative; and
(viii) the Passive, Negative and Interrogativétii@se eight sentences,

the first (a simple, active, declarative senteticegfined by Chomsky

in Syntactic Structures, as a kernel senteriteshould be emphasized
that non-kernel sentences, such as (ii)-(viii),revederived from kernel
sentences, such as (i), but from a common underbfiing. That is to

say, there are no sentences generated withoupiieation of at least a

small number of obligatory transformations, inchglrules comparable

in effect with rules (14) and (15) above.

Compound sentences in which two clauses @erdinated (e.g. The
man opened the door and switched on the light)garerated by means

of conjoining and embedding transformationspeesively, which take

as ‘input’ a pair of underlying strings (e.g. thenan + past + open +

the + door and the + man + past + switthon + the + light) and
combine them in various ways. Conjoiningnd embedding
transformations constitute the class of gdize transformations in
Syntactic  Structures; and it is the rdpéa application of these rules
which accounts for the existence of such recursstaeictures as: This is

the... that lived in the house that Jack built or big black, three-foot

long... wooden box (p.48). All the generalizednsformations are of
course optional.

So much, then, by way ofa general summaryegtrlier version of
transformational grammar, presented in Synta@icuctures. Chomsky

claimed that one of the advantages of thistesy, the third and most
powerful of his ‘models for the descriptiorof language’ was that it
could account more satisfactorily than phra structure grammar for
certain types of structural ambiguity. To take oh€homsky’s famous

examples: a sentence like Flying planes can bealang is ambiguous

(cf. To fly planes can be dangerous and Planeshndrie flying can be

dangerous); and vyet, under both intergtien, the immediate
constituent analysis would generate both intéagioins the same way.

But it would be possible to generate a sentenge IFlying planes can

be dangerous within a phrase structure grammar @anassign to it two

different phrase markers — differing with respedhe labels assigned

to the node dominating flying. But thwould not be an intuitively
satisfying account of the ambiguity; and it wouddl fo relate the phrase

flying planes, on the one hand, to planes whreh dlying, and, on the

other, to someone flies planes. The transfoonmati analysis accounts

for the ambiguity by relating two diffeten underlying strings to the
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same derived string. Many other examples couldengf structurally
ambiguous sentences which can be accounted far naittely in terms
of transformational grammar.

In a similar way, sentences withimitar surface structures ce
besigned different deep structures. Consider th@wimg sentences:

(i) John is anxious to help
(ii) John is difficult to help

Here, we are dealing with sentences clwhihave similar surface
structure, but different deep structuresThe first would have ¢
gwepture like:

John pres + be anxious for John to help

and the second a deep structure like:
For someone to help John pres + be difficult

For now, we shall not go into details as we shalingo the derivation of
these sentences in subsequent units. Let us Higltihg features of the
transformational grammar propounded in Aspects%196

SELF ASSESSMENT EXERCISE 1
1. Generate five sentences from the following rules

(@) S NP + Aux + VP

(b) NP Det + N

(c) Aux Tense (N) + (have + en) (be + ing)
(d) VPV + NP

(e) N man, ball, etc

(N V bit, took, kick, etc.

2. Write out five sentences of your owand generate phrase
structure rules for each.

3.2 ‘Aspects’ Model of Transformational Grammar

In the last section, we presented ammsary of Chomsky’s
transformational grammar as contained in Syitta&tructures (1957).

In 1965, in Aspects of the Theory of SyntaChomsky put forwarc
more comprehensive theory of transformationgrammar, which
differed from the earlier theory in a number oportant respects. For

our purpose, it will be sufficient tomention only the mos
defezeaices between the Syntactic Structures granamd what we may

134



ENG 221 AN INTRODUCTION TO SYNTACTIC MODELS

call an Aspect —type grammar. Once againagrdm may be helpful
(cf. Figure 8 below).

The most striking difference between the two gramspas represented
in Figures 7 (previous section) and 8, is the tamthl ‘box’ of rules in
the Aspects-type grammar labeled ‘Semantic Compbnin Syntactic
Structures, it was argued that,

Initial Base ——+ Transformationgl
Eleme Component Component
Semantic Phonological
Component Component
\/ Vi
Meanin
g

Fig.8

although semantic considerations are nditectly relevant to the
syntactic description of sentences, there &teking correspondences
between the structures and elements tleae discovered in formal,
grammatical analysis and specific semantioctions’ (p.10) and that
‘having determined the syntactic structure of Hreguage, we can study

the way in which this syntactic structurés put to use in the actual
functioning of the Ilanguage’ (p.100). Ithe vyears that followed the
publication of Syntactic Structures, Chomsky argldallaborators came

to the conclusion that the meaning of sentencekl, and should, be

submitted to the same kind of precise, formal aigalgs their syntactic

structure, and that semantics should be includesh astegral part of the

grammatical analysis of languages. The discusdigrrences such as:

Colourless green ideas sleep furiously mmintout a sense in  which
grammar is independent of meaning. Thseibsequent distinctions
concerning degrees of grammaticalness point dw& heed for a formal

specification of how these degrees are to be judfeere are sentences

that we would call ungrammatical yet accelgtaband there are other
sentences that are grammatical but unacceptabis where semantic

and grammatical criteria overlap that sthiproblem is raised. The
grammar of alanguage isnow seen by Chomskysgstem of rules
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relating the meaning (or meanings) of each seatgéngenerates to the
physical manifestation of the sentence in the nmaditisound.

In Aspects, as in Syntactic Structures, the syfabs into two parts. But

the two syntactic components operate somewdifferently. It is now

the base of the grammar (which is roughly comparawith the phrase

structure part of the earlier system) heat than the
tramgpfon@atithedlaccounts for the semantically relewptions, including

the possibility of forming recursive ctmstions. The difference
between a declarative and an interrogativsentence, or betwee
antive and a passive sentence, is no longer dedanidterms of optional
transformations, but in termsof a choice enaiththe base rules. For
example, there might be a base rule of the follgviorm:

1. (a) VP Verb + NP (+Agentive)

and the selection of the element Agentive waligtinguish the strings
underlying passive sentences from theingdr underlying the
corresponding active sentences. There woulten be an obligatory
transformational rule corresponding to rule (1$)\ae, operating if and

only if the ‘input’ string contained the elememtgentive. This proposal

has the advantage that, if we formulatee transformational rule
correctly, it gives us alabel for the node dominating by + NRthei

derived phrase markers associated with passiversssg.

The base rules generate an indefinitely laggg of underlying phrase
markers (which represent the deep strestuof all the sentences
characterized by the system); and thesare converted intc
gbragel markers (which represent the surface stagcbf the sentences)

by the transformational rules, most of which (afrantn ‘stylistic’ rules)

are now obligatory. The meaning of each sentenxderived, mainly if

not wholly, from its deep structure, by means efithles of semantic

interpretation; and the phonetic interpreta of each sentence —
pphysical description as an acoustic ‘signal’ —as\vked from its surface

structure by means of the phonological rules.

We need not go into the more technicataitde which distinguish an
Aspects-type grammar from the conceptuakbympler system of
Syntactic Structures. All that remains to be adietthis account of the

general characteristics of the later version ofdfarmational grammar

Is that various semantically relevant ngmaatical notions are now
explicitly defined in terms of deep structure riglas. (This was merely

hinted at in Syntactic Structures). We aym note, in particular
thstinction between the ‘logicall (deeptrusture) and

‘grammatical’ (surface structure) subject af sentence. The ‘logical
subject is that NP which is immediately dominatgdl(= sentence) in
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the deep structure; the ‘grammatical’ subjechesleft-most NP which
is immediately dominated by (the top-most) Stime surface structure.
For example, in a sentence like:

Jane was persuaded by Ann to take up teaching

the grammatical subject is Jane (itis thisomo of ‘subject’ which is
relevant to the statement of the agreement hplogtween the subject
and the verb in English: Jane was persuaded v Waee persuaded,

etc). But the deep structure of this sentence asrsielow, consists of

one sentence (S2)

S1

NP VP

W

NP NP VP

/ Vi

Jane JJne | take ub teaching

Fig.9

embedded within another (S1); and each sentence haswits logical

subject. Figure 9 shows a representation thle deep structure of the
above sentence. It will be seen that the logical subject of S1 (the matrix

sentence) is Ann, and that of S2 (the embeddedtense) is Jane.
Furthermore, the deep structure subject of S2 is identical with the deep

structure object of S1 (that NP which is immediately dominated by VP).

As Chomsky points out, it is these deegructure relations that are
essential for the correct semantic interpretatioih® sentence.

Another feature that seems to distinguisbpects from Syntactic
Structures is the more explicit recognition tttraditional grammatical
concepts are, in the main, quite correct, asas thaditional concept of

universal grammar. There were obvious gaps in tralitional account

of syntax, as well as some inconsiséanc in the distinction of
substantial versus formal wuniversals. Chgmsbelieves that the
distinction between deep structure and surfateicture enables usto
appreciate the lasting contribution of ttaial grammar, and to see
why the structural linguist rejects universal graanm

The original form of the transformationabrammar was tripartite; it
involved:

(i) a phrase-structure grammar that produced texinsinings;
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(i) a transformational component that, otlgh obligatory and
optional additions, deletions, and rearrangememroduced the
final grammatical representation of all sentenoahke language,
and

(i) a morphophonemic component that rewrote s¢hesentences into
the proper sequence of phonemes.

The distinction between the phrase structure comapt (the base) and

the transformational component suggests thderdiice between deep
structure (what the base produces) andrfase structure (the
grammatical representation effected by dfi@mations, and the
phonological representation produced by theorphophonemic
component). Chomsky finds that this dtion, though variously
formulated, is as old as syntactic theory itseBgécts, p.199).

The foregoing represents the major intioma in Aspects. In
subsequent units we shall discuss other modificatsince the advent of
Aspects.

4.0 CONCLUSION

We have tried in this unit to present the papuatodels of Chomsky’s
transformational generative grammar as quaoded in Syntactic
Structures and Aspects of the Theory of Syntaxtwdngrammars differ

in some respects. However, the original ppsals of Chomsky have
continued to be modified ever since the publicatibAspects.

5.0 SUMMARY

You have learnt in this unit,

* the Transformational Grammar as proposed in $¥int&tructures;
« the Transformational Grammar as proposed in Aspaad
» the differences between the two grammars.

6.0 TUTOR-MARKED ASSIGNMENT

1. Discuss two differences between the Transfoomati Grammar
of Syntactic Structures and that of Aspects.

2. What were the main reasons for the introduatiothe Semantic
component into the grammar?

3. Provide deep structure trees for the followiegtences:

(a) The child was bitten by the ant.

(b) Flying planes can be dangerous.
(c) He asked her to visit Lagos.
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UNIT 3 A CRITIQUE OF THESE EARLY MODELS
CONTENTS

In this wunit, we shall present a igue of these early mode
dfansformational grammar.

The unit is arranged as follows:

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 A Critique of the Early Models ofTransformational
Grammar
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

In addition to the insights it has given rise tal dme revealing studies it

has engendered, Transformational Grammar Ilgeged the attention

of many of the leading intellects in lingtics in the  Unitec
Btmtes, it originated, and to a lesserthough an increasing
Bxiiamt and on the continent of Europe and elsewlagound the world.

Chomskys work is animated by interests in e thhistory of
psitalogy, philosophy, and scientific methodolofiyey are, he would

claim, legitimate aspects of linguistic researadged, aspects which it

IS necessary to take into account if linguistic®iprovide a meaningful

and interesting insight into language. Thusptegress of Chomsky’s

research has corresponded to a widening of horimorimguistics, to a
re-establishment of links with other fields whicdhbeen severed in the

search for ‘language considered in and for it§&#ssure, 1949:317) to

a reintegration of linguistics as a branch of psjyofyy after the attempt

to establish it as a completely autonomous sciertoe rapid spread of
transformational ideas among linguists not onlthim United States but

throughout the world, and the readiness to thradeasaditional views

have brought into the open a widely-fedissatisfaction with the
narrowness of purpose and method imposed on ligdifguistics.

Is Transformational Grammar therefore aevolution’ in linguistics?
Many scholars, especially of the London School tittmhk it is. In this

unit we shall discuss the impact of rarisformational gramma
bimguistic study as well as the lapses that haenlieghlighted by its

critics.
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2.0 OBJECTIVES

At the end of this unit, you should be able to expl

* how transformational grammar reshaped linguiticly
the areas where scholars feel dissadisf with transformational
grammar.

3.0 MAIN CONTENT

3.1 A Critigue of the Early Models of Tansformational
Grammar

Generative transformational grammar strongbffected theoretical
studies of language. Linguists holding e ththeory explored syntactic
problems, attempting to clarify relationships bedwe syntactic patterns

as traditional grammars had clarified phaogical relationships.
Patterns like passivization, ‘raising’, ando on, were scrutinized; if
grammars were to account for the totatructure of language
economically, they might hope to solve, fexample, with one set of
rules the process involved in raising subjects\eent to the subject of

the matrix verb as in (1) below, and those diffgrfirom it, as in (2) and

3).

1. | expect to come
2. | expect him to come
3. | expect that he will come

Intensive investigations of such problemed not only to various
solutions but also to great concern with syntavatdoncern is a major
contribution of transformational grammar.

Moreover, the emphasis placed on syntax has btouhis segment of

language greater prominence. A new large-sda@dbook on English

places far more emphasis on syntax than on margiar phonology.

Yet this grammar does not adhere closaly the theory proposed by
Chomsky. The effect of transformational theory ntagn, be indirect,

in focusing emphasis on syntax without determiriregprocedures used

In presenting syntactic patterns.

Transformational grammar has also exerted an infle®n the teaching

of language. An example is the use of ‘sentenceaang’. In learning

to write, students often set down onempé sentence after another,
without using devices like cleft sentences to iatkeemphasis, without

subordinating matters that are less dsdenand so on. ‘Sentence
combining’ instruct such students in understagdisuch relationships.
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As we have noted, transformational grammatsrecleft sentences as
variants of simple sentences. Similarlyelative clauses and other
subordinate clauses are embedded througénsfarmational rules. By
applying this view of such complex sentences, teachf rhetoric have

been successful in improving the writing skillssotth students.

A major impact of generative transformational gnaan has had to do

with  psychological investigations involvinglanguage. Earlier
psychological study of language was oftdimited to external, in
keeping with the attention linguists gave to swflarms. Investigations

were carried out on possible recall of lists of dgrThese yielded little

information on language or on its cohtr by the Dbrain. The
gweptures proposed by transformational gramnan the other hand,
offered possibilities of studying patternef far greater interest.
Cognitive psychology thereupon undertook to edwine the reality of

such constructs as subjects and predicatedafises. Investigators of
language acquisition examined the sequenze mastering complex
structures, such as passive as opposed active sentences. Such
investigations are continuing, not only on languagguisition, but also

on language ks, as in speakers with brain  injuriespn
Eiffoudtigs, as with neurotic and psychotic spaakénvestigations of all

these kinds are carried out to deteeminthe common feature
fnguage.

Features and characteristics common to all larggihgve come to be

known as universals. They receive support fsoeh observations as

the ability of all infants to acquire any langea@hat ability must rest

on basic features underlying all langsageOne readily observed
universal isthe existence of sentences inlaafuages. Another is the
universal use of consonants. But investig seek more specific
universals. The interest in universals s habeen heightened «L
betterstanding of control of language by the brespecially by greater

knowledge of areas that control semantic,asti, and phonological
functions. As such understanding has been inaleasgher problems

have been disclosed, among them the fioatlons of sentence
langer sequences, known as discourse, or textelpredlems will not

be examined here.

Having mentioned some of the insights of transfaional grammar, let

us look at those central concepts aframmatical theory foi
gdenativists have  received the most @@mtic over the  years.
higpidying them will at least remove whatever shaof the resistance to

the theory is based on misunderstanding.
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Competence and Performance

Probably no notion within transformatiog@rerative grammatical
theory has aroused more controversy than the cempeperformance

distinction. Criticisms of the distinction rangesrh the assertion that it

iIs ‘almost incoherent’ (Labov, 1972:110) tdhe conclusion that it is
coherent enough, yet ‘too confining’ (Clark & Haanld, 1974:92), since

so many systematic aspects of languade not fall under the
generativists’ conception of competence. It midh# pertinent to give

this quotation in full:

many linguistics have come to find thetudy of
linguistics competence ... too confining. efid are
simply too many interesting linguistic phenomergt th

do not fit under this rather small wuela, yet are
amenable to linguistic investigation... problesush

as the structure of conversations..., thelation of
meaning to context..., the perceptual dlify of
surface structures... the production of eshe errors

and speech hesitations..., and other similar phenam
(Clark and Haviland, 1974:92)

If we bear in mind that ‘linguistic competencehis more than the name
for the non-reducible core of language — thosedsé language that
form the autonomous purely linguistic system chizrézed by a formal
grammar, it becomes clear that many things we MKmatout language
do not fall under the generativist's competencdedmed by Chomsky.
Our competence is our tacit knowledge of the stingodbf our language.
For example, we know that saying I'm hungry canvey a request to
be fed, and we know that we should devoice our@uensts and vowels
when speaking in the library or in the church. 8uog of knowledge is
not competence, because it is not strictly lingeiigthe generalizations
underlying this knowledge undoubtedly fallithin the domain of
cooperative communication and proper social belayvio

‘Linguistic  performance’ refers to ‘the ctaal use of language in
concrete situation’. There hardly existsn aaspect of performance to
which  competence does not contribute. Oweuld not describe fully
(much less explain) a particular instance of wmsygein a library or a

church without reference to the social conventibsilence in libraries

or churches. Just as all non-marginal linguisithenomena demand a
theory of performance for their explanation, itresenconceivable that

any aspect of language use could ows explanation only to
competence. Competence simply represents the epekkowledge of

linguistic structure. Explaining speech product therefore requires a
model of language in which the competence modaiplemented with
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other explanatory devices. Even in imetipg metaphorical
explanations, if our competence did not supphyamal’ reading, we
wouldn’t even recognize it as metaphorical.

Another common dissatisfaction with theompetence/performance
distinction is that, for any given linguistiphenomenon, no hard-and-
fast criterion exists to decide which aspectfiat phenomenon should

fall under competence. Some linguists have ex|yliaitoided referring

to the distinction for that reason (e.g. ‘communi@competence’ has

become fashionable). But still, enough isnown about the systems
interacting in language that the role compee playsin a particular
phenomenon is often clear. For example, it haregnss likely that the

fact that in most English dialects two modatibaries do not follow

each other pertains to anything but competenciabthe fact that one

does not normally shout obscene explgtiven church has any
explanation but a performance one. Although thezdarderline cases,

clear cases where the distinction between competand performance

are undoubtful are many, and they are enough yoorel

Linguistic Universals

Another area of criticism of transfornoathll grammar concerns
linguistic universals. Scholars have argudflat there is nothing
‘universal’ about generative transformationagrammar since
grammatical properties differ from language tanguage, especially as

gleaned from the study of child languagecquasition. Some scholars
even attempt to overthrow the notion dlinguistic universal by
hypothesizing the common originof all Ilanguages. They argt
tlestcription of individual languages is more rewagdhan searching for

universals. However, these critics miss the mark.

The term ‘universal grammar’ is used to refer ttoat which is true of
language by biological necessity. Hence univensahgnar is “taken to

be the set of properties, conditions, whatever that constitute
thetial state’ of the language learnerhence the basis o
Wwrwredge of language develops” (Chomsk$980:69). Particular
aspects of wuniversal grammar have tylyicabeen motivated by
reference to the lack of the stimulusailable to the child language
learner. Why is it, for example, that a child bofrNigerian parents in

England acquires English language the same wkygissh children?

Take, for example, the way children nfor correct questions from
declarative  sentences.How are children trained to form ther
pheciple is not learned, but forms part ofe thconditions for language
learning. Whether languages have one ancestatpthe problem for

the child isthe same -to construct a granonahe basis of limited

input available. Universal grammar studies thed@mns that must be
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satisfied by the grammar of all langemg In other words, it
characterizes human language as a whole. It stheufited that not all

features common to all languages of theorld are properties of
universal grammar. There may be universals whide aindependently

of innate principles: it may be a universthlat every language has a
word for arm or that nolanguage has moran thirty vowels, but it
would be wrong to attribute these universals t@ertes of Universal

Grammar. Also, it does not follow that every pwtatiiniversal must be

instantiated in every language. For exampleeémh type of grammar

rule (transformations, deletions, filters, etc)réhmay well be universal

properties governing the behaviour of rules of thpe. Yet, it may be

that not all languages manifest all erutypes. If a language
deletion rules, one would hardly wish to concluukt the facts of that

language ‘falsify’ some claim about theniversal properties of such
rules.

Simplicity and Evaluation

Another criticism concerns the ‘simplicityYmeasure as a way of
evaluating grammars. The criticism is th@homsky, in insisting on
simplicity of grammars has implied that exceptitmgrammatical rules

should be very ‘costly’, and therefore, rules sddug constructed so as

to yield the smallest number of exceptiopessible. They argue that
transformational grammarians have implied, by saying, that actual
language can be wholly generated by rules. Mangdstof linguistics,

as a result, have rejected Chomsky'’s ‘cost-berefitllysis of language.

However, this criticism of the simplicitymeasure turns out to be
rejection of scientific linguistics itself. Science, by definition, is the
search for order in nature. Scientists take igfanted that their goal is

to formulate the most elegant (i.e. the most erdéecting) hypothesis

possible, consistent with data, about thmarticular area under
investigation. Although philosophers exteeBiv debate scientific
methods and the ontological status of construgais general point has

hardly been questioned.

Linguistics, then, is the search for desr in language. The goal
linguistics is to formulate the most eleganypotheses possible about
how language works, consistent with data. No foemuxists for how to

do this, nor is there an automatic decision proeethr picking out one

he

of

of several competing theories as moréegamt than the others. Yet,

certain points are uncontroversial. One is tlgggen two theories that
cover the same range of facts, the one in whietidtts follow from a

small number of general principles is better thh@ndne that embodies
myriad separate statements and auxiliary hypethémother is that it

Is methodologically correct to reduce redumganwithin a theory; to
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reduce the number of postulates whileres@rving the scope ¢
firedications.  Scientists  (including lingujstsoften talk about
‘simplifyingg  a theory or about construgin a theory  with
giepl@ity. Generally, they mean a less redmidgheory as described
above. It becomes obvious then that tlsemplicity criticism s
unscientific.

Psychological Reality

The last criticism we shall discuss concerns sgextion or the use of

intuitions in  grammaticality judgments. Critidsion that a conceptis

labeled ‘psychologically real’ only if it plays agicular kind of role in

a particular kind of experimental procedure. Thagda their arguments

on processing studies. More recently, other ssarf experimental data

have been cited as evidence that gramnhatidheory is at odds
prigeessing facts and hence lacks psychologicatyeal

It seems to me that negative conclusiormseth on processing studies
about psychological reality of grammatical thyeoare not compelling.

Any theory that is based on psychological datalesdas its principal

goal the explanation of those data is ipso fagisyahological theory. A

theory that does this correctly is a theory witkyghological reality’; a

theory that fails to accomplish this lacks psychaal reality.

Now, where does grammatical theory fit into thistypie? Largely, but

not exclusively, its data base has been speakesjections about the
well-formedness and interpretation of sentenceelguntrospections

count as psychological data if anything does.df thiere all there were

to it, then the constructs of grammaticaheary could be considered
psychologically real to the extent that they caiyeexplained such data.

But that isnot all there isto it. Introspens are only one of many

potential sources of psychological dateboud language. Data from
studies of speech perception and sentengecessing also cour
psychological data. So do data gleaned frobservations of aphasic

speech, speech errors, and the acquisitibn language by native
and-native  speakers. A psychologically redheory of grammar must
therefore = be judged on more  than its ability to plxn
spedies, it must be shown to be compatible thvéll these sources of

data.
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4.0 CONCLUSION

We have tried in this wunit to preserd critique of Chomsky’s
transformational-generative grammar. In spi@f the criticisms
discussed above, transformational generative gramenzains the most

popular grammatical model in use today in the asslyf language.

5.0 SUMMARY

In this unit, you have learnt about:

* the merits of transformational generative gramraad

ethe criticisms of some concepts ofangformational generative
grammar

6.0 TUTOR-MARKED ASSIGNMENT

1. Discuss three ways by which Transfaional Generative
grammar has influenced language analysis sincedt sixties.

2. Discuss three criticisms against Trams&gional Generative
grammar.

3. How sustainable are the criticisms you discugsed
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