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ABOUT THE COVER

The cover contains two paintings of horse heart cytochrome c.
The upper painting, which was drawn by Irving Geis in
collaboration with Richard Dickerson, was designed to
show the influence of amino acid side chains on the
protein’s three-dimensional folding pattern. The lower
painting, also made by Geis, is of cytochrome c illuminated
by its single iron atom in which its hydrophobic side chains
are drawn in green. These paintings were made in the 1970s,
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when only a handful of protein structures were known
(around 70,000 are now known) and the personal comput-
ers that we presently use to visualize them were many
years in the future. It reminds us that biochemistry is a
process that is driven by the creativity of the human mind.
Our visualization tools have developed from pen, ink, and
colored pencils to sophisticated computers and software.
Without creativity, however, these tools have little use.



PREFACE

Biochemistry is a field of enormous fascination and utility,
arising, no doubt, from our own self-interest. Human wel-
fare, particularly its medical and nutritional aspects, has
been vastly improved by our rapidly growing understand-
ing of biochemistry. Indeed, scarcely a day passes without
the report of a biomedical discovery that benefits a signifi-
cant portion of humanity. Further advances in this rapidly
expanding field of knowledge will no doubt lead to even
more spectacular gains in our ability to understand nature
and to control our destinies. It is therefore essential that in-
dividuals embarking on a career in biomedical sciences be
well versed in biochemistry.

This textbook is a distillation of our experiences in
teaching undergraduate and graduate students at the Uni-
versity of Pennsylvania and Swarthmore College and is in-
tended to provide such students with a thorough grounding
in biochemistry. We assume that students who use this text-
book have had the equivalent of one year of college chem-
istry and sufficient organic chemistry so that they are famil-
iar with basic principles and nomenclature. We also assume
that students have taken a one-year college course in gen-
eral biology in which elementary biochemical concepts
were discussed. Students who lack these prerequisites are
advised to consult the appropriate introductory textbooks
in those subjects.

NEW TO THIS EDITION

Since the third edition of Biochemistry was published in
2004, the field of biochemistry has continued its phenom-
enal and rapidly accelerating growth. This remarkable
expansion of our knowledge, the work of many thousands
of talented and dedicated scientists, has been characterized
by numerous new paradigms, as well as an enormous en-
richment of almost every aspect of the field. For example,
the number of known protein and nucleic acid structures as
determined by X-ray and NMR techniques has increased
by over 3-fold. Moreover, the quality and complexity of
these structures, which include numerous membrane pro-
teins, has significantly improved, thereby providing enor-
mous advances in our understanding of structural bio-
chemistry. Bioinformatics, an only recently coined word,
has come to dominate the way that many aspects of bio-
chemistry are conceived and practiced. Since the third edi-
tion of Biochemistry was published, the number of known
genome sequences has increased by over 10-fold and the
goal of personalized medicine to determine the genome se-
quence of each individual seems to be within reach. Like-
wise, the state of knowledge has exploded in such subdisci-
plines as eukaryotic and prokaryotic molecular biology,
metabolic control, protein folding, electron transport,
membrane transport, immunology, signal transduction, etc.
New and improved methodologies such as DNA microar-
rays, rapid DNA sequencing, RNAI, cryoelectron mi-
croscopy, mass spectrometry, single molecule techniques,

and robotic devices are now routinely used in the labora-
tory to answer questions that seemed entirely out of reach
a decade ago. Indeed, these advances have affected our
everyday lives in that they have changed the way that med-
icine is practiced, the way that we protect our own health,
and the way in which food is produced.

THEMES

In writing this textbook we have emphasized several
themes. First, biochemistry is a body of knowledge com-
piled by people through experimentation. In presenting
what is known, we therefore stress how we have come to
know it. The extra effort the student must make in follow-
ing such a treatment, we believe, is handsomely repaid
since it engenders the critical attitudes required for success
in any scientific endeavor. Although science is widely por-
trayed as an impersonal subject, it is, in fact, a discipline
shaped through the often idiosyncratic efforts of individual
scientists. We therefore identify some of the major contrib-
utors to biochemistry (most of whom are still profession-
ally active) and, in many cases, consider the approaches
they have taken to solve particular biochemical puzzles.
Students should realize, however, that most of the work
described could not have been done without the dedi-
cated and often indispensable efforts of numerous co-
workers.

The unity of life and its variation through evolution is a
second dominant theme running through the text. Cer-
tainly one of the most striking characteristics of life on
earth is its enormous variety and adaptability. Yet, bio-
chemical research has amply demonstrated that all living
things are closely related at the molecular level. As a con-
sequence, the molecular differences among the various
species have provided intriguing insights into how organ-
isms have evolved from one another and have helped de-
lineate the functionally significant portions of their molec-
ular machinery.

A third major theme is that biological processes are or-
ganized into elaborate and interdependent control net-
works. Such systems permit organisms to maintain rela-
tively constant internal environments, to respond rapidly
to external stimuli, and to grow and differentiate.

A fourth theme is that biochemistry has important med-
ical consequences. We therefore frequently illustrate bio-
chemical principles by examples of normal and abnormal
human physiology and discuss the mechanisms of action of
a variety drugs.

ORGANIZATION AND COVERAGE

As the information explosion in biochemistry has been oc-
curring, teachers have been exploring more active learning
methods such as problem-based learning, discovery-based
learning, and cooperative learning. These new teaching and
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learning techniques involve more interaction among stu-
dents and teachers and, most importantly, require more in-
class time. In writing the fourth edition of this textbook, we
have therefore been faced with the dual pressures of in-
creased content and pedagogical innovation. We have re-
sponded to this challenge by presenting the subject matter
of biochemistry as thoroughly and accurately as we can so
as to provide students and instructors alike with this infor-
mation as they explore various innovative learning strate-
gies. In this way we deal with the widespread concern that
these novel methods of stimulating student learning tend
to significantly diminish course content. We have thus writ-
ten a textbook that permits teachers to direct their students
to areas of content that can be explored outside of class as
well as providing material for in-class discussion.

We have reported many of the advances that have
occurred in the last seven years in the fourth edition of Bio-
chemistry and have thereby substantially enriched nearly
all of its sections. Nevertheless, the basic organization of
the fourth edition remains the same as that of the third
edition.

The text is organized into five parts:

I. Introduction and Background: An introductory
chapter followed by chapters that review the properties of
aqueous solutions and the elements of thermodynamics.

Il. Biomolecules: A description of the structures and
functions of proteins, nucleic acids, carbohydrates, and lipids.

Ill. Mechanisms of Enzyme Action: An introduc-
tion to the properties, reaction kinetics, and catalytic mech-
anisms of enzymes.

IV. Metabolism: A discussion of how living things syn-
thesize and degrade carbohydrates, lipids, amino acids, and
nucleotides with emphasis on energy generation and con-
sumption.

V. Expression and Transmission of Genetic In-
formation: An expansion of the discussion of nucleic acid
structure that is given in Part II followed by an exposition
of both prokaryotic and eukaryotic molecular biology.

This organization permits us to cover the major areas of
biochemistry in a logical and coherent fashion. Yet, modern
biochemistry is a subject of such enormous scope that to
maintain a relatively even depth of coverage throughout
the text, we include more material than most one-year bio-
chemistry courses will cover in detail. This depth of cover-
age, we feel, is one of the strengths of this book; it permits
the instructor to teach a course of his/her own design and
yet provide the student with a resource on biochemical
subjects not emphasized in the course.

The order in which the subject matter of the text is pre-
sented more or less parallels that of most biochemistry
courses. However, several aspects of the textbook’s organi-
zation deserve comment:

1. Chapter 5 (Nucleic Acids, Gene Expression, and
Recombinant DNA Technology) introduces molecular
biology early in the narrative in response to the central

role that recombinant DNA technology has come to play
in modern biochemistry. Likewise, the burgeoning field
of bioinformatics is discussed in a separate section of
Chapter 7.

2. We have split our presentation of thermodynamics
between two chapters. Basic thermodynamic principles—
enthalpy, entropy, free energy, and equilibrium—are dis-
cussed in Chapter 3 because these subjects are prerequi-
sites for understanding structural biochemistry, enzyme
mechanisms, and kinetics. Metabolic aspects of thermody-
namics—the thermodynamics of phosphate compounds
and oxidation-reduction reactions—are presented in
Chapter 16 since knowledge of these subjects is not
required until the chapters that follow.

3. Techniques of protein purification are described in a
separate chapter (Chapter 6) that precedes the discussions
of protein structure and function. We have chosen this or-
der so that students will not feel that proteins are some-
how “pulled out of a hat.” Nevertheless, Chapter 6 has
been written as a resource chapter to be consulted repeat-
edly as the need arises. Techniques of nucleic acid purifica-
tion are also discussed in that chapter for the above-
described reasons.

4. Chapter 10 describes the properties of hemoglobin in
detail so as to illustrate concretely the preceding discus-
sions of protein structure and function. This chapter intro-
duces allosteric theory to explain the cooperative nature
of hemoglobin oxygen binding. The subsequent extension
of allosteric theory to enzymology in Chapter 13 is then a
straightforward matter.

5. Concepts of metabolic control are presented in the chap-
ters on glycolysis (Chapter 17) and glycogen metabolism
(Chapter 18) through the consideration of flux generation,
allosteric regulation, substrate cycles, covalent enzyme
modification, cyclic cascades, and a discussion of metabolic
control analysis. We feel that these concepts are best under-
stood when studied in metabolic context rather than as in-
dependent topics.

6. The rapid growth in our knowledge of biological signal
transduction necessitates that this important subject have
its own chapter, Chapter 19.

7. There is no separate chapter on coenzymes. These sub-
stances, we feel, are more logically studied in the context of
the enzymatic reactions in which they participate.

8. Glycolysis (Chapter 17), glycogen metabolism (Chapter
18), the citric acid cycle (Chapter 21), and electron trans-
port and oxidative phosphorylation (Chapter 22) are de-
tailed as models of general metabolic pathways with em-
phasis placed on many of the catalytic and control
mechanisms of the enzymes involved. The principles illus-
trated in these chapters are reiterated in somewhat less de-
tail in the other chapters of Part IV.



9. Consideration of membrane transport (Chapter 20) pre-
cedes that of mitochondrially based metabolic pathways
such as the citric acid cycle, electron transport, and oxida-
tive phosphorylation. In this manner, the idea of the com-
partmentalization of biological processes can be easily as-
similated. Chapter 20 also contains a discussion of
neurotransmission because it is intimately involved with
membrane transport.

10. Discussions of both the synthesis and the degradation
of lipids have been placed in a single chapter (Chapter 25),
as have the analogous discussions of amino acids (Chapter
26) and nucleotides (Chapter 28).

11. Energy metabolism is summarized and integrated in
terms of organ specialization in Chapter 27, following the de-
scriptions of carbohydrate, lipid, and amino acid metabolism.

12. The principles of both prokaryotic and eukaryotic mo-
lecular biology are expanded from their introduction in
Chapter 5 in sequential chapters on DNA replication, re-
pair and recombination (Chapter 30), transcription (Chap-
ter 31), and translation (Chapter 32). Viruses (Chapter 33)
are then considered as paradigms of more complex cellular
functions, followed by discussions of eukaryotic gene ex-
pression (Chapter 34).

13. Chapter 35, the final chapter, is a series of minichapters
that describe the biochemistry of a variety of well-charac-
terized human physiological processes: blood clotting, the
immune response, and muscle contraction.

14. Chapters 33,34, and 35 are available on the Book Com-
panion Site (www.wiley.com/college/voet) with the same
appearance and level of detail as the chapters in the
printed textbook.

Student and Instructor Resources  ix

The old adage that you learn a subject best by teaching
it simply indicates that learning is an active rather than a
passive process. The problems we provide at the end of
each chapter are therefore designed to make students
think rather than to merely regurgitate poorly assimilated
and rapidly forgotten information. Few of the problems are
trivial and some of them (particularly those marked with
an asterisk) are quite difficult. Yet, successfully working
out such problems can be one of the most rewarding as-
pects of the learning process. Only by thinking long and
hard for themselves can students make a body of knowl-
edge truly their own. The answers to the problems are
worked out in detail in the Solutions Manual for this text.
The manual can be an effective learning tool, however,
only if the student makes a serious effort to solve a prob-
lem before looking up its answer.

We have included lists of references at the end of every
chapter to provide students with starting points for inde-
pendent biochemical explorations. The enormity of the
biochemical research literature prevents us from giving all
but a few of the most seminal research reports. Rather, we
list what we have found to be the most useful reviews and
monographs on the various subjects covered in each
chapter.

Finally, although we have made every effort to make
this text error free, we are under no illusions that we have
done so. Thus, we are particularly grateful to the many
readers of previous editions, students and faculty alike,
who have taken the trouble to write us with suggestions on
how to improve the textbook and to point out errors they
have found. We earnestly hope that the readers of the
fourth edition will continue this practice.

Donald Voet
Judith G. Voet

STUDENT AND INSTRUCTOR RESOURCES

The Book Companion Site for Biochemistry
(www.wiley.com/college/voet) provides online resources
for both students and instructors. These online resources
are designed to enhance student understanding of bio-
chemistry. They are all keyed to figures or sections in the
text and called out in the text with a red mouse icon gf,.

Bioinformatics Exercises: A set of exercises cover the
contents and uses of databases related to nucleic acids, pro-
tein sequences, protein structures, enzyme inhibition, and
other topics. These exercises, written by Paul Craig,
Rochester Institute of Technology, Rochester, New York,
use real data sets, pose specific questions, and prompt stu-
dents to obtain information from online databases and to
access the software tools for analyzing such data.

Guided Explorations: 30 self-contained presentations,
many with narration, employ extensive animated com-

puter graphics to enhance student understanding of key
topics.

Interactive Exercises: 58 molecular structures from the
text have been rendered in Jmol by Stephen Rouse. Jmol is
a browser-independent interface for manipulating struc-
tures in three dimensions, and structures are paired with
questions designed to facilitate comprehension of con-
cepts. A Tutorial for using Jmol is also provided.

Kinemages: A set of 22 exercises comprising 55 three-
dimensional images of selected protein and nucleic acids
that can be manipulated by users as suggested by accompa-
nying text.

Animated Figures: 67 figures from the text, illustrating
various concepts, techniques, and processes, are presented
as brief animations to facilitate learning.
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Case Studies: A set of 33 case studies by Kathleen Cor-
nely, Providence College, Providence, Rhode Island, use
problem-based learning to promote understanding of bio-
chemical concepts. Each case presents data from the litera-
ture and asks questions that require students to apply prin-
ciples to novel situations often involving topics from
multiple chapters in the textbook.

In addition, a printed Solutions Manual containing detailed
solutions for all of the textbook’s end-of-chapter problems
is available for purchase.

FOR INSTRUCTORS

e PowerPoint Slides of all the figures and tables in the
text are optimized with bold leader lines and large labels
for classroom projection. The figures and tables are also
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It is usually easy to decide whether or not something is
alive. This is because living things share many common at-
tributes, such as the capacity to extract energy from nutri-
ents to drive their various functions, the power to actively
respond to changes in their environment, and the ability to
grow, to differentiate, and—perhaps most telling of all—to
reproduce. Of course, a given organism may not have all of
these traits. For example, mules, which are obviously alive,
rarely reproduce. Conversely, inanimate matter may ex-
hibit some lifelike properties. For instance, crystals may
grow larger when immersed in a supersaturated solution of
the crystalline material. Therefore, life, as are many other
complex phenomena, is perhaps impossible to define in a
precise fashion. Norman Horowitz, however, proposed a
useful set of criteria for living systems: Life possesses the
properties of replication, catalysis, and mutability. Much of
this text is concerned with the manner in which living or-
ganisms exhibit these properties.

Biochemistry is the study of life on the molecular level.
The significance of such studies is greatly enhanced if they

Life

CHAPTE

are related to the biology of the corresponding organisms
or even communities of such organisms. This introductory
chapter therefore begins with a synopsis of the biological
realm. This is followed by an outline of biochemistry, a re-
view of genetics, a discussion of the origin of life, and fi-
nally, an introduction to the biochemical literature.

1 PROKARYOTES

It has long been recognized that life is based on morpho-
logical units known as cells. The formulation of this con-
cept is generally attributed to an 1838 paper by Matthias
Schleiden and Theodor Schwann, but its origins may be
traced to the seventeenth century observations of early mi-
croscopists such as Robert Hooke. There are two major
classifications of cells: the eukaryotes (Greek: eu, good or
true + karyon, kernel or nut), which have a membrane-
enclosed nucleus encapsulating their DNA (deoxyribonucleic
acid); and the prokaryotes (Greek: pro, before), which lack
this organelle. Prokaryotes, which comprise the various
types of bacteria, have relatively simple structures and are
invariably unicellular (although they may form filaments
or colonies of independent cells). They are estimated to
represent about half of Earth’s biomass. Eukaryotes, which
may be multicellular as well as unicellular, are vastly more
complex than prokaryotes. (Viruses, which are much sim-
pler entities than cells, are not classified as living because
they lack the metabolic apparatus to reproduce outside
their host cells. They are essentially large molecular aggre-
gates.) This section is a discussion of prokaryotes. Eukary-
otes are considered in the following section.

A. Form and Function

Prokaryotes are the most numerous and widespread or-
ganisms on Earth. This is because their varied and often
highly adaptable metabolisms suit them to an enormous
variety of habitats. Besides inhabiting our familiar temper-
ate and aerobic environment, certain types of bacteria may
thrive in or even require conditions that are hostile to eu-
karyotes such as unusual chemical environments, high tem-
peratures (as high as 130°C), and lack of oxygen. Moreover,
the rapid reproductive rate of prokaryotes (optimally <20
min per cell division for many species) permits them to
take advantage of transiently favorable conditions, and



4  Chapter 1. Life

conversely, the ability of many bacteria to form resistant
spores allows them to survive adverse conditions.

a. Prokaryotes Have Relatively Simple Anatomies

Prokaryotes, which were first observed in 1683 by the in-
ventor of the microscope, Antonie van Leeuwenhoek, have
sizes that are mostly in the range 1 to 10 um. They have one
of three basic shapes (Fig. 1-1): spheroidal (cocci), rodlike
(bacilli), and helically coiled (spirilla), but all have the
same general design (Fig. 1-2). They are bounded, as are all
cells, by an ~70-A-thick cell membrane (plasma mem-
brane), which consists of a lipid bilayer containing embed-
ded proteins that control the passage of molecules in and
out of the cell and catalyze a variety of reactions. The cells
of most prokaryotic species are surrounded by a rigid, 30-
to 250-A-thick polysaccharide cell wall that mainly func-
tions to protect the cell from mechanical injury and to pre-
vent it from bursting in media more osmotically dilute than
its contents. Some bacteria further encase themselves in a
gelatinous polysaccharide capsule that protects them from
the defenses of higher organisms. Although prokaryotes
lack the membranous subcellular organelles characteristic
of eukaryotes (Section 1-2), their plasma membranes may
be infolded to form multilayered structures known as
mesosomes. The mesosomes are thought to serve as the
site of DNA replication and other specialized enzymatic
reactions.

The prokaryotic cytoplasm (cell contents) is by no
means a homogeneous soup. Its single chromosome (DNA
molecule, several copies of which may be present in a rap-
idly growing cell) is condensed to form a body known as a
nucleoid. The cytoplasm also contains numerous species of
RNA (ribonucleic acid), a variety of soluble enzymes (pro-
teins that catalyze specific reactions), and many thousands
of 250-A-diameter particles known as ribosomes, which
are the sites of protein synthesis.

Ribosomes

Mesosome

Figure 1-2 Schematic diagram of a prokaryotic cell.

Anabaena (a cyanobacterium)

r'—"‘“ﬂ

A spirochete

. Escherichia coli

Large Bacillus

R
oo S

Three species of
Mycoplasma

0 Staphylococcus

- Rickettsia

| 10 m |

Figure 1-1 Scale drawings of some prokaryotic cells.

Many bacterial cells bear one or more whiplike ap-
pendages known as flagella, which are used for locomotion
(Section 35-31). Certain bacteria also have filamentous
projections named pili, some types of which function as
conduits for DNA during sexual conjugation (a process in
which DNA is transferred from one cell to another;
prokaryotes usually reproduce by binary fission) or aid in
the attachment of the bacterium to a host organism’s cells.

The bacterium Escherichia coli (abbreviated E. coli
and named after its discoverer, Theodor Escherich) is the

Flagella
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Figure 1-3 Electron micrographs of E. coli cells. (a) Stained to show internal structure.
(b) Stained to reveal flagella and pili. [a: CNRI/Photo Researchers; b: Courtesy of Howard Berg,

Harvard University.]

biologically most well-characterized organism as a result of
its intensive biochemical and genetic study over the past 70
years. Indeed, much of the subject matter of this text deals
with the biochemistry of E. coli. Cells of this normal inhab-
itant of the higher mammalian colon (Fig. 1-3) are typically
2-pm-long rods that are 1 wm in diameter and weigh ~2 X
1072 g. Its DNA, which has a molecular mass of 2.5 X 10’
daltons (D),* encodes ~4300 proteins (of which only ~60
to 70% have been identified), although, typically, only
~2600 different proteins are present in a cell at any given
time. Altogether an E. coli cell contains 3 to 6 thousand dif-
ferent types of molecules, including proteins, nucleic acids,
polysaccharides, lipids, and various small molecules and
ions (Table 1-1).

b. Prokaryotes Employ a Wide Variety of Metabolic

Energy Sources

The nutritional requirements of the prokaryotes are
enormously varied. Autotrophs (Greek: autos, self +
trophikos, to feed) can synthesize all their cellular con-
stituents from simple molecules such as H,O, CO,, NH3, and
H,S. Of course they need an energy source to do so as well as
to power their other functions. Chemolithotrophs (Greek:
lithos, stone) obtain their energy through the oxidation of in-
organic compounds such as NH;, H,S, or even Fe?":

2NH; + 40, — 2HNO; + 2 H,O
HQS + 2 02 E— H2$O4
4FeCO; + O, + 6 H,O — 4 Fe(OH); + 4 CO,

Indeed, studies have revealed the existence of extensive al-

*The molecular mass of a particle may be expressed in units of dal-
tons, which are defined as 1/12th the mass of a '>C atom [atomic mass
units (amu)]. Alternatively, this quantity may be expressed in terms of
molecular weight, a dimensionless quantity defined as the ratio of the
particle mass to 1/12th the mass of a 'C atom and symbolized M, (for
relative molecular mass). In this text, we shall refer to the molecular
mass of a particle rather than to its molecular weight.

Table 1-1 Molecular Composition of E. coli

Component Percentage by Weight

H,0 70
Protein 15

Nucleic acids:
DNA
RNA
Polysaccharides and precursors
Lipids and precursors
Other small organic molecules

—_— =N W N =

Inorganic ions

Source: Watson, J.D., Molecular Biology of the Gene (3rd ed.), p. 69,
Benjamin (1976).

beit extremely slow-growing colonies of chemolithotrophs
that live as far as 5 kilometers underground and whose ag-
gregate biomass appears to rival that of surface-dwelling
organisms.

Photoautotrophs are autotrophs that obtain energy via
photosynthesis (Chapter 24), a process in which light en-
ergy powers the transfer of electrons from inorganic
donors to CO, yielding carbohydrates [(CH,0),]. In the
most widespread form of photosynthesis, the electron
donor in the light-driven reaction sequence is H,O.

n C02 + nH2O — CHzon +n 02

This process is carried out by cyanobacteria (e.g., the green
slimy organisms that grow on the walls of aquariums;
cyanobacteria were formerly known as blue-green algae),
as well as by plants. This form of photosynthesis is thought
to have generated the O, in Earth’s atmosphere. Some
species of cyanobacteria have the ability to convert N,
from the atmosphere to organic nitrogen compounds. This
nitrogen fixation capacity gives them the simplest nutritional
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requirements of all organisms: With the exception of their
need for small amounts of minerals, they can literally live
on sunlight and air.

In a more primitive form of photosynthesis, substances
such as H,, H,S, thiosulfate, or organic compounds are the
electron donors in light-driven reactions such as

n CO, + 2n H,S — CH,0O, + n H,O + 2n S

The purple and the green photosynthetic bacteria that
carry out these processes occupy such oxygen-free habitats
as shallow muddy ponds in which H,S is generated by rot-
ting organic matter.

Heterotrophs (Greek: hetero, other) obtain energy
through the oxidation of organic compounds and hence are
ultimately dependent on autotrophs for these substances.
Obligate aerobes (which include animals) must utilize O,,
whereas anaerobes employ oxidizing agents such as sulfate
(sulfate-reducing bacteria) or nitrate (denitrifying bacte-
ria). Many organisms can partially metabolize various or-
ganic compounds in intramolecular oxidation-reduction
processes known as fermentation. Facultative anaerobes
such as E. coli can grow in either the presence or the ab-
sence of O,. Obligate anaerobes, in contrast, are poisoned
by the presence of O,. Their metabolisms are thought to re-
semble those of the earliest life-forms (which arose over
3.8 billion years ago when Earth’s atmosphere lacked O,;
Section 1-5B). At any rate, there are few organic com-
pounds that cannot be metabolized by some prokaryotic
organism.

B. Prokaryotic Classification

The traditional methods of taxonomy (the science of bio-
logical classification), which are based largely on the
anatomical comparisons of both contemporary and fossil
organisms, are essentially inapplicable to prokaryotes. This
is because the relatively simple cell structures of prokary-
otes, including those of ancient bacteria as revealed by
their microfossil remnants, provide little indication of their
phylogenetic relationships (phylogenesis: evolutionary de-
velopment). Compounding this problem is the observation
that prokaryotes exhibit little correlation between form
and metabolic function. Moreover, the eukaryotic defini-
tion of a species as a population that can interbreed is
meaningless for the asexually reproducing prokaryotes.
Consequently, the conventional prokaryotic classification
schemes are rather arbitrary and lack the implied evolu-
tionary relationships of the eukaryotic classification
scheme (Section 1-2B).

In the most widely used prokaryotic classification
scheme, the prokaryotae (also known as monera) have two
divisions: the cyanobacteria and the bacteria. The latter are
further subdivided into 19 parts based on their various dis-
tinguishing characteristics, most notably cell structure,
metabolic behavior, and staining properties.

A simpler classification scheme, which is based on cell
wall properties, distinguishes three major types of prokary-
otes: the mycoplasmas, the gram-positive bacteria, and the

gram-negative bacteria. Mycoplasmas lack the rigid cell
wall of other prokaryotes. They are the smallest of all living
cells (as small as 0.12 pm in diameter, Fig. 1-1) and possess
~20% of the DNA of an E. coli. Presumably this quantity of
genetic information approaches the minimum amount nec-
essary to specify the essential metabolic machinery re-
quired for cellular life. Gram-positive and gram-negative
bacteria are distinguished according to whether or not they
take up gram stain (a procedure developed in 1884 by
Christian Gram in which heat-fixed cells are successively
treated with the dye crystal violet and iodine and then
destained with either ethanol or acetone). Gram-negative
bacteria possess a complex outer membrane that surrounds
their cell wall and excludes gram stain, whereas gram-positive
bacteria lack such a membrane (Section 11-3B).

The development, in recent decades, of techniques for
determining amino acid sequences in proteins (Section 7-1)
and base sequences in nucleic acids (Section 7-2A) has
provided abundant indications as to the genealogical rela-
tionships between organisms. Indeed, these techniques
make it possible to place these relationships on a quantita-
tive basis, and thus to construct a phylogenetically based
classification system for prokaryotes.

By the analysis of ribosomal RNA sequences, Carl
Woese showed that a group of prokaryotes he named the
Archaea (also known as the archaebacteria) are as distantly
related to the other prokaryotes, the Bacteria (also called
the eubacteria), as both of these groups are to the Eukarya
(the eukaryotes). The Archaea initially appeared to con-
stitute three different kinds of unusual organisms: the
methanogens, obligate anaerobes that produce methane
(marsh gas) by the reduction of CO, with H,; the halobac-
teria, which can live only in concentrated brine solutions
(>2M NaCl); and certain thermoacidophiles, organisms
that inhabit acidic hot springs (~90°C and pH < 2). How-
ever, recent evidence indicates that ~40% of the microor-
ganisms in the oceans are Archaea, and hence they may be
the most common form of life on Earth.

On the basis of a number of fundamental biochemical
traits that differ among the Archaea, the Bacteria, and the
Eukarya, but that are common within each group, Woese
proposed that these groups of organisms constitute the
three primary urkingdoms or domains of evolutionary de-
scent (rather than the traditional division into prokaryotes
and eukaryotes). However, further sequence determina-
tions have revealed that the Eukarya share sequence simi-
larities with the Archaea that they do not share with the
Bacteria. Evidently, the Archaea and the Bacteria diverged
from some simple primordial life-form following which the
Eukarya diverged from the Archaea, as the phylogenetic
tree in Fig. 1-4 indicates.

2 EUKARYOTES

Eukaryotic cells are generally 10 to 100 wm in diameter
and thus have a thousand to a million times the volume of
typical prokaryotes. It is not size, however, but a profusion
of membrane-enclosed organelles, each with a specialized
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Eukarya Figure 1-4 Phylogenetic tree. This “family
Animals tree” indicates the evolutionary relationships
among the three domains of life. The root
Archaea
Fungi of the tree represents the last common
. Slime molds ung! ancestor of all life on Earth. [After Wheelis,
Bacteria ~ Plants M.L., Kandler, O., and Woese, C.R., Proc.
) Ciliates Natl. Acad. Sci. 89,2931 (1992).]
Halophiles Flagellates
Purple bacteria SIS . o
3 Methanococcus Microsporidiae
Thermoproteus

Cyanobacteria

Flavobacteria

function, that best characterizes eukaryotic cells (Fig. 1-5).
In fact, eukaryotic structure and function are more complex
than those of prokaryotes at all levels of organization, from
the molecular level on up.

Eukaryotes and prokaryotes have developed according
strategies.

to fundamentally different evolutionary

Nucleus

.—— Nucleolus

Chromatin

ribosomes

Endoplasmic
reticulum

Rough endplasmic
reticulum

Smooth endoplasmic reticulum

Figure 1-5 Schematic diagram of an animal cell accompanied
by electron micrographs of its organelles. [Nucleus: Tektoff-RM,

CNRI/Photo Researchers; rough endoplasmic reticulum: Pietro
M. Motta & Tomonori Naguro/Photo Researchers, Inc. and Golgi

Lysosome

Prokaryotes have exploited the advantages of simplicity
and miniaturization: Their rapid growth rates permit them
to occupy ecological niches in which there may be drastic
fluctuations of the available nutrients. In contrast, the com-
plexity of eukaryotes, which renders them larger and more
slowly growing than prokaryotes, gives them the competitive

Centrioles
Golgi
apparatus e

Vacuole

Cell membrane

apparatus: Secchi-Lecaque/Roussel-UCLAF/CNRI/Photo
Researchers, Inc.; smooth endoplasmic reticulum: David M. Phillips/
Visuals Unlimited; mitochondrion: CNRI/Photo Researchers;
lysosome: Biophoto Associates/Photo Researchers. ]
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Figure 1-6
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advantage in stable environments with limited resources
(Fig. 1-6). It is therefore erroneous to consider prokaryotes
as evolutionarily primitive with respect to eukaryotes. Both
types of organisms are well adapted to their respective
lifestyles.

The earliest known microfossils of eukaryotes date from
~1.4 billion years ago, some 2.4 billion years after life
arose. This observation supports the classical notion that
eukaryotes are descended from a highly developed
prokaryote, possibly a mycoplasma. The differences be-
tween eukaryotes and modern prokaryotes, however, are
so profound as to render this hypothesis improbable. Per-
haps the early eukaryotes, which according to Woese’s evi-
dence evolved from a primordial life-form, were relatively
unsuccessful and hence rare. Only after they had devel-
oped some of the complex organelles described in the fol-
lowing section did they become common enough to gener-
ate significant fossil remains.

A. Cellular Architecture

Eukaryotic cells, like prokaryotes, are bounded by a plasma
membrane. The large size of eukaryotic cells results in their
surface-to-volume ratios being much smaller than those of
prokaryotes (the surface area of an object increases as the
square of its radius, whereas volume does so as the cube).
This geometrical constraint, coupled with the fact that many

oW RE A
JaRTuRED SLVE
MoW - NoT A
PROKARYOTE!

. WE CAN'T OUT-RUN,
OUT- GUN oR OYT- DISTANCE
THESE MULTICELL ORGANISMS
BUT WE CAN OuT-GRow 7
AND OuT-BREED ’gm1

[Drawing by T.A. Bramley, in Carlile, M., Trends Biochem. Sci. 7,128 (1982).

essential enzymes are membrane associated, partially ra-
tionalizes the large amounts of intracellular membranes in
eukaryotes (the plasma membrane typically constitutes
<10% of the membrane in a eukaryotic cell). Since all the
matter that enters or leaves a cell must somehow pass
through its plasma membrane, the surface areas of many
eukaryotic cells are increased by numerous projections
and/or invaginations (Fig. 1-7). Moreover, portions of the
plasma membrane often bud inward, in a process known as
endocytosis, so that the cell surrounds portions of the exter-
nal medium. Thus eukaryotic cells can engulf and digest
food particles such as bacteria, whereas prokaryotes are
limited to the absorption of individual nutrient molecules.
The reverse of endocytosis, a process termed exocytosis, is a
common eukaryotic secretory mechanism.

a. The Nucleus Contains the Cell’s DNA

The nucleus, the eukaryotic cell’s most conspicuous or-
ganelle, is the repository of its genetic information. This in-
formation is encoded in the base sequences of DNA mole-
cules that form the discrete number of chromosomes
characteristic of each species. The chromosomes consist of
chromatin, a complex of DNA and protein. The amount of
genetic information carried by eukaryotes is enormous; for
example, a human cell has over 700 times the DNA of E.
coli [in the terms commonly associated with computer
memories, the genome (genetic complement) in each human



Figure 1-7 Scanning electron micrograph of a fibroblast.
[Courtesy of Guenther Albrecht-Buehler, Northwestern
University.|

cell specifies around 800 megabytes of information—about
200 times the information content of this text]. Within the
nucleus, the genetic information encoded by the DNA is
transcribed into molecules of RNA (Chapter 31), which, af-
ter extensive processing, are transported to the cytoplasm
(in eukaroytes, the cell contents exclusive of the nucleus),
where they direct the ribosomal synthesis of proteins
(Chapter 32). The nuclear envelope consists of a double
membrane that is perforated by numerous ~90-A-wide
pores that regulate the flow of proteins and RNA between
the nucleus and the cytoplasm.

The nucleus of most eukaryotic cells contains at least
one dark-staining body known as the nucleolus, which is
the site of ribosomal assembly. It contains chromosomal
segments bearing multiple copies of genes specifying ribo-
somal RNA. These genes are transcribed in the nucleolus,
and the resulting RNA is combined with ribosomal proteins
that have been imported from their site of synthesis in the
cytosol (the cytoplasm exclusive of its membrane-bound or-
ganelles). The resulting immature ribosomes are then ex-
ported to the cytosol, where their assembly is completed.
Thus protein synthesis occurs almost entirely in the cytosol.

b. The Endoplasmic Reticulum and the Golgi

Apparatus Function to Modify Membrane-Bound

and Secretory Proteins

The most extensive membrane in the cell, which was dis-
covered in 1945 by Keith Porter, forms a labyrinthine com-
partment named the endoplasmic reticulum. A large por-
tion of this organelle, called the rough endoplasmic
reticulum, is studded with ribosomes that are engaged in
the synthesis of proteins that are either membrane-bound
or destined for secretion. The smooth endoplasmic reticu-
lum, which is devoid of ribosomes, is the site of lipid syn-
thesis. Many of the products synthesized in the endoplas-
mic reticulum are eventually transported to the Golgi
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apparatus (named after Camillo Golgi, who first described
it in 1898), a stack of flattened membranous sacs in which
these products are further processed (Section 23-3B).

c. Mitochondria Are the Site of Oxidative

Metabolism

The mitochondria (Greek: mitos, thread + chondros,
granule) are the site of cellular respiration (acrobic metab-
olism) in almost all eukaryotes. These cytoplasmic or-
ganelles, which are large enough to have been discovered
by nineteenth century cytologists, vary in their size and
shape but are often ellipsoidal with dimensions of around
1.0 X 2.0 pm—much like a bacterium. A eukaryotic cell
typically contains on the order of 2000 mitochondria, which
occupy roughly one-fifth of its total cell volume.

The mitochondrion, as the electron microscopic studies of
George Palade and Fritjof Sjostrand first revealed, has two
membranes: a smooth outer membrane and a highly folded
inner membrane whose invaginations are termed cristae
(Latin: crests). Thus the mitochondrion contains two com-
partments, the intermembrane space and the internal matrix
space. The enzymes that catalyze the reactions of respiration
are components of either the gel-like matrix or the inner mi-
tochondrial membrane. These enzymes couple the energy-
producing oxidation of nutrients to the energy-requiring syn-
thesis of adenosine triphosphate (ATP; Section 1-3B and
Chapter 22). Adenosine triphosphate, after export to the rest
of the cell, fuels its various energy-consuming processes.

Mitochondria are bacteria-like in more than size and
shape. Their matrix space contains mitochondrion-specific
DNA, RNA, and ribosomes that participate in the synthe-
sis of several mitochondrial components. Moreover, they
reproduce by binary fission, and the respiratory processes
that they mediate bear a remarkable resemblance to those
of modern aerobic bacteria. These observations led to the
now widely accepted hypothesis championed by Lynn
Margulis that mitochondria evolved from originally free-
living gram-negative aerobic bacteria, which formed a sym-
biotic relationship with a primordial anaerobic eukaryote.
The eukaryote-supplied nutrients consumed by the bacte-
ria were presumably repaid severalfold by the highly effi-
cient oxidative metabolism that the bacteria conferred on
the eukaryote. This hypothesis is corroborated by the ob-
servation that the amoeba Pelomyxa palustris, one of the
few eukaryotes that lack mitochondria, permanently har-
bors aerobic bacteria in such a symbiotic relationship.

d. Lysosomes and Peroxisomes Are Containers

of Degradative Enzymes

Lysosomes, which were discovered in 1949 by Christian
de Duve, are organelles bounded by a single membrane
that are of variable size and morphology, although most
have diameters in the range 0.1 to 0.8 pm. Lysosomes,
which are essentially membranous bags containing a large
variety of hydrolytic enzymes, function to digest materials
ingested by endocytosis and to recycle cellular components
(Section 32-6). Cytological investigations have revealed
that lysosomes form by budding from the Golgi apparatus.
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Peroxisomes (also known as microbodies) are mem-
brane-enclosed organelles, typically 0.5 pwm in diameter,
that contain oxidative enzymes. They are so named because
some peroxisomal reactions generate hydrogen peroxide
(H,0,), a reactive substance that is either utilized in the en-
zymatic oxidation of other substances or degraded through
a disproportionation reaction catalyzed by the enzyme
catalase:

2H202 — 2H20 + 02

It is thought that peroxisomes function to protect sensitive
cell components from oxidative attack by H,O,. Certain
plants contain a specialized type of peroxisome, the gly-
oxysome, so named because it is the site of a series of reac-
tions that are collectively termed the glyoxylate pathway
(Section 23-2).

e. The Cytoskeleton Organizes the Cytosol

The cytosol, far from being a homogeneous solution, is a
highly organized gel that can vary significantly in its com-
position throughout the cell. Much of its internal variability
arises from the action of the cytoskeleton, an extensive ar-
ray of filaments that gives the cell its shape and the ability
to move and is responsible for the arrangement and inter-
nal motions of its organelles (Fig. 1-8).

The most conspicuous cytoskeletal components, the mi-
crotubules, are ~250-A-diameter tubes that are composed
of the protein tubulin (Section 35-3G). They form the sup-

(a)

portive framework that guides the movements of or-
ganelles within a cell. For example, the mitotic spindle is an
assembly of microtubules and associated proteins that par-
ticipates in the separation of replicated chromosomes dur-
ing cell division. Microtubules are also major constituents
of cilia, the hairlike appendages extending from many cells,
whose whiplike motions move the surrounding fluid past
the cell or propel single cells through solution. Very long
cilia, such as sperm tails, are termed flagella (prokaryotic
flagella, which are composed of the protein flagellin, are
quite different from and unrelated to those of eukaryotes).

The microfilaments are ~90-A-diameter fibers that
consist of the protein actin. Microfilaments, as do micro-
tubules, have a mechanically supportive function. Further-
more, through their interactions with the protein myosin,
microfilaments form contractile assemblies that are re-
sponsible for many types of intracellular movements such
as cytoplasmic streaming and the formation of cellular pro-
tuberances or invaginations. More conspicuously, however,
actin and myosin are the major protein components of
muscle (Section 35-3A).

The third major cytoskeletal component, the intermedi-
ate filaments, are protein fibers that are 100 to 150 A in di-
ameter. Their prominence in parts of the cell that are sub-
ject to mechanical stress suggests that they have a
load-bearing function. For example, skin in higher animals
contains an extensive network of intermediate filaments
made of the protein keratin (Section 8-2A), which is largely

y
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(c)

Figure 71-8 Immunofluorescence micrographs showing
cytoskeletal components. Cells were treated with antibodies
raised against (a) tubulin, (b) actin, (¢) keratin, and (d) vimentin
(a protein constituent of a type of intermediate filament) and

(d

then stained with fluorescently labeled antibodies that bound to

the foregoing antibodies. [a and d: K.G. Murti/Visuals Unlimited;
b: M. Schliwa/Visuals Unlimited; c: courtesy of Mary Osborn, Max
Planck Institute for Biophysical Chemistry, Gottingen, Germany. ]



responsible for the toughness of this protective outer cov-
ering. In contrast to the case with microtubules and micro-
filaments, the proteins forming intermediate filaments vary
greatly in size and composition, both among the different
cell types within a given organism and among the corre-
sponding cell types in different organisms.

f. Plant Cells Are Enclosed by Rigid Cell Walls

Plant cells (Fig. 1-9) contain all of the previously
described organelles. They also have several additional
features, the most conspicuous of which is a rigid cell wall
that lies outside the plasma membrane. These cell walls,
whose major component is the fibrous polysaccharide
cellulose (Section 11-2C), account for the structural
strength of plants.

A vacuole is a membrane-enclosed space filled with
fluid. Although vacuoles occur in animal cells, they are
most prominent in plant cells, where they typically occupy
90% of the volume of a mature cell. Vacuoles function as
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storage depots for nutrients, wastes, and specialized materi-
als such as pigments. The relatively high concentration of
solutes inside a plant vacuole causes it to take up water os-
motically, thereby raising its internal pressure. This effect,
combined with the cell walls’ resistance to bursting, is
largely responsible for the turgid rigidity of nonwoody
plants.

g. Chloroplasts Are the Site of Photosynthesis

in Plants

One of the definitive characteristics of plants is their
ability to carry out photosynthesis. The site of photosyn-
thesis is an organelle known as the chloroplast, which,
although generally several times larger than a mitochon-
drion, resembles it in that both organelles have an inner
and an outer membrane. Furthermore, the chloroplast’s in-
ner membrane space, the stroma, is similar to the mito-
chondrial matrix in that it contains many soluble enzymes.
However, the inner chloroplast membrane is not folded

Nucleus

Nucleolus
N\

Chloroplast

Plasma membrane

i &

Figure 1-9 Drawing of a plant cell accompanied by electron
micrographs of its organelles. [Plasmodesma: Courtesy of Hilton
Mollenhauer, USDA; nucleus: Courtesy of Myron Ledbetter,
Brookhaven National Laboratory; Golgi apparatus: Courtesy of

W. Gordon Whaley, University of Texas; chloroplast: Courtesy of
Lewis Shumway, College of Eastern Utah; amyloplast: Biophoto
Associates; endoplasmic reticulum: Biophoto Associates/Photo
Researchers.]
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into cristae. Rather, the stroma encloses a third membrane
system that forms interconnected stacks of disklike sacs
called thylakoids, which contain the photosynthetic pig-
ment chlorophyll. The thylakoid uses chlorophyll-trapped
light energy to generate ATP, which is used in the stroma to
drive biosynthetic reactions forming carbohydrates and
other products (Chapter 24).

Chloroplasts, as do mitochondria, contain their own
DNA, RNA, and ribosomes, and they reproduce by fission.
Apparently chloroplasts, much like mitochondria, evolved
from an ancient cyanobacterium that took up symbiotic
residence in an ancestral nonphotosynthetic eukaryote. In
fact, several modern nonphotosynthetic eukaryotes have
just such a symbiotic relationship with authentic cyanobac-
teria. Hence most modern eukaryotes are genetic “mon-
grels” in that they simultaneously have nuclear, mitochon-
drial, and in the case of plants, chloroplast lines of descent.

B. Phylogeny and Differentiation

One of the most remarkable characteristics of eukaryotes
is their enormous morphological diversity, on both the cel-
lular and organismal levels. Compare, for example, the ar-
chitectures of the various human cells drawn in Fig. 1-10.
Similarly, recall the great anatomical differences among,
say, an amoeba, an oak tree, and a human being.

(d) Neuron

Taxonometric schemes based on gross morphology as
well as on protein and nucleic acid sequences (Sections 7-1
and 7-2) indicate that eukaryotes may be classified into
three kingdoms: Fungi, Plantae (plants), and Animalia (an-
imals). The relative structural simplicity of many unicellular
eukaryotes, however, makes their classification under this
scheme rather arbitrary. Consequently, these organisms are
usually assigned a fourth eukaryotic kingdom, the Protista.
(Note that biological classification schemes are for the con-
venience of biologists; nature is rarely neatly categorized.)
Figure 1-11 is a phylogenetic tree for eukaryotes.

Anatomical comparisons among living and fossil organ-
isms indicate that the various kingdoms of multicellular or-
ganisms independently evolved from Protista (Fig. 1-11).
The programs of growth, differentiation, and development
followed by multicellular animals (the metazoa) in their
transformation from fertilized ova to adult organisms pro-
vide a remarkable indication of this evolutionary history.
For example, all vertebrates exhibit gill-like pouches in
their early embryonic stages, which presumably reflect
their common fish ancestry (Fig. 1-12). Indeed, these early
embryos are similar in size and anatomy even though their
respective adult forms are vastly different in these charac-
teristics. Such observations led Ernst Haeckel to formulate
his famous (although overstated) dictum: Ontogeny re-
capitulates phylogeny (ontogeny: biological development).

(¢) Pancreatic | (X

acinar
cell

Figure 1-10 Drawings of some human cells. (¢) An osteocyte (bone cell), (b) a sperm,
(c) a pancreatic acinar cell (which secretes digestive enzymes), and (d) a neuron (nerve cell).
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Figure 1-11 Evolutionary tree indicating the lines of descent of cellular life on Earth.
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Gill pouches

Fish Salamander Chick Human

Figure 1-12 Embryonic development of a fish, an amphibian
(salamander), a bird (chick), and a mammal (human). At early
stages they are similar in both size and anatomy (the top drawings
have around the same scale), although it is now known that their
similarites are not as great as these classic drawings indicate.
Later they diverge in both of these properties. [After Haeckel,
E., Anthropogenie oder Entwickelungsgeschichte des Menschen,
Engelmann (1874).]

The elucidation of the mechanism of cellular differentia-
tion in eukaryotes is one of the major long-range goals of
modern biochemistry.

3 BIOCHEMISTRY: A PROLOGUE

Biochemistry, as the name implies, is the chemistry of life. It
therefore bridges the gap between chemistry, the study of
the structures and interactions of atoms and molecules, and
biology, the study of the structures and interactions of cells
and organisms. Since living things are composed of inani-
mate molecules, life, at its most basic level, is a biochemical
phenomenon.

Although living organisms, as we have seen, are enor-
mously diverse in their macroscopic properties, there is a

remarkable similarity in their biochemistry that provides a
unifying theme with which to study them. For example,
hereditary information is encoded and expressed in an al-
most identical manner in all cellular life. Moreover, the se-
ries of biochemical reactions, which are termed metabolic
pathways, as well as the structures of the enzymes that cat-
alyze them are, for many basic processes, nearly identical
from organism to organism. This strongly suggests that all
known life-forms are descended from a single primordial
ancestor in which these biochemical features first devel-
oped.

Although biochemistry is a highly diverse field, it is
largely concerned with a limited number of interrelated is-
sues. These are

1. What are the chemical and three-dimensional struc-
tures of biological molecules and assemblies, how do they
form these structures, and how do their properties vary
with them?

2. How do proteins work; that is, what are the molecu-
lar mechanisms of enzymatic catalysis, how do receptors
recognize and bind specific molecules, and what are the in-
tramolecular and intermolecular mechanisms by which re-
ceptors transmit information concerning their binding
states?

3. How is genetic information expressed and how is it
transmitted to future cell generations?

4. How are biological molecules and assemblies synthe-
sized?

5. What are the control mechanisms that coordinate the
myriad biochemical reactions that take place in cells and in
organisms?

6. How do cells and organisms grow, differentiate, and
reproduce?

These issues are previewed in this section and further illu-
minated in later chapters. However, as will become obvious
as you read further, in all cases, our knowledge, extensive as
it is, is dwarfed by our ignorance.

A. Biological Structures

Living things are enormously complex. As indicated in Sec-
tion 1-1A, even the relatively simple E. coli cell contains
some 3 to 6 thousand different compounds, most of which
are unique to E. coli (Fig. 1-13). Higher organisms have a
correspondingly greater complexity. Homo sapiens (hu-
man beings), for example, may contain 100,000 different
types of molecules, although only a small fraction of them
have been characterized. One might therefore suppose that
to obtain a coherent biochemical understanding of any or-
ganism would be a hopelessly difficult task. This, however,
is not the case. Living things have an underlying regularity
that derives from their being constructed in a hierarchical
manner. Anatomical and cytological studies have shown
that multicellular organisms are organizations of organs,
which are made of tissues consisting of cells, composed of



Figure 1-13 Simulated cross section of an E. coli cell magnified
around one millionfold. The right side of the drawing shows the
multilayered cell wall and membrane, decorated on its exterior
surface with lipopolysaccharides (Section 11-3Bc). A flagellum
(lower right) is driven by a motor anchored in the inner membrane
(Section 35-31). The cytoplasm, which occupies the middle region
of the drawing, is predominantly filled with ribosomes engaged
in protein synthesis (Section 32-3). The left side of the drawing

subcellular organelles (e.g., Fig. 1-14). At this point in our
hierarchical descent, we enter the biochemical realm since
organelles consist of supramolecular assemblies, such as
membranes or fibers, that are organized clusters of macro-
molecules (polymeric molecules with molecular masses
from thousands of daltons on up).

As Table 1-1 indicates, E. coli, and living things in gen-
eral, contain only a few different types of macromolecules:
proteins (Greek: proteios, of first importance; a term
coined in 1838 by Jacob Berzelius), nucleic acids, and poly-
saccharides (Greek: sakcharon, sugar). All of these sub-
stances have a modular construction; they consist of linked
monomeric units that occupy the lowest level of our struc-
tural hierarchy. Thus, as Fig. 1-15 indicates, proteins are
polymers of amino acids (Section 4-1B), nucleic acids are
polymers of nucleotides (Section 5-1), and polysaccharides
are polymers of sugars (Section 11-2). Lipids (Greek: lipos,

Ribosome
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Proteins ? » Lipopolysaccharide

mRNA tRNA  DNA . -
5% Phospholipid

Lipoprotein

ot — Peptidoglycan

contains a dense tangle of DNA in complex with specific proteins.
Only the largest macromolecules and molecular assemblies are
shown. In a living cell, the remaining space in the cytoplasm
would be crowded with smaller molecules and water (a water
molecule would be about the size of the period at the end of this
sentence). [After a drawing by David Goodsell, UCLA.]

fat), the fourth major class of biological molecules, are too
small to be classified as macromolecules but also have a
modular construction (Section 12-1).

The task of the biochemist has been vastly simplified by
the finding that there are relatively few species of
monomeric units that occur in each class of biological
macromolecule. Proteins are all synthesized from the same
20 species of amino acids, nucleic acids are made from 8
types of nucleotides (4 each in DNA and RNA), and there
are ~8 commonly occurring types of sugars in polysaccha-
rides. The great variation in properties observed among
macromolecules of each type largely arises from the enor-
mous number of ways its monomeric units can be arranged
and, in many cases, derivatized.

One of the central questions in biochemistry is how bio-
logical structures are formed. As is explained in later chap-
ters, the monomeric units of macromolecules are either
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Figure 1-14 Example of the hierarchical organization of biological structures.
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directly acquired by the cell as nutrients or enzymatically
synthesized from simpler substances. Macromolecules are
synthesized from their monomeric precursors in complex
enzymatically mediated processes.

Newly synthesized proteins spontaneously fold to as-
sume their native conformations (Section 9-1A); that is,
they undergo self-assembly. Apparently their amino acid
sequences specify their three-dimensional structures. Like-
wise, the structures of other types of macromolecules are
specified by the sequences of their monomeric units. The
principle of self-assembly extends at least to the level of
supramolecular assemblies. However, the way in which
higher levels of biological structures are generated is
largely unknown. The elucidation of the mechanisms of cel-
lular and organismal growth and differentiation is a major
area of biological research.

B. Metabolic Processes

There is a bewildering array of chemical reactions that si-
multaneously occur in any living cell. Yet these reactions
follow a pattern that organizes them into the coherent
process we refer to as life. For instance, most biological re-
actions are members of a metabolic pathway; that is, they
function as one of a sequence of reactions that produce one
or more specific products. Moreover, one of the hallmarks
of life is that the rates of its reactions are so tightly regu-
lated that there is rarely an unsatisfied need for a reactant
in a metabolic pathway or an unnecessary buildup of some
product.

Metabolism has been traditionally (although not neces-
sarily logically) divided into two major categories:

1. Catabolism or degradation, in which nutrients and
cell constituents are broken down so as to salvage their
components and/or to generate energy.

2. Anabolism or biosynthesis, in which biomolecules
are synthesized from simpler components.

The energy required by anabolic processes is provided by
catabolic processes largely in the form of adenosine

triphosphate (ATP). For instance, such energy-generating
processes as photosynthesis and the biological oxidation of
nutrients produce ATP from adenosine diphosphate
(ADP) and a phosphate ion.

NH,
S k\N |
HPOZ + HO—Il’—O—Ill’—O—CHz o
on on

H H
H H

OH OH

Adenosine diphosphate (ADP)

l

NH,
N/U:N\>
0 0 ) k\N N

I
_Ofl‘z’—O—ll—"—O—li"—O—CH2 0 + H,0
(O o~ (O H H
H H
OH OH

Adenosine triphosphate (ATP)

Conversely, such energy-consuming processes as biosyn-
thesis, the transport of molecules against a concentration
gradient, and muscle contraction are driven by the reverse
of this reaction, the hydrolysis of ATP:

ATP + H,0 = ADP + HPO?"

Thus, anabolic and catabolic processes are coupled together
through the mediation of the universal biological energy
“currency,” ATP.
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C. Expression and Transmission
of Genetic Information

Deoxyribonucleic acid (DNA) is the cell’s master reposi-
tory of genetic information. This macromolecule, as is dia-
grammed in Fig. 1-16, consists of two strands of linked nu-
cleotides, each of which is composed of a deoxyribose
sugar residue, a phosphoryl group, and one of four bases:
adenine (A), thymine (T), guanine (G), or cytosine (C).
Genetic information is encoded in the sequence of these
bases. Each DNA base is hydrogen bonded to a base on the
opposite strand to form an entity known as a base pair.
However, A can only hydrogen bond with T, and G with C,

Sugar-phosphate
backbone

Complementary
base pairing

P
Deoxyribose
p — Phosphate
\

Sugar-phosphate
backbone

Figure 1-16 Double-stranded DNA. The two polynucleotide
chains associate through complementary base pairing. A pairs
with T, and G pairs with C by forming specific hydrogen bonds.

Old New  New Old

Figure 1-17 Schematic diagram of DNA replication. Each
strand of parental DNA (red) acts as a template for the synthesis
of a complementary daughter strand (green). Consequently, the
resulting double-stranded molecules are identical.

so that the two strands are complementary; that is, the se-
quence of one strand implies the sequence of the other.
The division of a cell must be accompanied by the
replication of its DNA. In this enzymatically mediated
process, each DNA strand acts as a template for the for-
mation of its complementary strand (Fig. 1-17; Section 5-4C).
Consequently, every progeny cell contains a complete
DNA molecule (or set of DNA molecules), each of which
consists of one parental strand and one daughter strand.
Mutations arise when, through rare copying errors or
damage to a parental strand, one or more wrong bases are
incorporated into a daughter strand. Most mutations are
either innocuous or deleterious. Occasionally, however,
one results in a new characteristic that confers some sort
of selective advantage on its recipient. Individuals with
such mutations, according to the tenets of the Darwinian
theory of evolution, have an increased probability of



reproducing. New species arise through a progression of
such mutations.

The expression of genetic information is a two-stage
process. In the first stage, which is termed transcription, a
DNA strand serves as a template for the synthesis of a
complementary strand of ribonucleic acid (RNA; Section
31-2). This nucleic acid, which is generally single stranded,
differs chemically from DNA (Fig. 1-16) only in that it has
ribose sugar residues in place of DNA’s deoxyribose and
uracil (U) replacing DNA’s thymine base.

O
HO—CH, O OH
}/2 H\N | H
\H H >‘
H H O)\N H
OH OH |
H
Ribose Uracil

In the second stage of genetic expression, which is
known as tramslation, ribosomes enzymatically link to-
gether amino acids to form proteins (Section 32-3). The or-
der in which the amino acids are linked together is pre-
scribed by the RNA’s sequence of bases. Consequently,
since proteins are self-assembling, the genetic information
encoded by DNA serves, through the intermediacy of
RNA, to specify protein structure and function. Just which
genes are expressed in a given cell under a particular set of
circumstances is controlled by complex regulatory systems
whose workings are understood only in outline.

4 GENETICS: A REVIEW

One has only to note the resemblance between parent and
child to realize that physical traits are inherited. Yet the mech-
anism of inheritance was unknown until the mid-twentieth
century. The theory of pangenesis, which originated with
the ancient Greeks, held that semen, which clearly has
something to do with procreation, consists of representa-
tive particles from all over the body (pangenes). This idea
was extended in the late eighteenth century by Jean Bap-
tiste de Lamarck, who, in a theory known as Lamarckism,
hypothesized that an individual’s acquired characteristics,
such as large muscles resulting from exercise, would be
transmitted to his/her offspring. Pangenesis and at least
some aspects of Lamarckism were accepted by most nine-
teenth century biologists, including Charles Darwin.

The realization, in the mid-nineteenth century, that all
organisms are derived from single cells set the stage for the
development of modern biology. In his germ plasm theory,
August Weismann pointed out that sperm and ova, the
germ cells (whose primordia are set aside early in embry-
onic development), are directly descended from the germ
cells of the previous generation and that other cells of the
body, the somatic cells, although derived from germ cells,
do not give rise to them. He refuted the ideas of pangene-
sis and Lamarckism by demonstrating that the progeny of
many successive generations of mice whose tails had been
cut off had tails of normal length.
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Figure 1-18 Chromosomes. A photomicrograph of a plant cell
(Scadoxus katherinae Bak.) during anaphase of mitosis showing
its chromosomes being pulled to opposite poles of the cell by the
mitotic spindle. The microtubules forming the mitotic spindle are
stained red and the chromosomes are blue. [Courtesy of Andrew
S. Bajer, University of Oregon.]

A. Chromosomes

In the 1860s, eukaryotic cell nuclei were observed to con-
tain linear bodies that were named chromosomes (Greek:
chromos, color + soma, body) because they are strongly
stained by certain basic dyes (Fig. 1-18). There are normally
two copies of each chromosome (homologous pairs) pres-
ent in every somatic cell. The number of unique chromo-
somes (N) in such a cell is known as its haploid number,
and the total number of chromosomes (2N) is its diploid
number. Different species differ in their haploid number of
chromosomes (Table 1-2).

Table 1-2 Number of Chromosomes (2N) in Some

Eukaryotes
Organism Chromosomes
Human 46
Dog 78
Rat 42
Turkey 82
Frog 26
Fruit fly 8
Hermit crab ~254
Garden pea 14
Potato 48
Yeast 34
Green alga 20

Source: Ayala, FJ. and Kiger, J.A., Jr., Modern Genetics (2nd ed.), p. 9,
Benjamin/Cummings (1984).
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a. Somatic Cells Divide by Mitosis

The division of somatic cells, a process known as mitosis
(Fig. 1-19), is preceded by the duplication of each chromo-
some to form a cell with 4N chromosomes. During cell divi-
sion, each chromosome attaches by its centromere to the
mitotic spindle such that the members of each duplicate
pair line up across the equatorial plane of the cell. The
members of each duplicate pair are then pulled to opposite
poles of the dividing cell by the action of the spindle to
yield diploid daughter cells that each have the same 2N
chromosomes as the parent cell.

b. Germ Cells Are Formed by Meiosis

The formation of germ cells, a process known as meiosis
(Fig. 1-20), requires two consecutive cell divisions. Before
the first meiotic division each chromosome replicates, but
the resulting sister chromatids remain attached at their
centromere. The homologous pairs of the doubled chro-
mosomes then line up across the equatorial plane of the
cell in zipperlike fashion, which permits an exchange of the
corresponding sections of homologous chromosomes in a
process known as crossing-over. The spindle then moves
the members of each homologous pair to opposite poles of
the cell so that, after the first meiotic division, each daugh-
ter cell contains N doubled chromosomes. In the second
meiotic division, the sister chromatids separate to form
chromosomes and move to opposite poles of the dividing
cell to yield a total of four haploid cells that are known as
gametes. Fertilization consists of the fusion of a male ga-
mete (sperm) with a female gamete (ovum) to yield a
diploid cell known as a zygote that has received N chromo-
somes from each of its parents.

B. Mendelian Inheritance

The basic laws of inheritance were reported in 1866 by
Gregor Mendel. They were elucidated by the analysis of a
series of genetic crosses between true-breeding strains
(producing progeny that have the same characteristics as
the parents) of garden peas, Pisum sativum, that differ in
certain well-defined traits such as seed shape (round vs
wrinkled), seed color (yellow vs green), or flower color
(purple vs white). Mendel found that in crossing parents
(P) that differ in a single trait, say seed shape, the progeny
(Fy; first filial generation) all have the trait of only one of
the parents, in this case round seeds (Fig. 1-21). The trait
appearing in F| is said to be dominant, whereas the alterna-
tive trait is called recessive. In F,, the progeny of F,, three-
quarters have the dominant trait and one-quarter have the
recessive trait. Those peas with the recessive trait breed
true; that is, self-crossing recessive F,’s results in progeny
(F;) that also have the recessive trait. The F,’s exhibiting
the dominant trait, however, fall into two categories: One-
third of them breed true, whereas the remainder have
progeny with the same 3:1 ratio of dominant to recessive
traits as do the members of F,.

Mendel accounted for his observations by hypothesiz-
ing that the various pairs of contrasting traits each result
from a factor (now called a gene) that has alternative forms
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Figure 1-19 Mitosis, the usual form of cell division in eukaryotes.
Mitosis yields two daughter cells, each with the same chromosomal
complement as the parental cell.
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Figure 1-20 Meiosis, which leads to the formation of gametes
(sex cells). Meiosis comprises two consecutive cell divisions to
yield four daughter cells, each with half of the chromosomal
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Figure 1-21 Genetic crosses. Crossing a pea plant that has
round seeds with one that has wrinkled seeds yields F; progeny
that all have round seeds. Crossing these F; peas yields an F,
generation, of which three-quarters have round seeds and
one-quarter have wrinkled seeds.

(alleles). Every plant contains a pair of genes governing a
particular trait, one inherited from each of its parents. The
alleles for seed shape are symbolized R for round seeds
and r for wrinkled seeds (gene symbols are generally given
in italics). The pure-breeding plants with round and wrin-
kled seeds, respectively, have RR and rr genotypes (genetic
composition) and are both said to be homozygous in seed
shape. Plants with the Rr genotype are heterozygous in
seed shape and have the round seed phenotype (appear-
ance or character) because R is dominant over r. The two
alleles do not blend or mix in any way in the plant and are
independently transmitted through gametes to progeny (Fig.
1-22).

Mendel also found that different traits are independently
inherited. For example, crossing peas that have round yel-
low seeds (RRYY) with peas that have wrinkled green
seeds (rryy) results in F; progeny (RrYy) that have round
yellow seeds (yellow seeds are dominant over green seeds).
The F, phenotypes appear in the ratio 9 round yellow : 3
round green : 3 wrinkled yellow : 1 wrinkled green. This re-
sult indicates that there is no tendency for the genes from



22 Chapter 1. Life

P generation

@ ®

Round (RR) Wrinkled (rr)

Gametes R X r

l

F, generation @

K— All round (Rr) \
1

? Gametes Jd Gametes

F, generation

% round seeds
71frr = 71fwrinkled seeds

iRR + %Rr

Figure 1-22 Genotypes and phenotypes. In a genetic cross
between peas with round seeds and peas with wrinkled seeds, the
F, generation has the round seed phenotype because the round
seed genotype is dominant over the wrinkled seed genotype. In
the F, generation, three-fourths of the seeds are round and
one-fourth are wrinkled because the genes for these alleles are
independently transmitted by haploid gametes.

any parent to assort together (Fig. 1-23). It was later shown,
however, that only genes that occur on different chromo-
somes exhibit such independence.

The dominance of one trait over another is a common
but not universal phenomenon. For example, crossing a
pure-breeding red variety of the snapdragon Antirrhinum
with a pure-breeding white variety results in pink-colored
F, progeny. The F, progeny have red, pink, and white flow-
ers in a 1:2:1 ratio because the flowers of homozygotes for
the red color (AA) contain more red pigment than do the
heterozygotes (Aa; Fig. 1-24). The red and white traits are
therefore said to be codominant. In the case of codomi-
nance, the phenotype reveals the genotype.

A given gene may have multiple alleles. A familiar ex-
ample is the human ABO blood group system (Section 12-
3E). A person may have type A, type B, type AB, or type O
blood depending on whether his/her red blood cells bear A
antigens, B antigens, both, or neither. The A and B antigens
are specified by the codominant * and I® alleles, respec-
tively, and the O phenotype is homozygous for the reces-
sive i allele.

C. Chromosomal Theory of Inheritance

Mendel’s theory of inheritance was almost universally ig-
nored by his contemporaries. This was partially because in
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Figure 1-23 Independent assortment. The genes for round (R)
versus wrinkled (r) and yellow (Y) versus green (y) pea seeds
assort independently. The F, progeny consist of nine genotypes
comprising the four possible phenotypes.

analyzing his data he used probability theory, an alien sub-
ject to most biologists of the time. The major reason his the-
ory was ignored, however, is that it was ahead of its time:
Contemporary knowledge of anatomy and physiology pro-
vided no basis for its understanding. For instance, mitosis
and meiosis had yet to be discovered. Yet, after Mendel’s
work was rediscovered in 1900, it was shown that his prin-
ciples explained inheritance in animals as well as in plants.
In 1903, as a result of the realization that chromosomes and
genes behave in a parallel fashion, Walter Sutton formu-
lated the chromosomal theory of inheritance in which he
hypothesized that genes are parts of chromosomes.

The first trait to be assigned a chromosomal location
was that of sex. In most eukaryotes, the cells of females each
contain two copies of the X chromosome (XX), whereas
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Figure 1-24 Codominance. In a cross between snapdragons
with red (AA) and white (aa) flowers, the F; generation is pink
(Aa), which demonstrates that the two alleles, A and a, are
codominant. The F, flowers are red, pink, and white in a 1:2:1 ratio.

male cells contain one copy of X and a morphologically dis-
tinct Y chromosome (XY; Fig. 1-25). Ova must therefore
contain a single X chromosome, and sperm contain either
an X or a 'Y chromosome (Fig. 1-25). Fertilization by an X-
bearing sperm therefore results in a female zygote and fer-
tilization by a Y-bearing sperm yields a male zygote. This
explains the observed 1:1 ratio of males to females in most
species. The X and Y chromosomes are referred to as sex
chromosomes; the others are known as autosomes.

a. Fruit Flies Are Favorite Genetic Subjects

The pace of genetic research greatly accelerated after
Thomas Hunt Morgan began using the fruit fly Drosophila
melanogaster as an experimental subject. This small prolific
insect (Fig. 1-26), which is often seen hovering around ripe
fruit in summer and fall, is easily maintained in the labora-
tory, where it produces a new generation every 14 days.
With Drosophila, the results of genetic crosses can be de-
termined some 25 times faster than they can with peas.
Drosophila is presently the genetically best characterized
higher organism.

The first known mutant strain of Drosophila had white
eyes rather than the red eyes of the wild type (occurring in
nature). Through genetic crosses of the white eye strain
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Figure 1-25 Independent segregation. The independent
segregation of the sex chromosomes, X and Y, results in a
1:1 ratio of males to females.

Figure 1-26 The fruit fly Drosophila melanogaster. The male
(left) and the female (right) are shown in their relative sizes; they
are actually ~2 mm long and weigh ~1 mg.
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with the wild type, Morgan showed that the distribution of
the white eye gene (wh) parallels that of the X chromo-
some. This indicates that the wh gene is located on the X
chromosome and that the Y chromosome does not contain
it. The wh gene is therefore said to be sex linked.

b. Genetic Maps Can Be Constructed from

an Analysis of Crossover Rates

In succeeding years, the chromosomal locations of many
Drosophila genes were determined. Those genes that re-
side on the same chromosome do not assort independently.
However, any pair of such linked genes recombine (ex-
change relative positions with their allelic counterparts on
the homologous chromosome) with a characteristic fre-
quency. The cytological basis of this phenomenon was
found to occur at the start of meiosis when the homologous
doubled chromosomes line up in parallel (metaphase I; Fig.
1-20). Homologous chromatids then exchange equivalent
sections by crossing-over (Fig. 1-27). The chromosomal lo-
cation of the crossover point varies nearly randomly from
event to event. Consequently, the crossover frequency of a
pair of linked genes varies directly with their physical sepa-
ration along the chromosome. Morgan and Alfred Sturte-
vant made use of this phenomenon to map (locate) the rel-
ative positions of genes on Drosophila’s four unique
chromosomes. Such studies have demonstrated that chro-
mosomes are linear unbranched structures. We now know
that such genetic maps (Fig. 1-28) parallel the correspon-
ding base sequences of the DNA within the chromosomes.

c. Nonallelic Genes Complement One Another

Whether or not two recessive traits that affect similar
functions are allelic (different forms of the same gene) can
be determined by a complementation test. In this test, a ho-
mozygote for one of the traits is crossed with a homozygote

(a)

Figure 1-27 Crossing-over. (a) An electron micrograph,
together with an interpretive drawing, of two homologous pairs
of chromatids during meiosis in the grasshopper Chorthippus
parallelus. Nonsister chromatids (different colors) may

for the other. If the two traits are nonallelic, the progeny
will have the wild-type phenotype because each of the ho-
mologous chromosomes supplies the wild-type function
that the other lacks; that is, they complement each other.
For example, crossing a Drosophila that is homozygous for
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recombine at any of the points where they cross over. [Courtesy
of Bernard John, The Australian National University.] (b) A
diagram showing the recombination of pairs of allelic genes

(A, B) and (a, b) during crossover.



an eye color mutation known as purple (pr) with a homozy-
gote for another eye color mutation known as brown (bw)
yields progeny with wild-type eye color, thereby demon-
strating that these two genes are not allelic (Fig. 1-29q).

Wild type Mutant
Map Gene

units  symbol

Long aristae O al w
= Aristaless -

(short aristae)

Dumpy wings \

13 | dp
Long legs Dachs
31 MR d  (ohort legs) \
5 tarsi 4 tarsi
Black body
48,5 m b
Purple eyes @
Vestigial
wings

Straight wings Arc bent
99.2 WM o

Red eyes Brown eyes
104 |l bw

Figure 1-28 Portion of the genetic map of chromosome 2 of
Drosophila. The positions of the genes are given in map units.
Two genes separated by m map units recombine with a frequency
of m%.
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In contrast, in crossing a female Drosophila that is ho-
mozygous for the sex-linked white eye color allele (wh)
with a male carrying the sex-linked coffee eye color allele
(cf), the female progeny do not have wild-type eye color
(Fig. 1-29b). The wh and cf genes must therefore be allelic.

d. Genes Direct Protein Expression

The question of how genes control the characteristics of
organisms took some time to be answered. Archibald Gar-
rod was the first to suggest a specific connection between
genes and enzymes. Individuals with alkaptonuria produce
urine that darkens alarmingly on exposure to air, a conse-
quence of the oxidation of the homogentisic acid they ex-
crete (Section 16-3Ab). In 1902, Garrod showed that this

pr+ bw
CH W >
GE NI D)
pr & bw

Brown eye color

(a) Nonallelic recessive traits

Parents

Purple eye color

: ‘

Red (wild-type) eye color

(b) Allelic recessive traits

Parents wh
XC_ 1T
wh X
X \
Female Male
white eye color coffee eye color
Progeny

Non-wild-type
eye color

Figure 1-29 The complementation test indicates whether two
recessive traits are allelic. Two examples in Drosophila are
shown. (a) Crossing a homozygote for purple eye color (pr) with
a homozygote for brown eye color (bw) yields progeny with
wild-type eye color. This indicates that pr and bw are nonallelic.
Here the superscript “+” indicates the wild-type allele. (b) In
crossing a female that is homozygous for the sex-linked white
eye color gene wh with a male bearing the sex-linked coffee eye
color gene cf, the female progeny do not have the wild-type eye
color. The wh and cf genes must therefore be allelic.
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rather benign metabolic disorder (its only adverse effect is
arthritis in later life) results from a recessive trait that is in-
herited in a Mendelian fashion. He further demonstrated
that alkaptonurics are unable to metabolize the homogen-
tisic acid fed to them and therefore concluded that they
lack an enzyme that metabolizes this substance. Garrod de-
scribed alkaptonuria and several other inherited human
diseases he had studied as inborn errors of metabolism.
Beginning in 1940, George Beadle and Edward Tatum,
in a series of investigations that mark the beginning of bio-
chemical genetics, showed that there is a one-to-one corre-
spondence between a mutation and the lack of a specific en-
zyme. The wild-type mold Neurospora grows on a
“minimal medium” in which the only sources of carbon and
nitrogen are glucose and NH;. Certain mutant varieties of
Neurospora that were generated by means of irradiation
with X-rays, however, require an additional substance in
order to grow. Beadle and Tatum demonstrated, in several
cases, that the mutants lack a normally present enzyme that
participates in the biosynthesis of the required substance
(Section 16-3Ac). This resulted in their famous maxim one
gene—one enzyme. Today we know this principle to be only
partially true since many genes specify proteins that are
not enzymes and many proteins consist of several inde-
pendently specified subunits (Section 8-5). A more accu-
rate dictum might be one gene-one polypeptide. Yet even
that is not completely correct because RNAs with struc-
tural and functional roles are also genetically specified.

D. Bacterial Genetics

Bacteria offer several advantages for genetic study. Fore-
most of these is that under favorable conditions, many have
generation times of under 20 min. Consequently, the results
of a genetic experiment with bacteria can be ascertained in a
matter of hours rather than the weeks or years required for
an analogous study with higher organisms. The tremendous
number of bacteria that can be quickly grown (~10" mL™!)
permits the observation of extremely rare biological events.
For example, an event that occurs with a frequency of 1 per
million can be readily detected in bacteria with only a few
minutes’ work. To do so in Drosophila would be an enor-
mous and probably futile effort. Moreover, bacteria are
usually haploid, so their phenotype indicates their geno-
type. Nevertheless, the basic principles of genetics were
elucidated from the study of higher plants and animals.
This is because bacteria do not reproduce sexually in the
manner of higher organisms, so the basic technique of clas-
sical genetics, the genetic cross, is not normally applicable
to bacteria. In fact, before it was shown that DNA is the
carrier of hereditary information, it was not altogether
clear that bacteria had chromosomes.

The study of bacterial genetics effectively began in the
1940s when procedures were developed for isolating bacte-
rial mutants. Since bacteria have few easily recognized
morphological features, their mutants are usually detected
(selected for) by their ability or inability to grow under cer-
tain conditions. For example, wild-type E. coli can grow on

1. Master plate with
colonies grown on
complete medium

2. Velvet pressed to
master plate and
transferred to plate
with different medium

Mutant
colony missing

3. Colonies grow on
replica plate

4. Replica and master
plate are compared.
Mutant colony is missing
on replica plate

Figure 1-30 Replica plating. A technique for rapidly and
conveniently transferring colonies from a “master” culture plate
(Petri dish) to a different medium on another culture plate. Since
the colonies on the master plate and on the replicas should have
the same spatial distribution, it is easy to identity the desired
mutants.

a medium in which glucose is the only carbon source. Mu-
tants that are unable to synthesize the amino acid leucine,
for instance, require the presence of leucine in their growth
media. Mutants that are resistant to an antibiotic, say ampi-
cillin, can grow in the presence of that antibiotic, whereas
the wild type cannot. Mutants in which an essential protein
has become temperature sensitive grow at 30°C but not at
42°C, whereas the wild type grows at either temperature.
By using a suitable screening protocol, a bacterial colony
containing a particular mutation or combination of muta-
tions can be selected. This is conveniently done by the
method of replica plating (Fig. 1-30).

E. Viral Genetics

Viruses are infectious particles consisting of a nucleic acid
molecule enclosed by a protective capsid (coat) that con-
sists largely or entirely of protein. A virus specifically ad-
sorbs to a susceptible cell into which it insinuates its nu-
cleic acid. Over the course of the infection (Fig. 1-31), the
viral chromosome redirects the cell’s metabolism so as to
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Figure 1-31 The life cycle of a virus.

produce new viruses. A viral infection usually culminates
in the lysis (breaking open) of the host cell, thereby releas-
ing large numbers (tens to thousands) of mature virus par-
ticles that can each initiate a new round of infection.
Viruses, having no metabolism of their own, are the ulti-
mate parasites. They are not living organisms since, in the
absence of their host, they are as biologically inert as any
other large molecule.

a. Viruses Are Subject to Complementation

and Recombination

The genetics of viruses can be studied in much the same
way as that of cellular organisms. Since viruses have no me-
tabolism, however, their presence is usually detected by
their ability to kill their host. The presence of viable bacte-
riophages (viruses infecting bacteria, phages for short;
Greek: phagein, to eat) is conveniently indicated by
plaques (clear spots) on a “lawn” of bacteria on a culture
plate (Fig. 1-32). Plaques mark the spots where single
phage particles had multiplied with the resulting lysis of
the bacteria in the area. A mutant phage, which can pro-
duce progeny under certain permissive conditions, is de-
tected by its inability to do so under other restrictive condi-
tions in which the wild-type phage is viable. These
conditions usually involve differences in the strain of the
bacterial host employed or in the temperature.

Viruses are subject to complementation. Simultaneous
infection of a bacterium by two different mutant varieties
of a phage may yield progeny under conditions in which
neither variety by itself can reproduce. If this occurs, then
each mutant phage must have supplied a function that
could not be supplied by the other. Each such mutation is
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Figure 1-32 Screening for viral mutants. A culture plate
covered with a lawn of bacteria on which bacteriophage have
formed plaques. [Jack Bostrack/Visuals Unlimited.]

said to belong to a different complementation group, a
term synonymous for gene.

Viral chromosomes are also subject to recombination.
This occurs when a single cell is simultaneously infected by
two mutant strains of a virus (Fig. 1-33). The dynamics of
viral recombination differ from those in eukaryotes or bac-
teria because the viral chromosome undergoes recombina-
tion throughout the several rounds of DNA replication
that occur during the viral life cycle. Recombinant viral
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Figure 1-33 Viral recombination. Recombination of
bacteriophage chromosomes occurs on simultaneous infection
of a bacterial host by two phage strains carrying the genes Ab
and aB.

progeny therefore consist of many if not all of the possible
recombinant types.

b. The Recombinational Unit Is a Base Pair

The enormous rate at which bacteriophages reproduce
permits the detection of recombinational events that occur
with a frequency of as little as 1 in 10°. In the 1950s, Sey-
mour Benzer carried out high-resolution genetic studies
of the rIl region of the bacteriophage T4 chromosome.
This ~4000-base pair (bp) region, which represents ~2%
of the T4 chromosome, consists of two adjacent comple-
mentation groups designated rIIA and rIIB. In a permis-
sive host, E. coli B, a mutation that inactivates the product
of either gene causes the formation of plaques that are
easily identified because they are much larger than those
of the wild-type phage (the designation r stands for rapid
lysis). However, only the wild-type phage will lyse the re-
strictive host, E. coli K12(\). The presence of plaques in
an E. coli K12(\) culture plate that had been simultane-
ously infected with two different r/I mutants in the same
complementation group demonstrated that recombina-
tion can take place within a gene. This refuted a then
widely held model of the chromosome in which genes
were thought to be discrete entities, rather like beads on a
string, such that recombination could take place only be-
tween intact genes. The genetic mapping of mutations at
over 300 distinguishable sites in the r/IA and r/IB regions

(a) cis Mutations (b) trans Mutations

P p P p

Wild-type
phenotype

Mutant
phenotype

Figure 1-34 The cis-trans test. Consider a chromosome that is
present in two copies in which two positions on the same gene, P
and Q, have defective (recessive) mutants, p and g, respectively.
(a) If the two mutations are cis (physically on the same
chromosome), one gene will be wild type, so the organism will
have a wild-type phenotype. (b) If the mutations are trans (on
physically different chromosomes), both genes will be defective
and the organism will have a mutant phenotype.

indicated that genes, as are chromosomes, are linear un-
branched structures.

Benzer also demonstrated that a complementation test
between two mutations in the same complementation
group yields progeny in the restrictive host when the two
mutations are in the cis configuration (on the same chro-
mosome; Fig. 1-34a), but fails to do so when they are in the
trans configuration (on physically different chromosomes;
Fig. 1-34b). This is because only when both mutations phys-
ically occur in the same gene will the other gene be func-
tionally intact. The term cistron was coined to mean a func-
tional genetic unit defined according to this cis—trans test.
This word has since become synonymous with gene or
complementation group.

The recombination of pairs of r/I mutants was observed
to occur at frequencies as low as 0.01% (although frequen-
cies as low as 0.0001% could, in principle, have been de-
tected). Since a recombination frequency in T4 of 1% cor-
responds to a 240-bp separation of mutation sites, the unit
of recombination can be no larger than 0.01 X 240 = 2.4
bp. For reasons having to do with the mechanism of recom-
bination, this is an upper-limit estimate. On the basis of
high-resolution genetic mapping, it was therefore con-
cluded that the unit of recombination is about the size of a
single base pair.

5 THE ORIGIN OF LIFE

People have always pondered the riddle of their existence.
Indeed, all known cultures, past and present, primitive and
sophisticated, have some sort of a creation myth that ra-
tionalizes how life arose. Only in the modern era, however,
has it been possible to consider the origin of life in terms of
a scientific framework, that is, in a manner subject to exper-
imental verification. One of the first to do so was Charles



Darwin, the originator of the theory of evolution. In 1871,
he wrote in a letter to a colleague:

1t is often said that all the conditions for the first production of
a living organism are now present, which could ever have been
present. But if (and oh what a big if) we could conceive in
some warm little pond, with all sorts of ammonia and
phosphoric salts, light, heat, electricity, etc., present, that a
protein compound was chemically formed ready to undergo
still more complex changes, at the present day such matter
would be instantly devoured, or absorbed, which would not
have been the case before living creatures were formed.

Radioactive dating studies indicate that Earth formed
~4.6 billion years ago but, due to the impacts of numerous
large objects, its surface remained too hot to support life
for several hundred million years thereafter. The earliest
evidence of cellular life, microfossils of what appear to be
organisms resembling modern cyanobacteria (Fig. 1-35), is
~3.5 billion years old. However, the oldest known sedi-
mentary rocks on Earth, which are ~3.8 billion years old,
have been subject to such extensive metamorphic forces
(500°C and 5000 atm) that any microfossils they contained
would have been obliterated. Nevertheless, geochemical
analysis indicates (although not without dispute) that
these rocks contain carbonaceous inclusions that are likely
to be of biological origin and hence that life must have ex-
isted at the time these sedimentary rocks were laid down.
If so, life on Earth must have arisen within a window of as
little as a hundred million years that opened up ~4 billion
years ago.

Since the prebiotic era left no direct record, we cannot
hope to determine exactly how life arose. Through labora-
tory experimentation, however, we can at least demonstrate
what sorts of abiotic chemical reactions may have led to the
formation of a living system. Moreover, we are not entirely
without traces of prebiotic development. The underlying
biochemical and genetic unity of modern organisms sug-
gests that life as we know it arose but once (if life arose
more than once, the other forms must have rapidly died

- 20
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Figure 1-35 Microfossil of what appears to be a
cyanobacterium. This fossil, shown with its interpretive drawing,
is from ~3.5-billion-year-old rock from western Australia.
[Courtesy of J. William Schopf, UCLA.]
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out, possibly because they were “eaten” by the present
form). Thus, by comparing the corresponding genetic mes-
sages of a wide variety of modern organisms it may be pos-
sible to derive reasonable models of the primordial mes-
sages from which they have descended.

It is generally accepted that the development of life oc-
cupied three stages (Fig. 1-36):

1. Chemical evolution, in which simple geologically oc-
curring molecules reacted to form complex organic poly-
mers.

2. The self-organization of collections of these poly-
mers to form replicating entities. At some point in this
process, the transition from a lifeless collection of reacting
molecules to a living system occurred.

3. Biological evolution to ultimately form the complex
web of modern life.

In this section, we outline what has been surmised about
these processes. We precede this discussion by a considera-
tion of why only carbon, of all the elements, is suitable as
the basis of the complex chemistry required for life.

A. The Unique Properties of Carbon

Living matter, as Table 1-3 indicates, consists of a relatively
small number of elements. C, H, O, N, P, and S, all of which
readily form covalent bonds, comprise 92% of the dry
weight of living things (most organisms are ~70% water).
The balance consists of elements that are mainly present as
ions and for the most part occur only in trace quantities
(they usually carry out their functions at the active sites of
enzymes). Note, however, that there is no known biological
requirement for 64 of the 90 naturally occurring elements

Table 1-3 Elemental Composition of the Human Body

Dry Weight Elements Present
Element (%)" in Trace Amounts
C 61.7 B
N 11.0 F
(@) 9.3 Si
H 5.7 v
Ca 5.0 Cr
P 33 Mn
K 1.3 Fe
S 1.0 Co
Cl 0.7 Ni
Na 0.7 Cu
Mg 0.3 Zn
Se
Mo
Sn
1

“Calculated from Frieden, E., Sci. Am. 227(1), 54-55 (1972).
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Figure 1-37 Periodic table in which the 26 elements utilized by living systems are highlighted in blue.

(Fig. 1-37). Conversely, with the exceptions of oxygen and
calcium, the biologically most abundant elements are but
minor constituents of Earth’s crust (the most abundant
components of which are O, 47%; Si, 28%; Al, 7.9%; Fe,
4.5%;and Ca,3.5%).

The predominance of carbon in living matter is no doubt
a result of its tremendous chemical versatility compared with
all the other elements. Carbon has the unique ability to form
a virtually infinite number of compounds as a result of its
capacity to make as many as four highly stable covalent
bonds (including single, double, and triple bonds) combined
with its ability to form covalently linked C—C chains of unlim-
ited extent. Thus, of the nearly 40 million chemical compounds
that are presently known, ~90% are organic (carbon-
containing) substances. Let us examine the other elements
in the periodic table to ascertain why they lack these com-
bined properties.

Only five elements, B, C, N, Si, and P, have the capacity
to make three or more bonds each and thus to form chains
of covalently linked atoms that can also have pendant side
chains. The other elements are either metals, which tend to
form ions rather than covalent bonds; noble gases, which
are essentially chemically inert; or atoms such as H or O
that can each make only one or two covalent bonds. How-
ever, although B, N, Si, and P can each participate in at least
three covalent bonds, they are, for reasons indicated below,
unsuitable as the basis of a complex chemistry.

Boron, having fewer valence electrons (3) than valence
orbitals (4), is electron deficient. This severely limits the
types and stabilities of compounds that B can form. Nitro-
gen has the opposite problem; its 5 valence electrons make
it electron rich. The repulsions between the lone pairs of
electrons on covalently bonded N atoms serve to greatly
reduce the bond energy of an N—N bond (171 kJ - mol ™!
vs 348 kJ - mol ! for a C—C single bond) relative to the un-
usually stable triple bond of the N, molecule (946 kJ -
mol~!). Even short chains of covalently bonded N atoms
therefore tend to decompose, usually violently, to N,. Sili-
con and carbon, being in the same column of the periodic
table, might be expected to have similar chemistries. Sili-

con’s large atomic radius, however, prevents two Si atoms
from approaching each other closely enough to gain much
orbital overlap. Consequently Si—Si bonds are weak (177
kJ - mol™!) and the corresponding multiple bonds are
rarely stable. Si—O bonds, in contrast, are so stable (369
kJ - mol ™) that chains of alternating Si and O atoms are es-
sentially inert (silicate minerals, whose frameworks consist
of such bonds, form Earth’s crust). Science fiction writers
have speculated that silicones, which are oily or rubbery
organosilicon compounds with backbones of linked Si—O
units, for example, methyl silicones,

CH,  CH, CH, CH,

|
‘-‘*Sli*O*SIi*O*SIi*O*SIi*O*“'

CH, CH, CH, CH,
could form the chemical basis of extraterrestrial life-forms.
Yet the very inertness of the Si—O bond makes this seem
unlikely. Phosphorus, being below N in the periodic table,
forms even less stable chains of covalently bonded atoms.
The foregoing does not imply that heteronuclear bonds
are unstable. On the contrary, proteins contain C—N—C
linkages, carbohydrates have C—O—C linkages, and nu-
cleic acids possess C—O—P—O—C linkages. However,
these heteronuclear linkages are less stable than are C—C
bonds. Indeed, they usually form the sites of chemical cleav-
age in the degradation of macromolecules and, conversely,
are the bonds formed when monomer units are linked to-
gether to form macromolecules. In the same vein, homonu-
clear linkages other than C—C bonds are so reactive that
they are, with the exception of S—S bonds in proteins, ex-
tremely rare in biological systems.

B. Chemical Evolution

In the remainder of this section, we describe the most
widely favored scenario for the origin of life. Keep in mind,
however, that there are valid scientific objections to this sce-
nario as well as to the several others that have been seriously
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entertained, so that we are far from certain as to how life
arose.

The solar system is thought to have formed by the
gravitationally induced collapse of a large interstellar
cloud of dust and gas. The major portion of this cloud,
which was composed mostly of hydrogen and helium,
condensed to form the sun. The rising temperature and
pressure at the center of the protosun eventually ignited
the self-sustaining thermonuclear reaction that has since
served as the sun’s energy source. The planets, which
formed from smaller clumps of dust, were not massive
enough to support such a process. In fact the smaller plan-
ets, including Earth, consist of mostly heavier elements
because their masses are too small to gravitationally re-
tain much H, and He.

The primordial Earth’s atmosphere was quite different
from what it is today. It could not have contained signifi-
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Figure 1-38 Apparatus for emulating the synthesis of organic
compounds on the prebiotic Earth. A mixture of gases thought
to resemble the primitive Earth’s reducing atmosphere is
subjected to an electric discharge, to simulate the effects of
lightning, while the water in the flask is refluxed so that the
newly formed compounds dissolve in the water and accumulate
in the flask. [After Miller, S.L. and Orgel, L.E., The Origins of
Life on Earth, p. 84, Prentice-Hall (1974).]

cant quantities of O,, a highly reactive substance. Rather, in
addition to the H,O, N,, and CO, that it presently has, the
atmosphere probably contained smaller amounts of CO,
CH,, NH;, SO,, and possibly H,, all molecules that have
been spectroscopically detected in interstellar space. The
chemical properties of such a gas mixture make it a reduc-
ing atmosphere in contrast to Earth’s present atmosphere,
which is an oxidizing atmosphere.

In the 1920s, Alexander Oparin and J.B.S. Haldane in-
dependently suggested that ultraviolet (UV) radiation from
the sun [which is presently largely absorbed by an ozone
(O3) layer high in the atmosphere] or lightning discharges
caused the molecules of the primordial reducing atmosphere
to react to form simple organic compounds such as amino
acids, nucleic acid bases, and sugars. That this process is
possible was first experimentally demonstrated in 1953 by
Stanley Miller and Harold Urey, who, in the apparatus dia-
grammed in Fig. 1-38, simulated effects of lightning storms
in the primordial atmosphere by subjecting a refluxing
mixture of H,O, CH,, NH3, and H, to an electric discharge
for about a week. (Although it now appears that Earth’s
primordial atmosphere did not have the strongly reducing
composition assumed by Miller and Urey, localized reduc-
ing environments may have existed, particularly near vol-
canic plumes.) The resulting solution contained significant
amounts of water-soluble organic compounds, the most
abundant of which are listed in Table 1-4, together with a

Table 1-4 Yields from Sparking a Mixture of CH,, NHj,

H,O0, and H,
Compound Yield (%)
Glycine® 2.1
Glycolic acid 1.9
Sarcosine 0.25
Alanine* 1.7
Lactic acid 1.6
N-Methylalanine 0.07
a-Amino-n-butyric acid 0.34
a-Aminoisobutyric acid 0.007
a-Hydroxybutyric acid 0.34
B-Alanine 0.76
Succinic acid 0.27
Aspartic acid” 0.024
Glutamic acid” 0.051
Iminodiacetic acid 0.37
Iminoaceticpropionic acid 0.13
Formic acid 4.0
Acetic acid 0.51
Propionic acid 0.66
Urea 0.034
N-Methylurea 0.051

“Amino acid constituent of proteins.

Source: Miller, S.J. and Orgel, L.E., The Origins of Life on Earth, p. 85,
Prentice-Hall (1974).



substantial quantity of insoluble tar (polymerized mate-
rial). Several of the soluble compounds are amino acid
components of proteins, and many of the others, as we shall
see, are also of biochemical significance. Similar experi-
ments in which the reaction conditions, the gas mixture,
and/or the energy source were varied have resulted in the
synthesis of many other amino acids. This, together with the
observation that carbonaceous meteorites contain many of
the same amino acids, strongly suggests that these sub-
stances were present in significant quantities on the pri-
mordial Earth. Indeed, it seems likely that large quantities
of organic molecules were delivered to the primordial
Earth by the meteorites and dust that so heavily bom-
barded it.

Nucleic acid bases can also be synthesized under sup-
posed prebiotic conditions. In particular, adenine is formed
by the condensation of HCN, a plentiful component of the
prebiotic atmosphere, in a reaction catalyzed by NHj; [note
that the chemical formula of adenine is (HCN)s]. The other
bases have been synthesized in similar reactions involving
HCN and H,O. Sugars have been synthesized by the poly-
merization of formaldehyde (CH,O) in reactions catalyzed
by divalent cations, alumina, or clays. It is probably no acci-
dent that these compounds are the basic components of bi-
ological molecules. They were apparently the most common
organic substances in prebiotic times.

The above described prebiotic reactions probably oc-
curred over a period of hundreds of millions of years. Ulti-
mately, it has been estimated, the oceans attained the or-
ganic consistency of a thin bouillon soup. Of course there
must have been numerous places, such as tidal pools and
shallow lakes, where the prebiotic soup became much more
concentrated. In such environments its component organic
molecules could have condensed to form, for example,
polypeptides and polynucleotides (nucleic acids). Quite
possibly these reactions were catalyzed by the adsorption
of the reactants on minerals such as clays. If, however, life
were to have formed, the rates of synthesis of these com-
plex polymers would have had to be greater than their
rates of hydrolysis. Therefore, the “pond” in which life
arose may have been cold rather than warm, possibly even
below 0°C (seawater freezes solidly only below —21°C),
since hydrolysis reactions are greatly retarded at such low
temperatures.

C. The Rise of Living Systems

Living systems have the ability to replicate themselves. The
inherent complexity of such a process is such that no man-
made device has even approached having this capacity.
Clearly there is but an infinitesimal probability that a col-
lection of molecules can simply gather at random to form a
living entity (the likelihood of a living cell forming sponta-
neously from simple organic molecules has been said to be
comparable to that of a modern jet aircraft being assem-
bled by a tornado passing through a junkyard). How then
did life arise? The answer, most probably, is that it was
guided according to the Darwinian principle of the survival
of the fittest as it applies at the molecular level.
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a. Life Probably Arose Through the Development

of Self-Replicating RNA Molecules

The primordial self-replicating system is widely believed
to have been a collection of nucleic acid molecules because
such molecules, as we have seen in Section 1-3C, can direct
the synthesis of molecules complementary to themselves.
RNA, as does DNA, can direct the synthesis of a comple-
mentary strand. In fact, RNA serves as the hereditary ma-
terial of many viruses (Chapter 33). The polymerization of
the progeny molecules would, at first, have been a simple
chemical process and hence could hardly be expected to be
accurate. The early progeny molecules would therefore
have been only approximately complementary to their par-
ents. Nevertheless, repeated cycles of nucleic acid synthesis
would eventually exhaust the supply of free nucleotides so
that the synthesis rate of new nucleic acid molecules would
be ultimately limited by the hydrolytic degradation rate of
old ones. Suppose, in this process, a nucleic acid molecule
randomly arose that, through folding, was more resistant to
degradation than its cousins. The progeny of this molecule,
or at least its more faithful copies, could then propagate at
the expense of the nonresistant molecules; that is, the re-
sistant molecules would have a Darwinian advantage over
their fellows. Theoretical studies suggest that such a system
of molecules would evolve so as to optimize its replication
efficiency under its inherent physical and chemical limita-
tions.

In the next stage of the evolution of life, it is thought the
dominant nucleic acids evolved the capacity to influence
the efficiency and accuracy of their own replication. This
process occurs in living systems through the nucleic
acid-directed ribosomal synthesis of enzymes that catalyze
nucleic acid synthesis. How nucleic acid—directed protein
synthesis could have occurred before ribosomes arose is
unknown because nucleic acids are not known to interact
selectively with particular amino acids. This difficulty ex-
emplifies the major problem in tracing the pathway of pre-
biotic evolution. Suppose some sort of rudimentary nucleic
acid-influenced system arose that increased the efficiency
of nucleic acid replication. This system must have eventu-
ally been replaced, presumably with almost no trace of its
existence, by the much more efficient ribosomal system.
Our hypothetical nucleic acid synthesis system is therefore
analogous to the scaffolding used in the construction of a
building. After the building has been erected the scaffold-
ing is removed, leaving no physical evidence that it ever
was there. Most of the statements in this section must there-
fore be taken as educated guesses. Without our having wit-
nessed the event, it seems unlikely that we shall ever be
certain of how life arose.

A plausible hypothesis for the evolution of self-replicat-
ing systems is that they initially consisted entirely of RNA, a
scenario known as the “RNA world.” This idea is based, in
part, on the observation that certain species of RNA ex-
hibit enzymelike catalytic properties (Section 31-4A).
Moreover, since ribosomes are approximately two-thirds
RNA and only one-third protein, it is plausible that the pri-
mordial ribosomes were entirely RNA. A cooperative rela-
tionship between RNA and protein might have arisen
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when these self-replicating protoribosomes evolved the
ability to influence the synthesis of proteins that increased
the efficiency and/or the accuracy of RNA synthesis. From
this point of view, RNA is the primary substance of life; the
participation of DNA and proteins were later refinements
that increased the Darwinian fitness of an already estab-
lished self-replicating system.

The types of systems that we have so far described were
bounded only by the primordial “pond.” A self-replicating
system that developed a more efficient component would
therefore have to share its benefits with all the “inhabi-
tants” of the “pond,” a situation that minimizes the im-
provement’s selective advantage. Only through compart-
mentalization, that is, the generation of cells, could
developing biological systems reap the benefits of any im-
provements that they might have acquired. Of course, cell
formation would also hold together and protect any self-
replicating system and therefore help it spread beyond its
“pond” of origin. Indeed, the importance of compartmen-
talization is such that it may have preceded the develop-
ment of self-replicating systems. The erection of cell
boundaries is not without its price, however. Cells, as we
shall see in later chapters, must expend much of their meta-
bolic effort in selectively transporting substances across
their cell membranes. How cell boundaries first arose, or
even what they were made from, is presently unknown.
However, one plausible theory holds that membranes first
arose as empty vesicles whose exteriors could serve as at-
tachment sites for such entities as enzymes and chromo-
somes in ways that facilitated their function. Evolution
then flattened and folded these vesicles so that they en-
closed their associated molecular assemblies, thereby
defining the primordial cells.

b. Competition for Energy Resources Led

to the Development of Metabolic Pathways,

Photosynthesis, and Respiration

At this stage in their development, the entities we have
been describing already fit Horowitz’s criteria for life (ex-
hibiting replication, catalysis, and mutability). The polymer-
ization reactions through which these primitive organisms
replicated were entirely dependent on the environment to
supply the necessary monomeric units and the energy-rich
compounds such as ATP or, more likely, just polyphos-
phates, that powered these reactions. As some of the essen-
tial components in the prebiotic soup became scarce, or-
ganisms developed the enzymatic systems that could
synthesize these substances from simpler but more abun-
dant precursors. As a consequence, energy-producing
metabolic pathways arose. This latter development only
postponed an “energy crisis,” however, because these path-
ways consumed other preexisting energy-rich substances.
The increasing scarcity of all such substances ultimately
stimulated the development of photosynthesis to take ad-
vantage of a practically inexhaustible energy supply, the
sun. Yet this process, as we saw in Section 1-1Ab, consumes
reducing agents such as H,S. The eventual exhaustion of
these substances led to the refinement of the photosyn-
thetic process so that it used the ubiquitous H,O as its re-

ducing agent, thereby yielding O, as a by-product. The dis-
covery, in ~3.5-billion-year-old rocks, of what appears to
be fossilized cyanobacteria-like microorganisms (Fig. 1-35)
suggests that oxygen-producing photosynthesis developed
very early in the history of life.

The development of oxygen-producing photosynthesis
led to yet another problem. The accumulation of the highly
reactive O,, which over the eons converted the reducing at-
mosphere of the prebiotic Earth to the modern oxidizing
atmosphere (21% O,), eventually interfered with the exist-
ing metabolic apparatus, which had evolved to operate un-
der reducing conditions. The O, accumulation therefore
stimulated the development of metabolic refinements that
protected organisms from oxidative damage. More impor-
tantly, it led to the evolution of a much more efficient form
of energy metabolism than had previously been possible,
respiration (oxidative metabolism), which used the newly
available O, as an oxidizing agent. [The availability of at-
mospheric O, is also responsible for the generation of the
stratospheric ozone (O;) layer that absorbs most of the bi-
ologically harmful ultraviolet radiation that strikes Earth.]

As previously outlined, the basic replicative and meta-
bolic apparatus of modern organisms evolved quite early
in the history of life on Earth. Indeed, many modern
prokaryotes appear to resemble their very ancient ances-
tors. The rise of eukaryotes, as Section 1-2 indicates, oc-
curred perhaps 2 billion years after prokaryotes had be-
come firmly established. Multicellular organisms are a
relatively recent evolutionary innovation, having not ap-
peared, according to the fossil record, until ~700 million
years ago.

6 THE BIOCHEMICAL LITERATURE

The biochemical literature contains the results of the work
of tens of thousands of scientists extending well over a cen-
tury. Consequently a biochemistry textbook can report
only selected highlights of this vast amount of information.
Moreover, the tremendous rate at which biochemical
knowledge is presently being acquired, which is perhaps
greater than that of any other intellectual endeavor, guar-
antees that there will have been significant biochemical ad-
vances even in the year or so that it took to produce this
text from its final draft. A serious student of biochemistry
must therefore regularly read the biochemical literature to
flesh out the details of subjects covered in (or omitted
from) this text, as well as to keep abreast of new develop-
ments. This section provides a few suggestions on how to
do so.

A. Conducting a Literature Search

The primary literature of biochemistry, those publications
that report the results of biochemical research, is presently
being generated at a rate of tens of thousands of papers per
year appearing in over 200 periodicals. An individual can
therefore only read this voluminous literature in a highly
selective fashion. Indeed, most biochemists tend to “read”



only those publications that are likely to contain reports
pertaining to their interests. By “read” it is meant that they
scan the tables of contents of these journals for the titles of
articles that seem of sufficient interest to warrant further
perusal.

It is difficult to learn about a new subject by beginning
with its primary literature. Instead, to obtain a general
overview of a particular biochemical subject it is best to first
peruse appropriate reviews and monographs. These usually
present a synopsis of recent (at the time of their writing) de-
velopments in the area, often from the authors’ particular
point of view. There are more or less two types of reviews:
those that are essentially a compilation of facts and those
that critically evaluate the data and attempt to place them
in some larger context. The latter type of review is of course
more valuable, particularly for a novice in the field. Most re-
views are published in specialized books and journals, al-
though many journals that publish research reports also oc-
casionally print reviews. Table 1-5 provides a list of many of
the important biochemical review publications.

Monographs and reviews relevant to a subject of inter-
est are usually easy to find through the use of a library cat-
alog and the subject indexes of the major review publica-
tions (the chapter-end references of this text may also be
helpful in this respect). An important part of any review is
its reference list. It usually has previous reviews in the same
or allied fields as well as indicating the most significant re-
search reports in the area. Note the authors of these arti-
cles and the journals in which they tend to publish. When
the most current reviews and research articles you have
found tend to refer to the same group of earlier articles,
you can be reasonably confident that your search for these
earlier articles is largely complete. Finally, to familiarize
yourself with the latest developments in the field, search
the recent primary literature for the work of its most active
research groups and visit the websites of these groups.

Academic libraries subscribe to Web-based reference
search services such as MedLine, SciFinder Scholar,
BIOSIS Previews, and Web of Science. MedLine can
also be accessed free of charge through the National
Center for Biotechnology Information (NCBI)
(http://www.ncbi.nlm.nih.gov/PubMed). Google Scholar
(http://scholar.google.com/) is a freely available search en-
gine that indexes the scholarly literature across many disci-
plines. When used properly, these bibliographic search
services are highly efficient tools for locating specific infor-
mation. Wikipedia (http://wikipedia.org/) is also a valuable
and easily available resource.

B. Reading a Research Article

Research reports more or less all have the same six-part for-
mat. They usually have a short abstract or summary located
before the main body of the paper. The paper then contin-
ues with an introduction, which often contains a short syn-
opsis of the field, the motivation for the research reported,
and a preview of its conclusions. The next section contains a
description of the methods used to obtain the experimental
data. This is followed by a presentation of the results of the
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Table 1-5 Some Biochemical Review Publications

Accounts of Chemical Research

Advances in Protein Chemistry and Structural Biology
Annual Review of Biochemistry

Annual Review of Biophysics

Annual Review of Cell and Developmental Biology
Annual Review of Genetics

Annual Review of Genomics and Human Genetics
Annual Review of Immunology

Annual Review of Medicine

Annual Review of Microbiology

Annual Review of Physiology

Annual Review of Plant Biology

Biochemical Journal®

Biochemistry and Molecular Biology Education”
Biochimica et Biophysica Acta“

BioEssays

Cell®

Chemistry and Biology

Critical Reviews in Biochemistry and Molecular Biology
Current Biology

Current Opinion in Biotechnology

Current Opinion in Cell Biology

Current Opinion in Chemical Biology

Current Opinion in Genetics and Development
Current Opinion in Structural Biology

FASEB Journal*

Journal of Biological Chemistry®

Methods in Enzymology

Molecular Cell”

Nature®

Nature Reviews Molecular Cell Biology

Nature Structural & Molecular Biology*
Proceedings of the National Academy of Sciences USA®
Progress in Biophysics and Molecular Biology
Progress in Nucleic Acid Research and Molecular Biology
Protein Science”

Quarterly Reviews of Biophysics

Science

Scientific American

Structure’

Trends in Biochemical Sciences

Trends in Cell Biology

Trends in Genetics

“Periodicals that mainly publish research reports.

investigation and then by a discussion section wherein the
conclusions of the investigation are set forth and placed in
the context of other work in the field. Finally, there is a list
of references. Most articles are “full papers,” which may be
tens of pages long. However, many journals also contain
“communications” or “letters,” which are usually only a few
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pages in length and are often published more quickly than
are full papers. Many papers have accompanying supple-
mentary material that is available on the journal’s website.

It is by no means obvious how to read a scientific paper.
Perhaps the worst way to do so is to read it from beginning
to end as if it were some kind of a short story. In fact, most
practicing scientists only occasionally read a research arti-
cle in its entirety. It simply takes too long and is rarely pro-
ductive. Rather, they scan selected parts of a paper and
only dig deeper if it appears that to do so will be profitable.
The following paragraph describes a reasonably efficient
scheme for reading scientific papers. This should be an ac-
tive process in which the reader is constantly evaluating
what is being read and relating it to his/her previous knowl-
edge. Moreover, the reader should maintain a healthy
skepticism since there is a reasonable probability that any
paper, particularly in its interpretation of experimental
data and in its speculations, may be erroneous.

If the title of a paper indicates that it may be of interest,
then this should be confirmed by a reading of its abstract.
For many papers, even those containing useful informa-

CHAPTER SUMMARY

1 Prokaryotes Prokaryotes are single-celled organisms
that lack a membrane-enclosed nucleus. Most prokaryotes
have similar anatomies: a rigid cell wall surrounding a cell
membrane that encloses the cytoplasm. The cell’s single chro-
mosome is condensed to form a nucleoid. Escherichia coli, the
biochemically most well-characterized organism, is a typical
prokaryote. Prokaryotes have quite varied nutritional require-
ments. The chemolithotrophs metabolize inorganic sub-
stances. Photolithotrophs, such as cyanobacteria, carry out
photosynthesis. Heterotrophs, which live by oxidizing organic
substances, are classified as aerobes if they use oxygen in this
process and as anaerobes if some other oxidizing agent serves
as their terminal electron acceptor. Traditional prokaryotic
classification schemes are rather arbitrary because of poor
correlation between bacterial form and metabolism. Sequence
comparisons of nucleic acids and proteins, however, have es-
tablished that all life-forms can be classified into three do-
mains of evolutionary descent: the Archaea (archaebacteria),
the Bacteria (eubacteria), and the Eukarya (eukaryotes).

2 Eukaryotes Eukaryotic cells, which are far more com-
plex than those of prokaryotes, are characterized by having
numerous membrane-enclosed organelles. The most conspicu-
ous of these is the nucleus, which contains the cell’s chromo-
somes, and the nucleolus, where ribosomes are assembled. The
endoplasmic reticulum is the site of synthesis of lipids and of
proteins that are destined for secretion. Further processing of
these products occurs in the Golgi apparatus. The mitochon-
dria, wherein oxidative metabolism occurs, are thought to
have evolved from a symbiotic relationship between an aero-
bic bacterium and a primitive eukaryote. The chloroplast, the
site of photosynthesis in plants, similarly evolved from a
cyanobacterium. Other eukaryotic organelles include the lyso-
some, which functions as an intracellular digestive chamber,
and the peroxisome, which contains a variety of oxidative en-

tion, it is unnecessary to read further. If you choose to con-
tinue, it is probably best to do so by scanning the introduc-
tion so as to obtain an overview of the work reported. At
this point most experienced scientists scan the conclusions
section of the paper to gain a better understanding of what
was found. If further effort seems warranted, they scan the
results section to ascertain whether the experimental data
support the conclusions. The methods section (which in
many journals is largely relegated to the supplementary
materials) is usually not read in detail because it is often
written in a condensed form that is only fully interpretable
by an expert in the field. However, for such experts, the
methods section may be the most valuable part of the pa-
per. At this point, what to read next, if anything, is largely
dictated by the remaining points of confusion. In many
cases this confusion can only be eliminated by reading
some of the references given in the paper. At any rate, un-
less you plan to repeat or extend some of the work de-
scribed, it is rarely necessary to read an article in detail. To
do so in a critical manner, you will find, takes several hours
for a paper of even moderate size.

zymes including some that generate H,O,. The eukaryotic cy-
toplasm is pervaded by a cytoskeleton whose components in-
clude microtubules, which consist of tubulin; microfilaments,
which are composed of actin; and intermediate filaments,
which are made of different proteins in different types of cells.
Eukaryotes have enormous morphological diversity on the
cellular as well as on the organismal level. They have been
classified into four kingdoms: Protista, Plantae, Fungi, and An-
imalia. The pattern of embryonic development in multicellular
organisms partially mirrors their evolutionary history.

3 Biochemistry: A Prologue Organisms have a hier-
archical structure that extends down to the submolecular
level. They contain but three basic types of macromolecules:
proteins, nucleic acids, and polysaccharides, as well as lipids,
each of which are constructed from only a few different
species of monomeric units. Macromolecules and supramolec-
ular assemblies form their native biological structures through
a process of self-assembly. The assembly mechanisms of higher
biological structures are largely unknown. Metabolic
processes are organized into a series of tightly regulated path-
ways. These are classified as catabolic or anabolic depending
on whether they participate in degradative or biosynthetic
processes. The common energy “currency” in all these
processes is ATP, whose synthesis is the product of many cata-
bolic pathways and whose hydrolysis drives most anabolic
pathways. DNA, the cell’s hereditary molecule, encodes ge-
netic information in its sequence of bases. The complementary
base sequences of its two strands permit them to act as tem-
plates for their own replication and for the synthesis of com-
plementary strands of RNA. Ribosomes synthesize proteins
by linking amino acids together in the order specified by the
base sequences of RNAs.

4 Genetics: A Review Eukaryotic cells contain a charac-
teristic number of homologous pairs of chromosomes. In mito-



sis each daughter cell receives a copy of each of these chromo-
somes, but in meiosis each resulting gamete receives only one
member of each homologous pair. Fertilization is the fusion of
two haploid gametes to form a diploid zygote. The Mendelian
laws of inheritance state that alternative forms of true-breeding
traits are specified by different alleles of the same gene. Alle-
les may be dominant, codominant, or recessive depending on
the phenotype of the heterozygote. Different genes assort in-
dependently unless they are on the same chromosome. The
linkage between genes on the same chromosome, however, is
never complete because of crossing-over among homologous
chromosomes during meiosis. The rate at which genes recom-
bine varies with their physical separation because crossing-
over occurs essentially at random. This permits the construc-
tion of genetic maps. Whether two recessive traits are allelic
may be determined by the complementation test. The nature
of genes is largely defined by the dictum “one gene—one
polypeptide.” Mutant varieties of bacteriophages are detected
by their ability to kill their host under various restrictive con-
ditions. The fine structure analysis of the r/I region of the bac-
teriophage T4 chromosome has revealed that recombination
may take place within a gene, that genes are linear unbranched
structures, and that the unit of mutation is ~1 bp.

5 The Origin of Life Life is carbon based because only
carbon, among all the elements in the periodic table, has a suf-
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PROBLEMS

It is very difficult to learn something well without somehow par-
ticipating in it. The chapter-end problems are therefore an impor-
tant part of this book. They contain few problems of the regurgi-
tation type. Rather they are designed to make you think and to
offer insights not discussed in the text. Their difficulties range
from those that require only a few moments’ reflection to those
that might take an hour or more of concentrated effort to work
out. The more difficult problems are indicated by a leading aster-
isk (*). The answers to the problems are worked out in detail in
the Solutions Manual to Accompany Biochemistry (4th ed.) by
Donald Voet and Judith G. Voet. You should, of course, make
every effort to work out a problem before consulting the Solu-
tions Manual.

1. Under optimal conditions for growth, an E. coli cell will di-
vide around every 20 min. If no cells died, how long would it take
a single E. coli cell, under optimal conditions in a 10-L culture
flask, to reach its maximum cell density of 10'° cells - mL ! (a “sat-
urated” culture)? Assuming that optimum conditions could be
maintained, how long would it take for the total volume of the
cells alone to reach 1 km?? (Assume an E. coli cell to be a cylinder
2 wm long and 1 pm in diameter.)

2. Without looking them up, draw schematic diagrams of a
bacterial cell and an animal cell. What are the functions of their
various organelles? How many lines of descent might a typical an-
imal cell have?

3. Compare the surface-to-volume ratios of a typical E. coli
cell (its dimensions are given in Problem 1) and a spherical eu-
karyotic cell that is 20 pm in diameter. How does this difference
affect the lifestyles of these two cell types? In order to improve
their ability to absorb nutrients, the brush border cells of the intes-
tinal epithelium have velvetlike patches of microvilli facing into
the intestine. How does the surface-to-volume ratio of this eu-
karyotic cell change if 20% of its surface area is covered with
cylindrical microvilli that are 0.1 wm in diameter, 1 wm in length,
and occur on a square grid with 0.2-um center-to-center spacing?

4. Many proteins in E. coli are normally present at concentra-
tions of two molecules per cell. What is the molar concentration of
such a protein? (The dimensions of E. coli are given in Problem 1.)

Lurquin, PE.,, The Origins of Life and the Universe, Columbia Uni-
versity Press (2003).

McNichol, J., Primordial soup, fool’s gold, and spontaneous gener-
ation, Biochem. Mol. Biol. Ed. 36,255-261 (2008). [A brief in-
troduction to the theory, history, and philosophy of the search
for the origin of life.]

Mojzsis, S.J., Arrhenius, G., McKeegan, K.D., Harrison, T.M., Nut-
man, A.P, and Friend, C.R.L., Evidence for life on Earth be-
fore 3,800 million years ago, Nature 384, 55-57 (1996).

Orgel, L.E., The origin of life—a review of facts and speculations,
Trends Biochem. Sci. 23, 491-495 (1998). [Reviews the most
widely accepted hypotheses on the origin of life and discusses
the evidence supporting them and their difficulties.]

Schopf, J.W., Fossil evidence of Archean life, Philos. Trans. R. Soc.
B 361, 869-885 (2006).

Shapiro, R., Origins. A Skeptic’s Guide to the Creation of Life on
Earth, Summit Books (1986). [ An incisive and entertaining cri-
tique of the reigning theories of the origin of life.]

Conversely, how many glucose molecules does an E. coli cell con-
tain if it has an internal glucose concentration of 1.0 mM?

5. The DNA of an E. coli chromosome measures 1.6 mm in
length, when extended, and 20 A in diameter. What fraction of an
E. coli cell is occupied by its DNA? (The dimensions of E. coli are
given in Problem 1.) A human cell has some 700 times the DNA of
an E. coli cell and is typically spherical with a diameter of 20 pwm.
What fraction of such a human cell is occupied by its DNA?

*6. A new planet has been discovered that has approximately
the same orbit about the sun as Earth but is invisible from Earth
because it is always on the opposite side of the sun. Interplanetary
probes have already established that this planet has a significant
atmosphere. The National Aeronautics and Space Administration
is preparing to launch a new unmanned probe that will land on the
surface of the planet. Outline a simple experiment for this lander
that will test for the presence of life on the surface of this planet
(assume that the life-forms, if any, on the planet are likely to be
microorganisms and therefore unable to walk up to the lander’s
video cameras and say “Hello”).

7. It has been suggested that an all-out nuclear war would so
enshroud Earth with clouds of dust and smoke that the entire sur-
face of the planet would be quite dark and therefore intensely
cold (well below 0°C) for several years (the so-called nuclear win-
ter). In that case, it is thought, eukaryotic life would die out and
bacteria would inherit Earth. Why?

8. One method that Mendel used to test his laws is known as a
testcross. In it, F; hybrids are crossed with their recessive parent.
What is the expected distribution of progeny and what are their
phenotypes in a testcross involving peas with different-colored
seeds? What is it for snapdragons with different flower colors (use
the white parent in this testcross)?

9. The disputed paternity of a child can often be decided on
the basis of blood tests. The M, N, and MN blood groups (Section
12-3E) result from two alleles, LM and LY; the Rh™ blood group
arises from a dominant allele, R. Both sets of alleles occur on a dif-
ferent chromosome from each other and from the alleles respon-
sible for the ABO blood groups. The following table gives the



blood types of three children, their mother, and the two possible
fathers. Indicate, where possible, each child’s paternity and justify
your answer.

Child 1 B M Rh™
Child 2 B MN Rh*
Child 3 AB MN Rh*
Mother B M Rh*
Male 1 B MN Rh*
Male 2 AB N Rh™*

10. The most common form of color blindness, red—green
color blindness, afflicts almost only males. What are the genotypes
and phenotypes of the children and grandchildren of a red—green
color-blind man and a woman with no genetic history of color
blindness? Assume the children mate with individuals who also
have no history of color blindness.
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11. Green and purple photosynthetic bacteria are thought to
resemble the first organisms that could carry out photosynthesis.
Speculate on the composition of Earth’s atmosphere when these
organisms first arose.

12. Explore your local biochemistry library (it may be dis-
guised as a biology, chemistry, or medical library). Locate where
the current periodicals, the bound periodicals, and the books are
kept. Browse through the contents of a current major biochem-
istry journal, such as Biochemistry, Cell, or Proceedings of the Na-
tional Academy of Sciences, and pick a title that interests you. Scan
the corresponding paper and note its organization. Likewise, pe-
ruse one of the articles in the latest volume of Annual Review of
Biochemistry.

13. Using MedLine, look up the publications over the past 5
years of your favorite biomedical scientist. This person might be a
recent Nobel prize winner or someone at your college/university.
Note that even if the person you choose has an unusual name, it is
likely that publications by other individuals with the same name
will be included in your initial list.
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Life, as we know it, occurs in aqueous solution. Indeed, ter-
restrial life apparently arose in some primordial sea (Sec-
tion 1-5B) and, as the fossil record indicates, did not ven-
ture onto dry land until comparatively recent times. Yet
even those organisms that did develop the capacity to live
out of water still carry the ocean with them: The composi-
tions of their intracellular and extracellular fluids are
remarkably similar to that of seawater. This is true even of
organisms that live in such unusual environments as satu-
rated brine, acidic hot sulfur springs, and petroleum.

Water is so familiar, we generally consider it to be a
rather bland fluid of simple character. It is, however, a
chemically reactive liquid with such extraordinary physical
properties that, if chemists had discovered it in recent
times, it would undoubtedly have been classified as an ex-
otic substance.

The properties of water are of profound biological sig-
nificance. The structures of the molecules on which life is
based—proteins, nucleic acids, lipids, and complex carbohy-
drates—result directly from their interactions with their
aqueous environment. The combination of solvent proper-
ties responsible for the intramolecular and intermolecular
associations of these substances is peculiar to water; no other
solvent even resembles water in this respect. Although the
hypothesis that life could be based on organic polymers
other than proteins and nucleic acids seems plausible, it is
all but inconceivable that the complex structural organiza-
tion and chemistry of living systems could exist in other
than an aqueous medium. Indeed, direct observations on
the surface of Mars, the only other planet in the solar sys-
tem with temperatures compatible with life, indicate that it
is presently devoid of both water and life.

Biological structures and processes can only be under-
stood in terms of the physical and chemical properties of
water. We therefore begin this chapter with a discussion of
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the molecular and solvent properties of water. In the fol-
lowing section we review its chemical behavior, that is, the
nature of aqueous acids and bases.

1 PROPERTIES OF WATER

Water’s peculiar physical and solvent properties stem
largely from its extraordinary internal cohesiveness com-
pared to that of almost any other liquid. In this section, we
explore the physical basis of this phenomenon.

A. Structure and Interactions

The H,O molecule has a bent geometry with an O—H bond
distance of 0.958 A and an H—O—H bond angle of 104.5°
(Fig. 2-1). The large electronegativity differenc between H
and O confers a 33% ionic character on the O—H bond as
is indicated by water’s dipole moment of 1.85 debye units.
Water is clearly a highly polar molecule, a phenomenon
with enormous implications for living systems.

van der Waals
radius of O
=1.4A

van der Waals
envelope

O—H covalent
bond distance
=0.958 A

van der Waals
radius of H
=1.2A

Figure 2-1 Structure of the water molecule. The outline
represents the van der Waals envelope of the molecule (where
the attractive components of the van der Waals interactions
balance the repulsive components). The skeletal model of the
molecule indicates its covalent bonds.



a. Water Molecules Associate Through

Hydrogen Bonds

The electrostatic attractions between the dipoles of two
water molecules tend to orient them such that the O—H
bond on one water molecule points toward a lone-pair
electron cloud on the oxygen atom of the other water mol-
ecule. This results in a directional intermolecular associa-
tion known as a hydrogen bond (Fig. 2-2), an interaction
that is crucial both to the properties of water itself and to
its role as a biochemical solvent. In general, a hydrogen
bond may be represented as D—H---A , where D—H is a
weakly acidic “donor group” such as N—H or O—H, and
A is a lone-pair-bearing and thus weakly basic “acceptor
atom” such as N or O. Hence, a hydrogen bond is better
represented as° " D—H?*--- °~ A where the charge separa-
tion in the D—H bond arises from the greater electroneg-
ativity of D relative to H. The peculiar requirement of a
central hydrogen atom rather than some other atom in a
hydrogen bond stems from the hydrogen atom’s small size:
Only a hydrogen nucleus can approach the lone-pair elec-
tron cloud of an acceptor atom closely enough to permit an
electrostatic association of significant magnitude. More-
over, as X-ray scattering measurements have revealed, hy-
drogen bonds are partially (~10%) covalent in character.

Hydrogen bonds are structurally characterized by an
H---A distance that is at least 0.5 A shorter than the calcu-
lated van der Waals distance (distance of closest approach
between two nonbonded atoms) between the atoms. In wa-
ter, for example, the O---H hydrogen bond distance is ~1.8
A versus 2.6 A for the corresponding van der Waals dis-
tance. The energy of a hydrogen bond (~20 kJ - mol™! in
H,0) is small compared to covalent bond energies (for in-
stance, 460 kJ - mol ! for an O—H covalent bond). Never-
theless, most biological molecules have so many hydrogen
bonding groups that hydrogen bonding is of paramount
importance in determining their three-dimensional struc-
tures and their intermolecular associations. Hydrogen
bonding is further discussed in Section 8-4B.

b. The Physical Properties of Ice and Liquid

Water Largely Result from Intermolecular

Hydrogen Bonding

The structure of ice provides a striking example of the
cumulative strength of many hydrogen bonds. X-ray and
neutron diffraction studies have established that water
molecules in ice are arranged in an unusually open struc-
ture. Each water molecule is tetrahedrally surrounded by
four nearest neighbors to which it is hydrogen bonded
(Fig. 2-3). In two of these hydrogen bonds the central H,O
molecule is the “donor,” and in the other two it is the “ac-
ceptor.” As a consequence of its open structure, water is
one of the very few substances that expands on freezing (at
0°C, liquid water has a density of 1.00 g - mL ™!, whereas ice
has a density of 0.92 g - mL ™).

The expansion of water on freezing has overwhelming
consequences for life on Earth. Suppose that water con-
tracted on freezing, that is, became more dense rather than
less dense. Ice would then sink to the bottoms of lakes and
oceans rather than float. This ice would be insulated from the
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Figure 2-2 Hydrogen bond between two water molecules. The
strength of this interaction is maximal when the O—H covalent
bond points directly along a lone-pair electron cloud of the oxygen
atom to which it is hydrogen bonded.
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Figure 2-3 Structure of ice. The tetrahedral arrangement of
the water molecules is a consequence of the roughly tetrahedral
disposition of each oxygen atom’s sp>-hybridized bonding and
lone-pair orbitals (Fig. 2-2). Oxygen and hydrogen atoms are
represented, respectively, by red and white spheres, and hydrogen
bonds are indicated by dashed lines. Note the open structure that
gives ice its low density relative to liquid water. [ After Pauling,
L., The Nature of the Chemical Bond (3rd ed.), p. 465, Cornell
University Press (1960).]

sun so that oceans, with the exception of a thin surface layer
of liquid in warm weather, would be permanently frozen
solid (the water at great depths even in tropical oceans is
close to 4°C, its temperature of maximum density). The re-
flection of sunlight by these frozen oceans and their cooling
effect on the atmosphere would ensure that land tempera-
tures would also be much colder than at present; that is, Earth
would have a permanent ice age. Furthermore, since life ap-
parently evolved in the ocean, it seems unlikely that life could
have developed at all if ice contracted on freezing.
Although the melting of ice is indicative of the coopera-
tive collapse of its hydrogen bonded structure, hydrogen
bonds between water molecules persist in the liquid state.
The heat of sublimation of ice at 0°C is 46.9 kJ - mol ', Yet
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only ~6 kJ - mol~! of this quantity can be attributed to the
kinetic energy of gaseous water molecules. The remaining
41 kJ - mol ! must therefore represent the energy required
to disrupt the hydrogen bonding interactions holding an
ice crystal together. The heat of fusion of ice (6.0 kJ -
mol ') is ~15% of the energy required to disrupt the ice
structure. Liquid water is therefore only ~15% less hydro-
gen bonded than ice at 0°C. Indeed, the boiling point of wa-
ter is 264°C higher than that of methane (CH,), a substance
with nearly the same molecular mass as H,O but which is
incapable of hydrogen bonding (in the absence of inter-
molecular associations, substances with equal molecular
masses should have similar boiling points). This reflects
the extraordinary internal cohesiveness of liquid water re-
sulting from its intermolecular hydrogen bonding.

c. Liquid Water Has a Rapidly Fluctuating Structure

X-ray and neutron scattering measurements of liquid
water reveal a complex structure. Near 0°C, water exhibits
an average nearest-neighbor O---O distance of 2.82 A,
which is slightly greater than the corresponding 2.76-A dis-
tance in ice despite the greater density of the liquid. The
X-ray data further indicate that each water molecule is sur-
rounded by an average of about 4.4 nearest neighbors,
which strongly suggests that the short-range structure of
liquid water is predominantly tetrahedral in character. This
picture is corroborated by the additional intermolecular
distances in liquid water of around 4.5 and 7.0 A, which are
near the expected second and third nearest-neighbor dis-
tances in an icelike tetrahedral structure. Liquid water,
however, also exhibits a 3.5-A intermolecular distance,
which cannot be rationalized in terms of an icelike struc-
ture. These average distances, moreover, become less
sharply defined as the temperature increases into the phys-
iologically significant range, thereby signaling the thermal
breakdown of the short-range water structure.

The structure of liquid water is not simply described. This
is because each water molecule reorients about once every
10712 s, which makes the determination of water’s instanta-
neous structure an experimentally and theoretically difficult
problem (very few experimental techniques can make meas-
urements over such short time spans). Indeed, only with the
advent of modern computational methods have theoreti-
cians felt that they are beginning to have a reasonable un-
derstanding of liquid water at the molecular level.

For the most part, molecules in liquid water are each
hydrogen bonded to four nearest neighbors as they are in
ice. These hydrogen bonds are distorted, however, so that
the networks of linked molecules are irregular and varied,
with the number of hydrogen bonds formed by each wa-
ter molecule ranging from 3 to 6. Thus, for example, 3- to
7-membered rings of hydrogen bonded molecules com-
monly occur in liquid water (Fig. 2-4), in contrast to the
cyclohexane-like 6-membered rings characteristic of ice
(Fig.2-3). Moreover, these networks are continually break-
ing up and re-forming over time periods on the order of
2 X 10~ "s. Liquid water therefore consists of a rapidly fluc-
tuating, space-filling network of hydrogen bonded H,O
molecules that, over short distances, resembles that of ice.

Figure 2-4 Theoretically predicted and spectroscopically
confirmed structures of the water trimer, tetramer, and pentamer.
Note that these rings are all essentially planar, with each water
molecule acting as both a hydrogen bonding donor and acceptor
and with the free hydrogens located above and below the planes

of the rings. [After Liu, K., Cruzan, J.D., and Saykelly, R.J.,
Science 271, 930 (1996).]

B. Water as a Solvent

Solubility depends on the ability of a solvent to interact
with a solute more strongly than solute particles interact
with each other. Water is said to be the “universal solvent.”
Although this statement cannot literally be true, water cer-
tainly dissolves more types of substances and in greater
amounts than any other solvent. In particular, the polar
character of water makes it an excellent solvent for polar
and ionic materials, which are therefore said to be hy-
drophilic (Greek: hydor, water + philos, loving). On the
other hand, nonpolar substances are virtually insoluble in
water (“oil and water don’t mix”) and are consequently de-
scribed as being hydrophobic (Greek: phobos, fear). Non-
polar substances, however, are soluble in nonpolar solvents
such as CCl, or hexane. This information is summarized by
another maxim, “like dissolves like.”

Why do salts dissolve in water? Salts, such as NaCl or
K,HPO,, are held together by ionic forces. The ions of a
salt, as do any electrical charges, interact according to
Coulomb’s law:

kq,q,

F =
Dr?

[2.1]

where F is the force between two electrical charges, g; and
@, that are separated by the distance 7, D is the dielectric
constant of the medium between them, and k is a propor-
tionality constant (8.99 X 10°J - m - C~?). Thus, as the dielec-
tric constant of a medium increases, the force between its
embedded charges decreases; that is, the dielectric constant



Table 2-1 Dielectric Constants and Permanent Molecular
Dipole Moments of Some Common Solvents

Dielectric Dipole Moment
Substance Constant (debye)
Formamide 110.0 3.37
Water 78.5 1.85
Dimethyl sulfoxide 48.9 3.96
Methanol 32.6 1.66
Ethanol 24.3 1.68
Acetone 20.7 2.72
Ammonia 16.9 1.47
Chloroform 4.8 1.15
Diethyl ether 43 1.15
Benzene 2.3 0.00
Carbon tetrachloride 22 0.00
Hexane 1.9 0.00

Source: Brey, W.S., Physical Chemistry and Its Biological Applications,
p- 26, Academic Press (1978).

of a solvent is a measure of its ability to keep opposite
charges apart. In a vacuum, D is unity and in air, it is only
negligibly larger. The dielectric constants of several common
solvents, together with their permanent molecular dipole
moments, are listed in Table 2-1. Note that these quantities
tend to increase together, although not in a regular way.

The dielectric constant of water is among the highest of
any pure liquid, whereas those of nonpolar substances, such
as hydrocarbons, are relatively small. The force between
two ions separated by a given distance in nonpolar liquids
such as hexane or benzene is therefore 30 to 40 times
greater than that in water. Consequently, in nonpolar sol-
vents (low D), ions of opposite charge attract each other
so strongly that they coalesce to form a salt, whereas the
much weaker forces between ions in water solution (high
D) permit significant quantities of the ions to remain sep-
arated.

An ion immersed in a polar solvent attracts the oppo-
sitely charged ends of the solvent dipoles, as is diagrammed
in Fig. 2-5 for water. The ion is thereby surrounded by sev-
eral concentric shells of oriented solvent molecules. Such
ions are said to be solvated or, if water is the solvent, to be
hydrated. The electric field produced by the solvent dipoles
opposes that of the ion so that, in effect, the ionic charge is

Figure 2-5 Solvation of ions by oriented water molecules.
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spread over the volume of the solvated complex. This
arrangement greatly attenuates the coulombic forces be-
tween ions, which is why polar solvents have such high di-
electric constants.

The orienting effect of ionic charges on dipolar mole-
cules is opposed by thermal motions, which continually
tend to randomly reorient all molecules. The dipoles in a
solvated complex are therefore only partially oriented. The
reason why the dielectric constant of water is so much
greater than that of other liquids with comparable dipole
moments is that liquid water’s hydrogen bonded structure
permits it to form oriented structures that resist thermal
randomization, thereby more effectively distributing ionic
charges. Indeed, ice under high pressure has a measured
dielectric constant of 3 because its water molecules cannot
reorient in response to an external electric field.

The bond dipoles of uncharged polar molecules make
them soluble in aqueous solutions for the same reasons
that ionic substances are water soluble. The solubilities of
polar and ionic substances are enhanced if they carry func-
tional groups, such as hydroxyl (—OH), keto (—C=0),
carboxyl (—CO,H or —COOH), or amino (—NH,)
groups, that can form hydrogen bonds with water, as is il-
lustrated in Fig. 2-6. Indeed, water-soluble biomolecules
such as proteins, nucleic acids, and carbohydrates bristle
with just such groups. Nonpolar substances, in contrast,
lack both hydrogen bonding donor and acceptor groups.

a. Amphiphiles Form Micelles and Bilayers

Most biological molecules have both polar (or ionically
charged) and nonpolar segments and are therefore simulta-
neously hydrophilic and hydrophobic. Such molecules, for
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Figure 2-6 Hydrogen bonding by functional groups. Hydrogen
bonds form between water and (a) hydroxyl groups, (b) keto
groups, (¢) carboxyl groups, and (d) amino groups.
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example, fatty acid ions (soap ions; Fig. 2-7), are said to be
amphiphilic or, synonymously, amphipathic (Greek: amphi,
both + pathos, passion). How do amphiphiles interact with
an aqueous solvent? Water, of course, tends to hydrate the
hydrophilic portion of an amphiphile, but it also tends to
exclude its hydrophobic portion. Amphiphiles conse-
quently tend to form water-dispersed structurally ordered
aggregates. Such aggregates may take the form of micelles,
which are globules of up to several thousand amphiphiles
arranged with their hydrophilic groups at the globule sur-
face so that they can interact with the aqueous solvent
while the hydrophobic groups associate at the center so as
to exclude solvent (Fig. 2-8a). However, the model drawn
in Fig. 2-8a is an oversimplification because it is geometri-
cally impossible for all the hydrophobic groups to occupy
the center of the micelle. Instead, the amphipilic molecules
pack in a more disorganized and rapidly fluctuating fash-
ion that largely buries their hydrophobic groups and ex-
poses their polar groups (Fig. 2-9). Alternatively, am-
phiphiles may arrange themselves to form bilayered sheets
or vesicles (Fig. 2-8b) in which the polar groups face the
aqueous phase.

The interactions stabilizing a micelle or bilayer are col-
lectively described as hydrophobic forces or hydrophobic
interactions to indicate that they result from the tendency
of water to exclude hydrophobic groups. Hydrophobic in-
teractions are relatively weak compared to hydrogen bonds
and lack directionality. Nevertheless, hydrophobic interac-
tions are of pivotal biological importance because, as we
shall see in later chapters, they are largely responsible for
the structural integrity of biological macromolecules (Sec-
tions 8-4C and 29-2C), as well as that of supramolecular ag-
gregates such as membranes. Note that hydrophobic inter-
actions are peculiar to an aqueous environment. Other
polar solvents do not promote such associations.

0 Figure 2-7 Examples of fatty acid anions.

They consist of a polar carboxylate group
coupled to a long nonpolar hydrocarbon
chain.

Figure 2-8 Associations of amphipathic molecules in
aqueous solutions. The polar “head” groups are hydrated,
whereas the nonpolar “tails” aggregate so as to exclude
the aqueous solution. (a) A spheroidal aggregate of
amphipathic molecules known as a micelle. (b) An
extended planar aggregate of amphipathic molecules
called a bilayer. The bilayer may form a closed spheroidal
shell, known as a vesicle, that encloses a small amount of
aqueous solution.

C. Proton Mobility

When an electrical current is passed through an ionic solu-
tion, the ions migrate toward the electrode of opposite po-
larity at a rate proportional to the electrical field and in-
versely proportional to the frictional drag experienced by
the ion as it moves through the solution. This latter quan-
tity, as Table 2-2 indicates, varies with the size of the ion.
Note, however, that the ionic mobilities of both H;O" and

Figure 2-9 Model of a micelle. Twenty molecules of octyl
glucoside (an eight-carbon chain with a sugar head group) are
shown in space-filling form in this computer-generated model.
The molecules’ polar O atoms are red and the C atoms are gray.
H atoms have been omitted for clarity. Computer simulations
indicate that such micelles have an irregular, rapidly fluctuating
structure (unlike the symmetric aggregate pictured in Fig. 2-8a)
such that portions of the hydrophobic tails are exposed on the
micelle surface at any given instant. [Courtesy of Michael Garavito
and Shelagh Ferguson-Miller, Michigan State University.]



Table 2.2 Tlonic Mobilities” in H,O at 25°C
Ton Mobility X 107° (cm*- V™' - s7h)
H,0" 362.4
Li* 40.1
Na* 51.9
K* 76.1
NH; 76.0
Mg** 55.0
Ca’* 61.6
OH™ 197.6
Cl™ 76.3
Br~ 78.3
CH;COO™ 40.9
SO 79.8

“Tonic mobility is the distance an ion moves in 1 s under the influence of

an electric field of 1V - cm™.

Source: Brey, W.S., Physical Chemistry and Its Biological Applications,
p. 172, Academic Press (1978).

OH™ are anomalously large compared to those of other
ions. For H;0O™ (the hydronium ion, which is abbreviated
H*; a bare proton has no stable existence in aqueous solu-
tion), this high migration rate results from the ability of
protons to jump rapidly from one water molecule to an-
other, as is diagrammed in Fig. 2-10. Although a given hy-
dronium ion can physically migrate through solution in the
manner of, say, an Na™ ion, the rapidity of the proton-jump
mechanism makes the H;O" ion’s effective ionic mobility
much greater than it otherwise would be (the mean life-
time of a given H;O" ion is 10712 s at 25°C). The anoma-
lously high ionic mobility of the OH™ ion is likewise ac-
counted for by the proton-jump mechanism but, in this
case, the apparent direction of ionic migration is opposite

H H
\0+/
l Proton
2~ jumps H H
: \ /
/0\ ,.0— ---o\
@ @
I
H O—H
/

Figure 2-10 Mechanism of hydronium ion migration in aqueous
solution via proton jumps. Proton jumps, which mostly occur

at random, take place rapidly compared with direct molecular
migration, thereby accounting for the observed high ionic
mobilities of hydronium and hydroxyl ions in aqueous solutions.
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to the direction of proton jumping. Proton jumping is also
responsible for the observation that acid—base reactions are
among the fastest reactions that take place in aqueous solu-
tions, and as we shall see (Section 23-3B), is of importance
in biological proton-transfer reactions.

2 ACIDS, BASES, AND BUFFERS

Biological molecules, such as proteins and nucleic acids,
bear numerous functional groups, such as carboxyl and
amino groups, that can undergo acid-base reactions. Many
properties of these molecules therefore vary with the acidi-
ties of the solutions in which they are immersed. In this sec-
tion we discuss the nature of acid—base reactions and how
acidities are controlled, both physiologically and in the
laboratory.

A. Acid-Base Reactions

Acids and bases, in a definition coined in the 1880s by Svante
Arrhenius, are, respectively, substances capable of donating
protons and hydroxide ions. This definition is rather limited,
because, for example, it does not account for the observation
that NH;, which lacks an OH™ group, exhibits basic proper-
ties. In a more general definition, which was formulated in
1923 by Johannes Brgnsted and Thomas Lowry, an acid is a
substance that can donate protons (as in the Arrhenius defini-
tion) and a base is a substance that can accept protons. Under
this definition, in every acid-base reaction,

HA + H,O = H,0" + A~

a Brensted acid (here HA) reacts with a Brensted base
(here H,0O) to form the conjugate base of the acid (A7)
and the conjugate acid of the base (H;0™) (this reaction is
usually abbreviated HA = H" + A~ with the participa-
tion of H,O implied). Accordingly, the acetate ion
(CH;COO™) is the conjugate base of acetic acid
(CH;COOH) and the ammonium ion (NHJ) is the conju-
gate acid of ammonia (NH;). (In a yet more general defini-
tion of acids and bases, Gilbert Lewis described a Lewis
acid as a substance that can accept an electron pair and a
Lewis base as a substance that can donate an electron pair.
This definition, which is applicable to both aqueous and
nonaqueous systems, is unnecessarily broad for describing
most biochemical phenomena.)

a. The Strength of an Acid Is Specified by
Its Dissociation Constant
The above acid dissociation reaction is characterized by
its equilibrium constant, which, for acid-base reactions, is
known as a dissociation constant,
" _
o [HO"J[A"] 22
[HA][H,O]
a quantity that is a measure of the relative proton affini-
ties of the HA/A™ and H;O0"/H,O conjugate acid-base
pairs. Here, as throughout the text, quantities in square
brackets symbolize the molar concentrations of the
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enclosed substances. Since in dilute aqueous solutions the
water concentration is essentially constant with [H,O] =
1000 g - L™!/18.015 g - mol ' = 55.5 M, this term is custom-
arily combined with the dissociation constant, which then
takes the form

K, = K[H,0] = [H[+Il§]

For brevity, however, we shall henceforth omit the sub-
script “a.” The dissociation constants for acids useful in
preparing biochemical solutions are listed in Table 2-3.
Acids may be classified according to their relative
strengths, that is, according to their abilities to transfer a

[2.3]

proton to water. Acids with dissociation constants smaller
than that of H;O™ (which, by definition, is unity in aqueous
solutions) are only partially ionized in aqueous solutions
and are known are weak acids (K < 1). Conversely, strong
acids have dissociation constants larger than that of H;O*
so that they are almost completely ionized in aqueous solu-
tions (K > 1). The acids listed in Table 2-3 are all weak
acids. However, many of the so-called mineral acids, such as
HCIO,, HNO;, HCl, and H,SO, (for its first ionization), are
strong acids. Since strong acids rapidly transfer all their
protons to H,O, the strongest acid that can stably exist in
aqueous solutions is H;O". Likewise, there can be no
stronger base in aqueous solutions than OH ™.

Table 2-3 Dissociation Constants and pK’s at 25°C of Some Acids in Common Laboratory

Use as Biochemical Buffers

Acid K (M) pK
Oxalic acid 537 X 1072 1.27 (pK,)
H;PO, 7.08 X 107° 2.15 (pK,)
Citric acid 7.41 x 1074 3.13 (pK;)
Formic acid 1.78 x 107* 3.75
Succinic acid 6.17 X 107° 421 (pK)
Oxalate ™ 537 x107° 4.27 (pK,)
Acetic acid 1.74 X 1073 4.76
Citrate™ 1.74 X 1073 4.76 (pKs)
Citrate?” 3.98 X 107¢ 5.40 (pK3)
Succinate™ 229 X 10°¢ 5.64 (pK,)
2-(N-Morpholino)ethanesulfonic acid (MES) 8.13 x 1077 6.09
Cacodylic acid 5.37 x 1077 6.27
H,CO; 4.47 x 1077 6.35 (pK;)
N-(2-Acetamido)iminodiacetic acid (ADA) 2.69 X 1077 6.57
Piperazine-N,N'-bis(2-ethanesulfonic acid) (PIPES) 1.74 X 1077 6.76
N-(2-Acetamido)-2-aminoethanesulfonic acid (ACES) 1.58 X 1077 6.80
H,PO, 1.51 X 1077 6.82 (pK,)
3-(N-Morpholino)propanesulfonic acid (MOPS) 7.08 X 1078 7.15
N-2-Hydroxyethylpiperazine-N'-2-ethanesulfonic 339 x 1078 7.47

acid (HEPES)
N-2-Hydroxyethylpiperazine-N'-3-propanesulfonic 1.10 x 1078 7.96

acid (HEPPS)
N-[Tris(hydroxymethyl)methyl|glycine (Tricine) 8.91 x 107° 8.05
Tris(hydroxymethyl)aminomethane (Tris) 832 x 1077 8.08
Glycylglycine 5.62 x 1077 8.25
N,N-Bis(2-hydroxyethyl)glycine (Bicine) 5.50 x 1077 8.26
Boric acid 5.75x 10710 9.24
NH; 5.62 x 10710 9.25
Glycine 1.66 X 1071 9.78
HCO;, 4.68 x 10711 10.33 (pK>)
Piperidine 7.58 X 10712 11.12
HPO; 417 x 10712 12.38 (pK3)

Source: Mostly Dawson, R.M.C., Elliott, D.C., Elliott, W.H., and Jones, K.M., Data for Biochemical Research
(3rd ed.), pp. 424-425, Oxford Science Publications (1986); and Good, N.E., Winget, G.D., Winter, W., Connolly,
T.N., Izawa, S., and Singh, R.M.M., Biochemistry 5, 467 (1966).



Water, being an acid, has a dissociation constant:

_ [H'][OH |
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As above, the constant [H,0O] = 55.5M can be incorporated
into the dissociation constant to yield the expression for
the ionization constant of water,

K,=[H"][OH™] [2.4]

The value of K,, at 25°C is 10~'* M2 Pure water must con-
tain equimolar amounts of H* and OH™ so that [H'] =
[OH] = (K,)"> = 1077 M. Since [H*] and [OH ] are re-
ciprocally related by Eq. [2.4], if [H"] is greater than this
value, [OH™] must be correspondingly less and vice versa.
Solutions with [H*] = 1077 M are said to be neutral, those
with [H*] > 1077 M are said to be acidic, and those with
[H*] < 1077 M are said to be basic. Most physiological so-
lutions have hydrogen ion concentrations near neutrality.
For example, human blood is normally slightly basic, with
[H"]=4.0Xx 1078 M.

The values of [H*] for most solutions are inconveniently
small and difficult to compare. A more practical quantity,
which was devised in 1909 by Sgren Sgrensen, is known as
the pH:

pH = —log[H"] [2.5]

The pH of pure water is 7.0, whereas acidic solutions have
pH < 7.0 and basic solutions have pH > 7.0. For a 1M solu-
tion of a strong acid, pH = 0 and for a 1M solution of a
strong base, pH = 14. Note that if two solutions differ in pH
by one unit, they differ in [H"] by a factor of 10. The pH of
a solution may be accurately and easily determined
through electrochemical measurements with a device
known as a pH meter.

b. The pH of a Solution Is Determined by the

Relative Concentrations of Acids and Bases

The relationship between the pH of a solution and the
concentrations of an acid and its conjugate base can be eas-
ily derived by rearranging Eq. [2.3]

and substituting it into Eq. [2.5]

pH = —log K + log(m)
[HA]

Defining pK = —log K in analogy with Eq. [2.5], we obtain
the Henderson—-Hasselbalch equation:

pH = pK + log(m) [2.6]

[HA]

This equation indicates that the pK of an acid is numeri-
cally equal to the pH of the solution when the molar concen-
trations of the acid and its conjugate base are equal. Table
2-3 lists the pK values of several acids.
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B. Buffers

A 0.01-mL droplet of 1M HCI added to 1 L of pure water
changes the water’s pH from 7 to 5, which represents a 100-
fold increase in [H']. Yet, since the properties of biological
substances vary significantly with small changes in pH, they
require environments in which the pH is insensitive to ad-
ditions of acids or bases. To understand how this is possible,
let us consider the titration of a weak acid with a strong
base.

Figure 2-11 shows how the pH values of 1-L solutions of
1M acetic acid, H,POj, and ammonium ion (NHY), vary
with the quantity of OH™ added. Titration curves such as
those in Fig.2-11, as well as distribution curves such as those

Starting Midpoint End
point (pPH=pK) point

: : :

14
~—HAI>[A ] — < [HAI < [A ] —

13

11 -

10

pH

| | | | | | | |
0O 01 02 03 04 05 06 0.7 08 09 1.0
Equivalents OH™

Figure 2-11 Acid-base titration curves of 1-L solutions of 1M
acetic acid, H,PO7, and NH by a strong base. At the starting
point of each titration, the acid form of the conjugate acid—base
pair overwhelmingly predominates. At the midpoint of the
titration, where pH = pK, the concentration of the acid is equal
to that of its conjugate base. Finally, at the end point of the
titration, where the equivalents of strong base added equal the
equivalents of acid at the starting point, the conjugate base is in
great excess over acid. The shaded bands indicate the pH ranges
over which the corresponding solution can function effectively as
a buffer..‘QSee the Animated Figures.
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pK = 4.76

1.0

[CH,COOH] [CH,CO0]

Fraction of species present

0.2 —

pH

Figure 2-12 Distribution curves for acetic acid and acetate ion.
The fraction of species present is given as the ratio of the
concentration of CH;COOH or CH;COO™ to the total
concentrations of these two species. The customarily accepted
useful buffer range of pK =+ 1 is indicated by the shaded region.

in Fig. 2-12, may be calculated using the Henderson—Hassel-
balch equation. Near the beginning of the titration, a signif-
icant fraction of the A~ present arises from the dissociation
of HA. Similarly, near the end point, much of the HA de-
rives from the reaction of A~ with H,O. Throughout most of
the titration, however, the OH ™ added reacts essentially
completely with the HA to form A~ so that

(A7l =+ [2.7]

where x represents the equivalents of OH™ added and V'is
the volume of the solution. Then, letting ¢, represent the
equivalents of HA initially present,

CO_

[HA] = —;

[2.8]

Incorporating these relationships into Eq. [2.6] yields

X
H = pK + 1 2.
p p 0g<CO_x) [2.9]

which accurately describes a titration curve except near its
wings (these regions require more exact treatments that
take into account the ionizations of water).

Several details about the titration curves in Fig. 2-11
should be noted:

1. The curves have similar shapes but are shifted verti-
cally along the pH axis.

2. The pH at the equivalence point of each titration
(where the equivalents of OH™ added equal the equiva-

lents of HA initially present) is >7 because of the reaction
of A~ with H,O to form HA + OH ; similarly, each initial
pHis <7.

3. The pH at the midpoint of each titration is numeri-
cally equal to the pK of its corresponding acid; here, accord-
ing to the Henderson-Hasselbalch equation, [HA] = [A7].

4. The slope of each titration curve is much less near its
midpoint than it is near its wings. This indicates that when
[HA] = [A”], the pH of the solution is relatively insensitive
to the addition of strong base or strong acid. Such a solution,
which is known as an acid-base buffer, is resistant to pH
changes because small amounts of added H" or OH™, re-
spectively, react with the A~ or HA present without greatly
changing the value of log([A™ J/[HA]).

a. Buffers Stabilize a Solution’s pH

The ability of a buffer to resist pH changes with added
acid or base is directly proportional to the total concentra-
tion of the conjugate acid-base pair, [HA] + [A7]. It is
maximal when pH = pK and decreases rapidly with a
change in pH from that point. A good rule of thumb is that
a weak acid is in its useful buffer range within 1 pH unit of
its pK (the shaded regions of Figs. 2-11 and 2-12). Above
this range, where the ratio [A"]/[HA] > 10, the pH of the
solution changes rapidly with added strong base. A buffer
is similarly impotent with addition of strong acid when its
pK exceeds the pH by more than a unit.

Biological fluids, both those found intracellularly and
extracellularly, are heavily buffered. For example, the pH
of the blood in healthy individuals is closely controlled at
pH 7.4. The phosphate and carbonate ions that are compo-
nents of most biological fluids are important in this respect
because they have pK’s in this range (Table 2-3). More-
over, many biological molecules, such as proteins, nucleic
acids, and lipids, as well as numerous small organic mole-
cules, bear multiple acid-base groups that are effective as
buffer components in the physiological pH range.

The concept that the properties of biological molecules
vary with the acidity of the solution in which they are dis-
solved was not fully appreciated before the beginning of
the twentieth century so that the acidities of biochemical
preparations made before that time were rarely controlled.
Consequently these early biochemical experiments yielded
poorly reproducible results. More recently, biochemical
preparations have been routinely buffered to simulate the
properties of naturally occurring biological fluids. Many of
the weak acids listed in Table 2-3 are commonly used as
buffers in biochemical preparations. In practice, the chosen
weak acid and one of its soluble salts are dissolved in the
(nearly equal) mole ratio necessary to provide the desired
pH and, with the aid of a pH meter, the resulting solution is
fine-tuned by titration with strong acid or base.

C. Polyprotic Acids

Substances that bear more than one acid-base group, such
as H;PO, or H,CO;, as well as most biomolecules, are
known as polyprotic acids. The titration curves of such sub-
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First Second Third
Starting equivalence equivalence equivalence
point point point point
Midpoint three
14— [HPO% ] = [POF]
12 —
10 [—
Midpoint two
— [H,PO,] = [HPOF ]
di l
pH
6 —
- Midpoint one Figure 2-13 Titration curve of a 1-L
[H,PO,] = [H,PO,] solution of 1M H;PO,. The two
4 intermediate equivalence points occur at
the steepest parts of the curve. Note the
flatness of the curve near its starting points
2 and end points in comparison with the
L~ curved ends of the titration curves in
Fig. 2-11. This indicates that H;PO, (pK; =
0 | | | 2.15) is verging on being a strong acid and
0 0.5 1.0 1.5 2.0 2.5 3.0

Equivalents OH~

stances, as is illustrated in Fig. 2-13 for H;PO,, are charac-
terized by multiple pK’s, one for each ionization step. Exact
calculations of the concentrations of the various ionic
species present at a given pH is clearly a more complex
task than for a monoprotic acid.

The pK’s of two closely associated acid—base groups are
not independent. The ionic charge resulting from a proton
dissociation electrostatically inhibits further proton dissocia-
tion from the same molecule, thereby increasing the values of
the corresponding pK’s. This effect, according to Coulomb’s
law, decreases as the distance between the ionizing groups in-
creases. For example, the pK’s of oxalic acid’s two adjacent
carboxyl groups differ by 3 pH units (Table 2-3), whereas
those of succinic acid, in which the carboxyl groups are sepa-
rated by two methylene groups, differ by 1.4 units.

Il | l
H—0—C—C—0—H H—0—C—CH,CH,—C—0—H

Oxalic acid Succinic acid

Likewise, successive ionizations from the same center, such
as in H;PO, or H,CO3, have pK’s that differ by 4 to 5 pH
units. If the pK’s for successive ionizations of a polyprotic
acid differ by at least 3 pH units, it can be accurately as-
sumed that, at a given pH, only the members of the conju-
gate acid-base pair characterized by the nearest pK are
present in significant concentrations. This, of course,
greatly simplifies the calculations for determining the con-
centrations of the various ionic species present.

PO3 (pK; = 12.38) is verging on being a
strong base. @' See the Animated Figures.

a. Polyprotic Acids with Closely Spaced pK’s Have

Molecular lonization Constants

If the pK’s of a polyprotic acid differ by less than ~2 pH
units, as is true in perhaps the majority of biomolecules, the
ionization constants measured by titration are not true group
ionization constants but, rather, reflect the average ionization
of the groups involved. The resulting ionization constants are
therefore known as molecular ionization constants.

Consider the acid-base equilibria shown in Fig. 2-14 in
which there are two nonequivalent protonation sites. Here,
the quantities K, Kg, K¢, and Kp, the ionization constants
for each group, are alternatively called microscopic ioniza-
tion constants. The molecular ionization constant for the
removal of the first proton from HAH is

[HTJ([AH™] + [HA™])

K, = =K, + Kg [2.10
: A At Ky [2:10]

Figure 2-14 Ionization of an acid that has two nonequivalent
protonation sites.
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Similarly, the molecular ionization constant K, for the re-
moval of the second proton is
[H'][A*] 1

RmTAH T + (HA T~ (KO + (1/Kp)

KcKp

~ Ko+ Ky [2.11]

CHAPTER SUMMARY

1 Properties of Water Water is an extraordinary sub-
stance, the properties of which are of great biological impor-
tance. A water molecule can simultaneously participate in as
many as four hydrogen bonds: two as a donor and two as an
acceptor. These hydrogen bonds are responsible for the open,
low-density structure of ice. Much of this hydrogen bonded
structure exists in the liquid phase, as is evidenced by the high
boiling point of water compared to those of other substances
of similar molecular masses. Physical and theoretical evidence
indicates that liquid water maintains a rapidly fluctuating, hy-
drogen bonded molecular structure that, over short ranges, re-
sembles that of ice. The unique solvent properties of water de-
rive from its polarity as well as its hydrogen bonding
properties. In aqueous solutions, ionic and polar substances
are surrounded by multiple concentric hydration shells of ori-
ented water dipoles that act to attenuate the electrostatic in-
teractions between the charges in the solution. The thermal
randomization of the oriented water molecules is resisted by
their hydrogen bonding associations, thereby accounting for
the high dielectric constant of water. Nonpolar substances are
essentially insoluble in water. However, amphipathic sub-
stances aggregate in aqueous solutions to form micelles and
bilayers due to the combination of hydrophobic interactions
among the nonpolar portions of these molecules and the hy-
drophilic interactions of their polar groups with the aqueous
solvent. The H;O" and OH™ ions have anomalously large
ionic mobilities in aqueous solutions because the migration of
these ions through solution occurs largely via proton jumping
from one H,O molecule to another.

2 Acids, Bases, and Buffers A Brgnsted acid is a sub-
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PROBLEMS

1. Draw the hydrogen bonding pattern that water forms with
acetamide (CH;CONH,) and with pyridine (benzene with a CH
group replaced by N).

2. Explain why the dielectric constants of the following pairs
of liquids have the order given in Table 2-1: (a) carbon tetrachlo-
ride and chloroform; (b) ethanol and methanol; and (c) acetone
and formamide.

3. “Inverted” micelles are made by dispersing amphipathic
molecules in a nonpolar solvent, such as benzene, together with a
small amount of water (counterions are also provided if the head
groups are ionic). Draw the structure of an inverted micelle and
describe the forces that stabilize it.

*4. Amphipathic molecules in aqueous solutions tend to con-
centrate at surfaces such as liquid—solid or liquid—gas interfaces.
They are therefore said to be surface-active molecules or surfac-
tants. Rationalize this behavior in terms of the properties of the
amphiphiles and indicate the effect that surface-active molecules
have on the surface tension of water (surface tension is a measure
of the internal cohesion of a liquid as manifested by the force nec-
essary to increase its surface area). Explain why surfactants such
as soaps and detergents are effective in dispersing oily substances
and oily dirt in aqueous solutions. Why do aqueous solutions of
surfactants foam and why does the presence of oily substances re-
duce this foaming?

5. Indicate how hydrogen bonding forces and hydrophobic
forces vary with the dielectric constant of the medium.

6. Using the data in Table 2-2, indicate the times it would take
a K* and an H' ion to each move 1 cm in an electric field of
100V - cm™.

7. Explain why the mobility of H in ice is only about an order
of magnitude less than that in liquid water, whereas the mobility
of Na* in solid NaCl is zero.

8. Calculate the pH of: (a) 0.1M HCI; (b) 0.1M NaOH; (c) 3 X
107> M HNO3; (d) 5 X 107" M HCIO,; and () 2 X 1078 M KOH.

9. The volume of a typical bacterial cell is on the order of 1.0
pwm®. At pH 7, how many hydrogen ions are contained inside a
bacterial cell? A bacterial cell contains thousands of macromole-
cules, such as proteins and nucleic acids, that each bear multiple
ionizable groups. What does your result indicate about the com-
mon notion that ionizable groups are continuously bathed with
H* and OH" ions?

10. Using the data in Table 2-3, calculate the concentrations of
all molecular and ionic species and the pH in aqueous solutions
that have the following formal compositions: (a) 0.01M acetic
acid; (b) 0.25M ammonium chloride; (c¢) 0.05M acetic acid +
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0.10M sodium acetate; and (d) 0.20M boric acid [B(OH);] +
0.05M sodium borate [NaB(OH),].

11. Acid-base indicators are weak acids that change color on
changing ionization states. When a small amount of an appropri-
ately chosen indicator is added to a solution of an acid or base be-
ing titrated, the color change “indicates” the end point of the titra-
tion. Phenolphthalein is a commonly used acid-base indicator that,
in aqueous solutions, changes from colorless to red-violet in the pH
range between 8.2 and 10.0. Referring to Figs. 2-11 and 2-13, de-
scribe the effectiveness of phenolphthalein for accurately detect-
ing the end point of a titration with strong base of: (a) acetic acid;
(b) NH,Cl; and (c) H;PO, (at each of its three equivalence points).

*12. The formal composition of an aqueous solution is 0.12M
K,HPO, + 0.08M KH,PO,. Using the data in Table 2-3, calculate
the concentrations of all ionic and molecular species in the solu-
tion and the pH of the solution.

13. Distilled water in equilibrium with air contains dissolved
carbon dioxide at a concentration of 1.0 X 1073 M. Using the data
in Table 2-3, calculate the pH of such a solution.

14. Calculate the formal concentrations of acetic acid and
sodium acetate necessary to prepare a buffer solution of pH 5 that
is 0.20M in total acetate. The pK of acetic acid is given in Table 2-3.

15. In order to purify a certain protein, you require 0.1M
glycine buffer at pH 9.4. Unfortunately, your stockroom has run
out of glycine. However, you manage to find two 0.1M glycine
buffer solutions, one at pH 9.0 and the other at pH 10.0. What vol-
umes of these two solutions must you mix in order to obtain 200 mL
of your required buffer?

16. An enzymatic reaction takes place in 10 mL of a solution
that has a total citrate concentration of 120 mM and an initial pH
of 7.00. During the reaction (which does not involve citrate), 0.2
milliequivalents of acid are produced. Using the data in Table 2-3,
calculate the final pH of the solution. What would the final pH of
the solution be in the absence of the citrate buffer assuming that
the other components of the solution have no significant buffering
capacity and that the solution is initially at pH 7?

*17. A solution’s buffer capacity B is defined as the ratio of an
incremental amount of base added, in equivalents, to the corre-
sponding pH change. This is the reciprocal of the slope of the titra-
tion curve, Eq. [2.9]. Derive the equation for 8 and show that it is
maximal at pH = pK.

18. Using the data in Table 2-3, calculate the microscopic ion-
ization constants for oxalic acid and for succinic acid. How do
these values compare with their corresponding molecular ioniza-
tion constants?
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You can’t win.
First law of thermodynamics
You can’t even break even.
Second law of thermodynamics
You can’t stay out of the game.
Third law of thermodynamics

Living things require a continuous throughput of energy.
For example, through photosynthesis, plants convert radi-
ant energy from the sun, the primary energy source for life
on Earth, to the chemical energy of carbohydrates and
other organic substances. The plants, or the animals that eat
them, then metabolize these substances to power such
functions as the synthesis of biomolecules, the maintenance
of concentration gradients, and the movement of muscles.
These processes ultimately transform the energy to heat,
which is dissipated to the environment. A considerable
portion of the cellular biochemical apparatus must there-
fore be devoted to the acquisition and utilization of energy.

Thermodynamics (Greek: therme, heat + dynamis,
power) is a marvelously elegant description of the relation-
ships among the various forms of energy and how energy
affects matter on the macroscopic as opposed to the molec-
ular level; that is, it deals with amounts of matter large
enough for their average properties, such as temperature
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and pressure, to be well defined. Indeed, the basic princi-
ples of thermodynamics were developed in the nineteenth
century before the atomic theory of matter had been gen-
erally accepted.

With a knowledge of thermodynamics we can determine
whether a physical process is possible. Thermodynamics is
therefore essential for understanding why macromolecules
fold to their native conformations, how metabolic path-
ways are designed, why molecules cross biological mem-
branes, how muscles generate mechanical force, and so on.
The list is endless. Yet the reader should be cautioned that
thermodynamics does not indicate the rates at which possi-
ble processes actually occur. For instance, although ther-
modynamics tells us that glucose and oxygen react with the
release of copious amounts of energy, it does not indicate
that this mixture is indefinitely stable at room temperature
in the absence of the appropriate enzymes. The prediction
of reaction rates requires, as we shall see in Section 14-1C,
a mechanistic description of molecular processes. Yet ther-
modynamics is also an indispensable guide in formulating
such mechanistic models because such models must con-
form to thermodynamic principles.

Thermodynamics, as it applies to biochemistry, is most
frequently concerned with describing the conditions under
which processes occur spontaneously (by themselves). We
shall consequently review the elements of thermodynamics
that enable us to predict chemical and biochemical spon-
taneity: the first and second laws of thermodynamics, the
concept of free energy, and the nature of processes at equi-
librium. Familiarity with these principles is indispensable
for understanding many of the succeeding discussions in
this text. We shall, however, postpone consideration of the
thermodynamic aspects of metabolism until Sections 16-4
through 16-6.

1 FIRST LAW OF THERMODYNAMICS:
ENERGY IS CONSERVED

In thermodynamics, a system is defined as that part of the
universe that is of interest, such as a reaction vessel or an
organism; the rest of the universe is known as the sur-
roundings. A system is said to be open, closed, or isolated
according to whether or not it can exchange matter and en-
ergy with its surroundings, only energy, or neither matter
nor energy. Living organisms, which take up nutrients, re-



lease waste products, and generate work and heat, are ex-
amples of open systems; if an organism were sealed inside
an uninsulated box, it would, together with the box, consti-
tute a closed system, whereas if the box were perfectly in-
sulated, the system would be isolated.

A. Energy

The first law of thermodynamics is a mathematical state-
ment of the law of conservation of energy: Energy can be
neither created nor destroyed.

AU = Uppa = Ujpiias = q + W [3.1]

Here U is energy, g represents the heat absorbed by the
system from the surroundings, and w is the work done on
the system by the surroundings. Heat is a reflection of ran-
dom molecular motion, whereas work, which is defined as
force times the distance moved under its influence, is asso-
ciated with organized motion. Force may assume many dif-
ferent forms, including the gravitational force exerted by
one mass on another, the expansional force exerted by a
gas, the tensional force exerted by a spring or muscle fiber,
the electrical force of one charge on another, or the dissipa-
tive forces of friction and viscosity. Processes in which the
system releases heat, which by convention are assigned a
negative ¢, are known as exothermic processes (Greek:
exo, out of); those in which the system gains heat (positive
q) are known as endothermic processes (Greek: endon,
within). Under this convention, work done by the system
against an external force is defined as a negative quantity.
The SI unit of energy, the joule (J), is steadily replacing
the calorie (cal) in modern scientific usage. The large calo-
rie (Cal, with a capital C) is a unit favored by nutritionists.
The relationships among these quantities and other units,
as well as the values of constants that will be useful
throughout this chapter, are collected in Table 3-1.

a. State Functions Are Independent of the Path

a System Follows

Experiments have invariably demonstrated that the en-
ergy of a system depends only on its current properties or
state, not on how it reached that state. For example, the state
of a system composed of a particular gas sample is com-
pletely described by its pressure and temperature. The en-
ergy of this gas sample is a function only of these so-called
state functions (quantities that depend only on the state of
the system) and is therefore a state function itself. Conse-
quently, there is no net change in energy (AU = 0) for any
process in which the system returns to its initial state (a
cyclic process).

Neither heat nor work is separately a state function be-
cause each is dependent on the path followed by a system
in changing from one state to another. For example, in the
process of changing from an initial to a final state, a gas
may do work by expanding against an external force, or do
no work by following a path in which it encounters no ex-
ternal resistance. If Eq.[3.1] is to be obeyed, heat must also
be path dependent. It is therefore meaningless to refer to
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Table 3-1 Thermodynamic Units and Constants

Joule (J)
1J=1kg-m?’-s> 1J=1C:V (coulomb volt)
1J =1N - m (newton meter)
Calorie (cal)
1 cal heats 1 g of H,O from 14.5 to 15.5°C
1cal =4.184]
Large calorie (Cal)
1 Cal = 1 kcal 1Cal =41841]
Avogadro’s number (N)
N = 6.0221 X 10* molecules + mol ™!
Coulomb (C)
1 C = 6.241 X 10'® electron charges
Faraday (%)
1% = N electron charges
1% = 96,485 C - mol ™' =96,485J - V' - mol ™!
Kelvin temperature scale (K)
0 K = absolute zero 273.15K = 0°C
Boltzmann constant (ky)
ks =1.3807 X 10727 - K~!
Gas constant (R)
R=Nky R=19872cal-K ! -mol!
R=83145J-K'-mol ! R=0.08206L-atm-K'-mol !

the heat or work content of a system (in the same way that
it is meaningless to refer to the number of one dollar bills
and ten dollar bills in a bank account containing $85.00). To
indicate this property, the heat or work produced during a
change of state is never referred to as Ag or Aw but rather
asjust g or w.

B. Enthalpy

Any combination of only state functions must also be a state
function. One such combination, which is known as en-
thalpy (Greek: enthalpein, to warm in), is defined

H=U+ PV [32]

where V is the volume of the system and P is its pressure.
Enthalpy is a particularly convenient quantity with which
to describe biological systems because under constant pres-
sure, a condition typical of most biochemical processes, the
enthalpy change between the initial and final states of a
process, AH, is the easily measured heat that it generates or
absorbs. To show this, let us divide work into two cate-
gories: pressure-volume (P-V) work, which is work per-
formed by expansion against an external pressure (—P AV),
and all other work (w'):

w=—PAV +w’ [3.3]
Then, by combining Egs. [3.1], [3.2], and [3.3], we see that
AH=AU+PAV =¢qp+w+ PAV =¢qp+w [34]



54  Chapter 3. Thermodynamic Principles: A Review

where ¢gp is the heat transferred at constant pressure. Thus
if w' = 0, as is often true of chemical reactions, AH = ¢p.
Moreover, the volume changes in most biochemical
processes are negligible, so that the differences between
their AU and AH values are usually insignificant.

We are now in a position to understand the utility of
state functions. For instance, suppose we wished to deter-
mine the enthalpy change resulting from the complete oxi-
dation of 1 g of glucose to CO, and H,O by muscle tissue.
To make such a measurement directly would present enor-
mous experimental difficulties. For one thing, the enthalpy
changes resulting from the numerous metabolic reactions
not involving glucose oxidation that normally occur in liv-
ing muscle tissue would greatly interfere with our enthalpy
measurement. Since enthalpy is a state function, however,
we can measure glucose’s enthalpy of combustion in any
apparatus of our choosing, say, a constant pressure
calorimeter rather than a muscle, and still obtain the same
value. This, of course, is true whether or not we know the
mechanism through which muscle converts glucose to CO,
and H,O as long as we can establish that these substances
actually are the final metabolic products. In general, the
change of enthalpy in any hypothetical reaction pathway
can be determined from the enthalpy change in any other re-
action pathway between the same reactants and products.

We stated earlier in the chapter that thermodynamics
serves to indicate whether a particular process occurs spon-
taneously. Yet the first law of thermodynamics cannot, by it-
self, provide the basis for such an indication, as the following
example demonstrates. If two objects at different tempera-
tures are brought into contact, we know that heat sponta-
neously flows from the hotter object to the colder one, never
vice versa. Yet either process is consistent with the first law
of thermodynamics since the aggregate energy of the two
objects is independent of their temperature distribution.
Consequently, we must seek a criterion of spontaneity other
than only conformity to the first law of thermodynamics.

2 SECOND LAW OF
THERMODYNAMICS: THE UNIVERSE
TENDS TOWARD MAXIMUM DISORDER

When a swimmer falls into the water (a spontaneous
process), the energy of the coherent motion of his body is
converted to that of the chaotic thermal motion of the sur-
rounding water molecules. The reverse process, the swim-
mer being ejected from still water by the sudden coherent
motion of the surrounding water molecules, has never been
witnessed even though such a phenomenon violates nei-
ther the first law of thermodynamics nor Newton’s laws of
motion. This is because spontaneous processes are charac-
terized by the conversion of order (in this case the coherent
motion of the swimmer’s body) to chaos (here the random
thermal motion of the water molecules). The second law of
thermodynamics, which expresses this phenomenon, there-
fore provides a criterion for determining whether a process
is spontaneous. Note that thermodynamics says nothing
about the rate of a process; that is the purview of chemical

kinetics (Chapter 14). Thus a spontaneous process might
proceed at only an infinitesimal rate.

A. Spontaneity and Disorder

The second law of thermodynamics states, in accordance
with all experience, that spontaneous processes occur in di-
rections that increase the overall disorder of the universe,
that is, of the system and its surroundings. Disorder, in this
context, is defined as the number of equivalent ways, W, of
arranging the components of the universe. To illustrate this
point, let us consider an isolated system consisting of two
bulbs of equal volume containing a total of N identical
molecules of ideal gas (Fig. 3-1). When the stopcock con-
necting the bulbs is open, there is an equal probability that
a given molecule will occupy either bulb, so there are a to-
tal of 2 equally probable ways that the N molecules may
be distributed among the two bulbs. Since the gas mole-
cules are indistinguishable from one another, there are
only (N + 1) different states of the system: those with 0, 1,
2,...,(N = 1),or N molecules in the left bulb. Probability
theory indicates that the number of (indistinguishable)
ways, W, of placing L of the N molecules in the left bulb is

N!

w, =——
EOOLY(N - L)

The probability of such a state occurring is its fraction of
the total number of possible states: W, /2",

For any value of N, the state that is most probable, that is,
the one with the highest value of W, is the one with half of
the molecules in one bulb (L = N/2 for N even). As N be-
comes large, the probability that L is nearly equal to N/2 ap-
proaches unity: For instance, when N = 10 the probability
that L is within 20% of N/2 (that is, 4,5, or 6) is 0.66, whereas
for N = 50 this probability (that L is in the range 20-30) is
0.88. For a chemically significant number of molecules, say

Figure 3-1 Two bulbs of equal volumes connected by a stopcock.
In (a), a gas occupies the left bulb, the right bulb is evacuated,
and the stopcock is closed. When the stopcock is opened (b),

the gas molecules diffuse back and forth between the bulbs
and eventually become distributed so that half of them occupy
each bulb.
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Figure 3-2 The improbability of even a small amount of order.
Consider a simple “universe” consisting of a square array of
9 positions that collectively contain 4 identical “molecules” (red
dots). If the 4 molecules are arranged in a square, we call the
arrangement a “crystal”; otherwise we call it a “gas.” The total
number of distinguishable arrangements of our 4 molecules in
9 positions is given by

w=28710_ 1y

4-3-2-1

Here, the numerator indicates that the first molecule may occupy
any of the universe’s 9 positions, the second molecule may oc-
cupy any of the 8 remaining unoccupied positions, and so on,
whereas the denominator corrects for the number of indistin-
guishable arrangements of the 4 identical molecules. Of the 126
arrangements this universe can have, only 4 are crystals (black
squares). Thus, even in this simple universe, there is a more than
30-fold greater probability that it will contain a disordered gas,
when arranged at random, than an ordered crystal. [Illustration,
Irving Geis. Image from the Irving Geis Collection, Howard
Hughes Medical Institute. Reprinted with permission.]

N = 107, the probability that the number of molecules in
the left bulb differs from those in the right by as insignifi-
cant a ratio as 1 molecule in every 10 billion is 10~**, which,
for all intents and purposes, is zero. Therefore, the reason
the number of molecules in each bulb of the system in Fig.
3-1b is always observed to be equal is not because of any
law of motion; the energy of the system is the same for any
arrangement of the molecules. It is because the aggregate
probability of all other states is so utterly insignificant (Fig.3-2).
By the same token, the reason that our swimmer is never
thrown out of the water or even noticeably disturbed by the
chance coherent motion of the surrounding water mole-
cules is that the probability of such an event is nil.

B. Entropy

In chemical systems, W, the number of equivalent ways of ar-
ranging a system in a particular state, is usually inconve-
niently immense. For example, when the above twin-bulb
system contains N gas molecules,so Wy, = 10¥'"?so that for
N = 103, Wy = = 10719, In order to be able to deal with
W more easily, we define, as did Ludwig Boltzmann in 1877,
a quantity known as entropy (Greek:en, in + trope, turning):

S=kylnW [3.5]

that increases with W but in a more manageable way. Here
kg is the Boltzmann constant (Table 3-1). For our twin-bulb
system, S = kgN In 2, so the entropy of the system in its most
probable state is proportional to the number of gas mole-
cules it contains. Note that entropy is a state function be-
cause it depends only on the parameters that describe a state.

The laws of random chance cause any system of reason-
able size to spontaneously adopt its most probable arrange-
ment, the one in which entropy is a maximum, simply be-
cause this state is so overwhelmingly probable. For example,
assume that all N molecules of our twin-bulb system are
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initially placed in the left bulb (Fig.3-1a; Wy =1and S = 0
since there is only one way of doing this). After the stop-
cock is opened, the molecules will randomly diffuse in and
out of the right bulb until eventually they achieve their
most probable (maximum entropy) state, that with half of
the molecules in each bulb. The gas molecules will subse-
quently continue to diffuse back and forth between the
bulbs, but there will be no further macroscopic (net)
change in the system. The system is therefore said to have
reached equilibrium.
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According to Eq. [3.5], the foregoing spontaneous ex-
pansion process causes the system’s entropy to increase. In
general, for any constant energy process (AU = 0), a spon-
taneous process is characterized by AS > 0. Since the energy
of the universe is constant (energy can assume different
forms but can be neither created nor destroyed), any spon-
taneous process must cause the entropy of the universe to in-
crease:

AS

system

+ AS = AS >0 [3.6]

surroundings universe

Equation [3.6] is the usual expression for the second law of
thermodynamics. It is a statement of the general tendency
of all spontaneous processes to disorder the universe; that
is, the entropy of the universe tends toward a maximum.

The conclusions based on our twin-bulb apparatus may
be applied to explain, for instance, why blood transports O,
and CO, between the lungs and the tissues. Solutes in solu-
tion behave analogously to gases in that they tend to main-
tain a uniform concentration throughout their occupied
volume because this is their most probable arrangement. In
the lungs, where the concentration of O, is higher than that
in the venous blood passing through them, more O, enters
the blood than leaves it. On the other hand, in the tissues,
where the O, concentration is lower than that in the arte-
rial blood, there is net diffusion of O, from the blood to the
tissues. The reverse situation holds for CO, transport since
the CO, concentration is low in the lungs but high in the
tissues. Keep in mind, however, that thermodynamics says
nothing about the rates at which O, and CO, are trans-
ported to and from the tissues. The rates of these processes
depend on the physicochemical properties of the blood, the
lungs, and the cardiovascular system.

Equation [3.6] does not imply that a particular system
cannot increase its degree of order. As is explained in Sec-
tion 3-3, however, a system can only be ordered at the ex-
pense of disordering its surroundings to an even greater ex-
tent by the application of energy to the system. For example,
living organisms, which are organized from the molecular

level upward and are therefore particularly well ordered,
achieve this order at the expense of disordering the nutri-
ents they consume. Thus, eating is as much a way of acquir-
ing order as it is of gaining energy.

A state of a system may constitute a distribution of
more complicated quantities than those of gas molecules in
a bulb or simple solute molecules in a solvent. For example,
if our system consists of a protein molecule in aqueous so-
lution, its various states differ, as we shall see, in the con-
formations of the protein’s amino acid residues and in
the distributions and orientations of its associated water
molecules. The second law of thermodynamics applies here
because a protein molecule in aqueous solution assumes its
native conformation largely in response to the tendency of
its surrounding water structure to be maximally disordered
(Section 8-4C).

C. Measurement of Entropy

In chemical and biological systems, it is impractical, if not
impossible, to determine the entropy of a system by count-
ing the number of ways, W, it can assume its most probable
state. An equivalent and more practical definition of en-
tropy was proposed in 1864 by Rudolf Clausius: For spon-
taneous processes

AS = [3.7]

J final d q
initial
where T'is the absolute temperature at which the change in
heat occurs. The proof of the equivalence of our two defini-
tions of entropy, which requires an elementary knowledge
of statistical mechanics, can be found in many physical
chemistry textbooks. It is evident, however, that any system
becomes progressively disordered (its entropy increases)
as its temperature rises (e.g., Fig. 3-3). The equality in Eq.
[3.7] holds only for processes in which the system remains
in equilibrium throughout the change; these are known as
reversible processes.

\J

Ice Melting ice
(273 to 0°C) (0°C)

Liquid water
(0 to 100°C)

Boiling water
(100°C)

Figure 3-3 Relationship of entropy and temperature. The structure of water, or any other
substance, becomes increasingly disordered, that is, its entropy increases, as its temperature rises.




For the constant temperature conditions typical of bio-
logical processes, Eq. [3.7] reduces to
q
AS = T [3.8]
Thus the entropy change of a reversible process at constant
temperature can be determined straightforwardly from
measurements of the heat transferred and the temperature
at which this occurs. However, since a process at equilib-
rium can only change at an infinitesimal rate (equilibrium
processes are, by definition, unchanging), real processes
can approach, but can never quite attain, reversibility. Con-
sequently, the universe’s entropy change in any real process
is always greater than its ideal (reversible) value. This means
that when a system departs from and then returns to its ini-
tial state via a real process, the entropy of the universe
must increase even though the entropy of the system (a
state function) does not change.

3 FREE ENERGY: THE INDICATOR
OF SPONTANEITY

The disordering of the universe by spontaneous processes
is an impractical criterion for spontaneity because it is
rarely possible to monitor the entropy of the entire uni-
verse. Yet the spontaneity of a process cannot be predicted
from a knowledge of the system’s entropy change alone.
This is because exothermic processes (AH,.,, < 0) may
be spontaneous even though they are characterized by
AS,y5em < 0. For example, 2 mol of H, and 1 mol of O,, when
sparked, react in a decidedly exothermic reaction to form 2
mol of H,O. Yet two water molecules, each of whose three
atoms are constrained to stay together, are more ordered
than are the three diatomic molecules from which they
formed. Similarly, under appropriate conditions, many de-
natured (unfolded) proteins will spontaneously fold to as-
sume their highly ordered native (normally folded) confor-
mations (Section 9-1A). What we really want, therefore, is
a state function that predicts whether or not a given
process is spontaneous. In this section, we consider such a
function.

A. Gibbs Free Energy
The Gibbs free energy,
G=H-TS [3.9]

which was formulated by J. Willard Gibbs in 1878, is the
required indicator of spontaneity for constant temperature
and pressure processes. For systems that can only do pres-
sure-volume work (w' = 0), combining Egs. [3.4] and [3.9]
while holding T and P constant yields

AG=AH — TAS = qp — TAS [3.10]

But Eq. [3.8] indicates that 7 AS = ¢ for spontaneous
processes at constant 7. Consequently, AG = 0 is the crite-
rion of spontaneity we seek for the constant 7 and P condi-
tions that are typical of biochemical processes.

Section 3-3. Free Energy: The Indicator of Spontaneity 57

Table 3-2 Variation of Reaction Spontaneity (Sign of AG)
with the Signs of AH and AS

AH AS AG =AH — TAS
- +

The reaction is both enthalpically favored
(exothermic) and entropically favored.

It is spontaneous (exergonic) at all
temperatures.

The reaction is enthalpically favored but
entropically opposed. It is spontaneous
only at temperatures below T = AH/AS.
The reaction is enthalpically opposed
(endothermic) but entropically favored.
It is spontaneous only at temperatures
above T = AH/AS.

The reaction is both enthalpically and
entropically opposed. It is unspontaneous
(endergonic) at all temperatures.

Spontaneous processes, that is, those with negative AG
values, are said to be exergonic (Greek: ergon, work); they
can be utilized to do work. Processes that are not sponta-
neous, those with positive AG values, are termed ender-
gonic; they must be driven by the input of free energy
(through mechanisms discussed in Section 3-4C). Processes
at equilibrium, those in which the forward and backward
reactions are exactly balanced, are characterized by AG =
0. Note that the value of AG varies directly with tempera-
ture. This is why, for instance, the native structure of a pro-
tein, whose formation from its denatured form has both
AH < 0 and AS < 0, predominates below the temperature
at which AH = T AS (the denaturation temperature),
whereas the denatured protein predominates above this
temperature. The variation of the spontaneity of a process
with the signs of AH and AS is summarized in Table 3-2.

B. Free Energy and Work

When a system at constant temperature and pressure does
non-P-V work, Eq. [3.10] must be expanded to

AG=qgp—TAS +w' [3.11]
or, because T AS = g, (Eq. [3.8]),
AG =w'
so that
AG = —w' [3.12]

Since P-V work is unimportant in biological systems, AG
for a biological process represents its maximum recoverable
work. The AG of a process is therefore indicative of the
maximum charge separation it can establish, the maximum
concentration gradient it can generate (Section 3-4A), the
maximum muscular activity it can produce, and so on. In
fact, for real processes, which can only approach reversibil-
ity, the inequality in Eq. [3.12] holds, so that the work put
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into any system can never be fully recovered. This is indica-
tive of the inherent dissipative character of nature. Indeed,
as we have seen, it is precisely this dissipative character
that provides the overall driving force for any change.

It is important to reiterate that a large negative value of
AG does not ensure a chemical reaction will proceed at a
measurable rate. This depends on the detailed mechanism
of the reaction, which is independent of AG. For instance,
most biological molecules, including proteins, nucleic acids,
carbohydrates, and lipids, are thermodynamically unstable
to hydrolysis but, nevertheless, spontaneously hydrolyze at
biologically insignificant rates. Only with the introduction
of the proper enzymes will the hydrolysis of these mole-
cules proceed at a reasonable pace. Yet a catalyst, which by
definition is unchanged by a reaction, cannot affect the AG
of a reaction. Consequently, an enzyme can only accelerate
the attainment of thermodynamic equilibrium; it cannot, for
example, promote a reaction that has a positive AG.

4 CHEMICAL EQUILIBRIA

The entropy (disorder) of a substance increases with its
volume. For example, as we have seen for our twin-bulb ap-
paratus (Fig. 3-1), a collection of gas molecules, in occupy-
ing all of the volume available to it, maximizes its entropy.
Similarly, dissolved molecules become uniformly distrib-
uted throughout their solution volume. Entropy is there-
fore a function of concentration.

If entropy varies with concentration, so must free en-
ergy. Thus, as is shown in this section, the free energy
change of a chemical reaction depends on the concentra-
tions of both its reactants and its products. This phenome-
non is of great biochemical significance because enzymatic
reactions can proceed in either direction depending on the
relative concentrations of their reactants and products. In-
deed, the directions of many enzymatically catalyzed reac-
tions depend on the availability of their substrates (reac-
tants) and on the metabolic demand for their products
(although most metabolic pathways operate unidirection-
ally; Section 16-6C).

A. Equilibrium Constants

The relationship between the concentration and the free
energy of a substance A, which is derived in the appendix
to this chapter, is approximately

G — G = RTIn[A] [3.13]

where G, is known equivalently as the partial molar free
energy or the chemical potential of A (the bar indicates the
quantity per mole), G is the partial molar free energy of A
in its standard state (see Section 3-4B), R is the gas con-
stant (Table 3-1), and [A] is the molar concentration of A.
Thus for the general reaction,

aA + bB =— ¢C + dD

since free energies are additive and the free energy change

of a reaction is the sum of the free energies of the products
less those of the reactants, the free energy change for this
reaction is

AG = c¢G. + dGp — aG, — bGy [3.14]
Substituting this relationship into Eq. [3.13] yields
CJ]‘[D]“
AG = AG° + RTIn (%) [3.15]
[A]“[B]

where AG® is the free energy change of the reaction when
all of its reactants and products are in their standard states.
Thus the expression for the free energy change of a reac-
tion consists of two parts: (1) a constant term whose value
depends only on the reaction taking place, and (2) a vari-
able term that depends on the concentrations of the reac-
tants and the products, the stoichiometry of the reaction,
and the temperature.

For a reaction at equilibrium, there is no net change be-
cause the free energy of the forward reaction exactly
balances that of the backward reaction. Consequently,
AG = 0, so that Eq. [3.15] becomes

AG® = —RTIn K, [3.16]

where K, is the familiar equilibrium constant of the reac-
tion:

c d

[Cl DYy

=— 31
Keq [A]ﬁq [B]Zq [ 7]

and the subscript “eq” in the concentration terms indicates
their equilibrium values. (The equilibrium condition is usu-
ally clear from the context of the situation, so that equilib-
rium concentrations are often expressed without this sub-
script.) The equilibrium constant of a reaction may
therefore be calculated from standard free energy data and
vice versa. Table 3-3 indicates the numerical relationship
between AG® and K. Note that a 10-fold variation of K
at 25°C corresponds to a 5.7 kJ - mol™! change in AG®,
which is less than half of the free energy of even a weak hy-
drogen bond.

Equations [3.15] through [3.17] indicate that when the
reactants in a process are in excess of their equilibrium

Table 3-3 Variation of K., with AG® at 25°C

K q AG®° (kJ - mol ™)
109 —34.3
10* —22.8
107 —11.4
10! =57
10° 0.0
107 5.7
1072 11.4
107 22.8
107° 343



concentrations, the net reaction will proceed in the forward
direction until the excess reactants have been converted to
products and equilibrium is attained. Conversely, when
products are in excess, the net reaction proceeds in the re-
verse direction so as to convert products to reactants until
the equilibrium concentration ratio is likewise achieved.
Thus, as Le Chatelier’s principle states, any deviation from
equilibrium stimulates a process that tends to restore the sys-
tem to equilibrium. All isolated systems must therefore in-
evitably reach equilibrium. Living systems escape this ther-
modynamic cul-de-sac by being open systems (Section
16-6A).

The manner in which the equilibrium constant varies
with temperature is seen by substituting Eq. [3.10] into Eq.
[3.16] and rearranging:

ok _—AHO(;)JFASO
MR =2 \7)7 R

[3.18]

where H° and S° represent enthalpy and entropy in the
standard state. If AH° and AS° are independent of temper-
ature, as they often are to a reasonable approximation, a
plot of In K, versus 1/T, known as a van’t Hoff plet, yields
a straight line of slope —AH°/R and intercept AS°/R. This
relationship permits the values of AH® and AS° to be deter-
mined from measurements of K4 at two (or more) differ-
ent temperatures. Calorimetric data, which until recent
decades were quite difficult to measure for biochemical
processes, are therefore not required to obtain the values
of AH° and AS°. Consequently, most biochemical thermo-
dynamic data have been obtained through the application
of Eq. [3.18]. However, the development of the scanning
microcalorimeter has made the direct measurement of
AH (gp) for biochemical processes a practical alternative.
Indeed, a discrepancy between the values of AH® for a re-
action as determined calorimetrically and from a van’t
Hoff plot suggests that the reaction occurs via one or more
intermediate states in addition to the initial and final states
implicit in the formulation of Eq. [3.18].

B. Standard Free Energy Changes

Since only free energy differences, AG, can be measured,
not free energies themselves, it is necessary to refer these
differences to some standard state in order to compare the
free energies of different substances (likewise, we refer the
elevations of geographic locations to sea level, which is ar-
bitrarily assigned the height of zero). By convention, the
free energy of all pure elements in their standard state of
25°C, 1 atm, and in their most stable form (e.g., O, not O3),
is defined to be zero. The free energy of formation of any
nonelemental substance, AG¢, is then defined as the change
in free energy accompanying the formation of 1 mol of that
substance, in its standard state, from its component ele-
ments in their standard states. The standard free energy
change for any reaction can be calculated according to

AG° = D' AG}(products) — E AG¢ (reactants) [3.19]
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Table 3-4 Free Energies of Formation of Some
Compounds of Biochemical Interest

Compound —AGS (kJ - mol™")
Acetaldehyde 139.7
Acetate 369.2
Acetyl-CoA 374.1¢
cis-Aconitate’” 920.9
CO,(g) 394.4
COy(aq) 386.2
HCO; 587.1
Citrate’~ 1166.6
Dihydroxyacetone®” 1293.2
Ethanol 181.5
Fructose 915.4
Fructose-6-phosphate?~ 1758.3
Fructose-1,6-bisphosphate*~ 2600.8
Fumarate?~ 604.2
a-D-Glucose 9172
Glucose-6-phosphate?~ 1760.3
Glyceraldehyde-3-phosphate®” 1285.6
H* 0.0
H,(g) 0.0
H,0(¢) 237.2
Isocitrate®” 1160.0
a-Ketoglutarate?~ 798.0
Lactate™ 516.6
L-Malate?~ 845.1
OH™ 157.3
Oxaloacetate®” 797.2
Phosphoenolpyruvate®~ 1269.5
2-Phosphoglycerate’~ 1285.6
3-Phosphoglycerate®~ 1515.7
Pyruvate™ 474.5
Succinate?” 690.2
Succinyl-CoA 686.7¢

“For formation from free elements + free CoA (coenzyme A).

Source: Metzler, D.E., Biochemistry, The Chemical Reactions of Living
Cells (2nd ed.), pp.290-291, Harcourt/Academic Press (2001).

Table 3-4 provides a list of standard free energies of forma-
tion, AG?, for a selection of substances of biochemical sig-
nificance.

a. Standard State Conventions in Biochemistry

The standard state convention commonly used in physi-
cal chemistry defines the standard state of a solute as that
with unit activity at 25°C and 1 atm (activity is concentra-
tion corrected for nonideal behavior, as is explained in the
appendix to this chapter; for the dilute solutions typical of
biochemical reactions in the laboratory, such corrections
are small, so activities can be replaced by concentrations).



60  Chapter 3. Thermodynamic Principles: A Review

However, because biochemical reactions usually occur in
dilute aqueous solutions near neutral pH, a somewhat dif-
ferent standard state convention for biological systems has
been adopted:

® Water’s standard state is defined as that of the pure
liquid, so that the activity of pure water is taken to be unity
despite the fact that its concentration is 55.5M. In essence,
the [H,O] term is incorporated into the value of the equi-
librium constant. This procedure simplifies the free energy
expressions for reactions in dilute aqueous solutions in-
volving water as a reactant or product because the [H,O]
term can then be ignored.

® The hydrogen ion activity is defined as unity at the
physiologically relevant pH of 7 rather than at the physical
chemical standard state of pH 0, where many biological
substances are unstable.

® The standard state of a substance that can undergo an
acid-base reaction is defined in terms of the total concen-
tration of its naturally occurring ion mixture at pH 7. In
contrast, the physical chemistry convention refers to a pure
species whether or not it actually exists at pH 0. The advan-
tage of the biochemistry convention is that the total con-
centration of a substance with multiple ionization states,
such as most biological molecules, is usually easier to meas-
ure than the concentration of one of its ionic species. Since
the ionic composition of an acid or base varies with pH,
however, the standard free energies calculated according
to the biochemistry convention are valid only at pH 7.

Under the biochemistry convention, the standard free
energy changes of substances are customarily symbolized
by AG®" in order to distinguish them from physical chem-
istry standard free energy changes, AG®° (note that the value
of AG for any process, being experimentally measurable, is
independent of the chosen standard state;i.e., AG = AG").
Likewise, the biochemical equilibrium constant, which is
defined by using AG®" in place of AG® in Eq. [3.17], is rep-
resented by K.

The relationship between AG®" and AG® is often a sim-
ple one. There are three general situations:

1. If the reacting species include neither H,O nor H”,
the expressions for AG®" and AG®° coincide.

2. For a reaction in dilute aqueous solution that yields
n H,O molecules:

A+B=—C+D+nHO

Egs. [3.16] and [3.17] indicate that

AG® = —RTIn K, = —RT1n<W>

[(A][B]

Under the biochemistry convention, which defines the ac-
tivity of pure water as unity,

[C][D])

AG® = —RTIn K, = —RTln(i
! [A][B]

Therefore
AG® = AG®° + nRT In[H,0] [3.20]

where [H,O] = 55.5M (the concentration of water in aque-
ous solution), so that for a reaction at 25°C which yields 1
mol of H,0,AG* = AG® + 9.96 kJ - mol .

3. For a reaction involving hydrogen ions, such as

A+ B<=—=C+ HD
[«
D +H*
[H"][D"]
K:< [HD] )

manipulations similar to those above lead to the relation-
ship

where

AG® = AG° — RTIn(1 + K/[H*],) +

RTIn[H"], [3.21]

where [H*], = 107" M, the only value of [H*] for which this
equation is valid. Of course, if more than one ionizable
species participates in the reaction and/or if any of them
are polyprotic, Eq. [3.21] is correspondingly more compli-
cated.

C. Coupled Reactions

The additivity of free energy changes allows an endergonic
reaction to be driven by an exergonic reaction under the
proper conditions. This phenomenon is the thermodynamic
basis for the operation of metabolic pathways, since most
of these reaction sequences comprise endergonic as well as
exergonic reactions. Consider the following two-step reac-
tion process:

(1) A+B=C+D AG,
©) D+E=F+G AG,

If AG, = 0, Reaction (1) will not occur spontaneously.
However, if AG, is sufficiently exergonic so that AG; +
AG, <0, then although the equilibrium concentration of D
in Reaction (1) will be relatively small, it will be larger than
that in Reaction (2). As Reaction (2) converts D to prod-
ucts, Reaction (1) will operate in the forward direction to
replenish the equilibrium concentration of D. The highly
exergonic Reaction (2) therefore drives the endergonic
Reaction (1), and the two reactions are said to be coupled
through their common intermediate, D. That these coupled
reactions proceed spontaneously (although not necessarily
at a finite rate) can also be seen by summing Reactions
(1) and (2) to yield the overall reaction

1+2)

Where AG; = AG, + AG, < 0. As long as the overall path-
way (reaction sequence) is exergonic, it will operate in the

A+B+E=C+F+G AG,



forward direction. Thus, the free energy of ATP hydrolysis,
a highly exergonic process, is harnessed to drive many oth-
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erwise endergonic biological processes to completion (Sec-
tion 16-4C).

APPENDIX Concentration Dependence of Free Energy

To establish that the free energy of a substance is a func-
tion of its concentration, consider the free energy change
of an ideal gas during a reversible pressure change at con-
stant temperature (w' = 0, since an ideal gas is incapable of
doing non-P-V work). Substituting Egs. [3.1] and [3.2] into
Eq. [3.9] and differentiating the result yields

dG =dq +dw + PdV + VdP — TdS [3.Al]

On substitution of the differentiated forms of Egs. [3.3] and
[3.8] into this expression, it reduces to

dG = V dP [3.A2]

The ideal gas equation is PV = nRT, where n is the number
of moles of gas. Therefore
dP
dG = nRT? =nRTdIn P [3.A3]
This gas phase result can be extended to the more bio-
chemically relevant area of solution chemistry by applica-

tion of Henry’s law for a solution containing the volatile
solute A in equilibrium with the gas phase:

Here P, is the partial pressure of A when its mole fraction
in the solution is X, and K is the Henry’s law constant of
A in the solvent being used. It is generally more conven-
ient, however, to express the concentrations of the rela-
tively dilute solutions of chemical and biological systems in
terms of molarity rather than mole fractions. For a dilute
solution
na [A]

X, =~ =
n

[solvent] [3-A3]

solvent

where the solvent concentration, [solvent], is approxi-
mately constant. Thus

Py~ K\[A] [3.A6]

where K, = K,/[solvent]. Substituting this expression
into Eq. [3.A3] yields

dG, = n\RT d(In K’y + In[A]) = naRT d In[A] [3.A7]

Free energy, as are energy and enthalpy, is a relative
quantity that can only be defined with respect to some ar-
bitrary standard state. The standard state is customarily
taken to be 25°C, 1 atm pressure, and, for the sake of math-
ematical simplicity, [A] = 1. The integration of Eq. [3.A7]
from the standard state, [A] = 1, to the final state, [A] =
[A], results in

G — G = n\RTIn[A] [3.A8]

where Gj, is the free energy of A in the standard state and
[A] really represents the concentration ratio [A]/1. Since
Henry’s law is valid for real solutions only in the limit of in-
finite dilution, however, the standard state is defined as the
entirely hypothetical state of 1M solute with the properties
that it has at infinite dilution.

The free energy terms in Eq. [3.A8] may be converted
from extensive quantities (those dependent on the amount
of material) to intensive quantities (those independent of
the amount of material) by dividing both sides of the equa-
tion by n,. This yields

G — G = RTIn[A] [3.A9]

Equation [3.A9] has the limitation that it refers to solu-
tions that exactly follow Henry’s law, although real solu-
tions only do so in the limit of infinite dilution if the solute
is, in fact, volatile. These difficulties can all be eliminated by
replacing [A] in Eq. [3.A9] by a quantity, a,, known as the
activity of A. This is defined

ay = valA] [3.A10]

where v, is the activity coefficient of A. Equation [3.A9]
thereby takes the form

Gy — G =RTIna, [3.A11]

in which all departures from ideal behavior, including the
provision that the system may perform non-P-V work, are
incorporated into the activity coefficient, which is an ex-
perimentally measurable quantity. Ideal behavior is only
approached at infinite dilution; that is, y, — 1 as [A] — 0.
The standard state in Eq. [3.A11] is redefined as that of
unit activity.

The concentrations of reactants and products in most
laboratory biochemical reactions are usually so low (on the
order of millimolar or less) that the activity coefficients of
these various species are nearly unity. Consequently, the
activities of most biochemical species under laboratory
conditions can be satisfactorily approximated by their mo-
lar concentrations:

G — G = RTIn[A] [3.13]

However, the activity coefficient of a particular species
varies with the total concentration of all other species pres-
ent as well as with its own concentration. Thus, despite the
low concentrations of most biochemical species in the cell,
their extraordinarily high combined concentrations (e.g.,
see Fig. 1-13) make the activity coefficients of the individ-
ual species deviate significantly from unity. Unfortunately,
it is difficult to determine the values of these quantities in a
cellular compartment (where it is likewise difficult to de-
termine the concentration of any given species).
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CHAPTER SUMMARY

1 First Law of Thermodynamics: Energy Is Conserved
The first law of thermodynamics,

AU=q+w [3.1]

where g is heat and w is work, is a statement of the law of con-
servation of energy. Energy is a state function because the en-
ergy of a system depends only on the state of the system. En-
thalpy,

H=U+ PV (3:2]

where P is pressure and V' is volume, is a closely related state
function that represents the heat at constant pressure under
conditions where only pressure—volume work is possible.

2 Second Law of Thermodynamics: The Universe Tends
Toward Maximum Disorder Entropy, which is also a state
function, is defined

S=kglnW [3.5]

where W, the disorder, is the number of equivalent ways the
system can be arranged under the conditions governing it and
kg is the Boltzmann constant. The second law of thermody-
namics states that the universe tends toward maximum disor-
der and hence AS,,,;,.,.. > 0 for any real process.

3 Free Energy: The Indicator of Spontaneity The Gibbs
free energy of a system

G=H-TS [3.9]
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PROBLEMS

1. A common funeral litany is the Biblical verse: “Ashes to
ashes, dust to dust.” Why might a bereaved family of thermody-
namicists be equally comforted by a recitation of the second law
of thermodynamics?

2. How many 4-m-high flights of stairs must an overweight
person weighing 75 kg climb to atone for the indiscretion of eating
a 500-Cal hamburger? Assume that there is a 20% efficiency in
converting nutritional energy to mechanical energy. The gravita-
tional force of an object of mass m kg is F = mg, where the gravi-

tational constant g is 9.8 m - s™2.

decreases in a spontaneous, constant pressure process. In a
process at equilibrium, the system suffers no net change, so
that AG = 0. An ideal process, in which the system is always at
equilibrium, is said to be reversible. All real processes are irre-
versible since processes at equilibrium can only occur at an in-
finitesimal rate.

4 Chemical Equilibria For a chemical reaction

aA + bB =— cC + dD

the change in the Gibbs free energy is expressed

AG = AG® + RT1n<w> [3.15]

[A]*[B]’

where AG®, the standard free energy change, is the free energy
change at 25°C, 1 atm pressure, and unit activities of reactants
and products. The biochemical standard state, AG®, is simi-
larly defined but in dilute aqueous solution at pH 7 in which
the activities of water and H" are both defined as unity. At
equilibrium

[Cleq [D]‘éq)
[Al& Bl

where K¢ is the equilibrium constant under the biochemical
convention. An endergonic reaction (AG > 0) may be driven

by an exergonic reaction (AG < 0) if they are coupled and if
the overall reaction is exergonic.

AG” = —RTIn K/, = —RTln(

Tinoco, L., Jr., Sauer, K., Wang, J.C., and Puglisi, J.C., Physical
Chemistry. Principles and Applications in Biological Sciences
(4th ed.), Chapters 2-5, Prentice Hall (2002).

van Holde, K.E., Johnson, W.C., and Ho, P.S., Principles of Physi-
cal Biochemistry (2nd ed.), Chapter 2, Prentice Hall (2006).
[The equivalence of the Boltzmann and Clausius formulations
of the second law of thermodynamics is demonstrated in
Section 2.3.]

3. In terms of thermodynamic concepts, why is it more diffi-
cult to park a car in a small space than it is to drive it out from such
a space?

4. It has been said that an army of dedicated monkeys, typing
at random, would eventually produce all of Shakespeare’s works.
How long, on average, would it take 1 million monkeys, each typ-
ing on a 46-key keyboard (space included but no shift key) at the
rate of 1 keystroke per second, to type the phrase “to be or not to
be”? How long, on average, would it take one monkey to do so at
a computer if the computer would only accept the correct letter in



the phrase and then would shift to its next letter (i.e., the com-
puter knew what it wanted)? What do these results indicate about
the probability of order randomly arising from disorder versus or-
der arising through a process of evolution?

5. Show that the transfer of heat from an object of higher tem-
perature to one of lower temperature, but not the reverse process,
obeys the second law of thermodynamics.

6. Carbon monoxide crystallizes with its CO molecules
arranged in parallel rows. Since CO is a very nearly ellipsoidal
molecule, in the absence of polarity effects, adjacent CO mole-
cules could equally well line up in a head-to-tail or a head-to-head
fashion. In a crystal consisting of 10 CO molecules, what is the
entropy of all the CO molecules being aligned head to tail?

7. The U.S. Patent Office has received, and continues to re-
ceive, numerous applications for perpetual motion machines. Per-
petual motion machines have been classified as those of the first
kind, which violate the first law of thermodynamics, and those of
the second kind, which violate the second law of thermodynamics.
The fallacy in a perpetual motion machine of the first kind is gen-
erally easy to detect. An example would be a motor-driven electri-
cal generator that produces energy in excess of that input by the
motor. The fallacy in a perpetual motion machine of the second
type, however, is usually more subtle. Take, for example, a ship
that uses heat energy extracted from the sea by a heat pump to
boil water so as to power a steam engine that drives the ship as
well as the heat pump. Show, in general terms, that such a propul-
sion system would violate the second law of thermodynamics.

8. Using the data in Table 3-4, calculate the values of AG® at
25°C for the following metabolic reactions:

(a) CH,O6 + 6 O, == 6 CO,(aq) + 6 H,O(¢)

Glucose

(b) C¢H,O4 == 2 CH;CH,OH + 2 CO,(aq)
Glucose Ethanol

(¢) CH;,04 == 2 CH;CHOHCOO™ + 2H"
Glucose Lactate

[These reactions, respectively, constitute oxidative metabolism, al-
coholic fermentation in yeast deprived of oxygen, and homolactic
fermentation in skeletal muscle requiring energy faster than ox-
idative metabolism can supply it (Section 17-3B).]

*9. The native and denatured forms of a protein are generally
in equilibrium as follows:

Protein (denatured) == protein (native)
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For a certain solution of the protein ribonuclease A, in which the
total protein concentration is 2.0 X 1072 M, the concentrations of
the denatured and native proteins at both 50 and 100°C are given
in the following table:

Temperature [Ribonuclease A [Ribonuclease A
({(®) (denatured)] (M) (native)] (M)
50 51x10° 2.0%x 1073
100 2.8 x10°* 1.7 X 1073

(a) Determine AH° and AS° for the folding reaction assuming that
these quantities are independent of temperature. (b) Calculate
AG® for ribonuclease A folding at 25°C. Is this process sponta-
neous under standard state conditions at this temperature?
(c) What is the denaturation temperature of ribonuclease A under
standard state conditions?

*10. Using the data in Table 3-4, calculate AG?}' for the follow-
ing compounds at 25°C: (a) H,O({); (b) sucrose (sucrose +

H,O0 == glucose + fructose: AG® = —29.3 kJ - mol !); and
(c) ethyl acetate (ethyl acetate + H,O == ethanol + acetate™ +
H":AG* = —19.7kJ - mol™!; the pK of acetic acid is 4.76).

11. Calculate the equilibrium constants for the hydrolysis
of the following compounds at pH 7 and 25°C: (a) phospho-
enolpyruvate (AG” = —61.9 kJ - mol™!); (b) pyrophosphate
(AG® = —33.5kJ - mol™!); and (c) glucose-1-phosphate (AG® =
—20.9kJ - mol ™).

12. AG*' for the isomerization reaction
Glucose-1-phosphate(G1P) == glucose-6-phosphate (G6P)

is —7.1 kJ - mol™!. Calculate the equilibrium ratio of [G1P] to
[G6P] at 25°C.

13. For the reaction A — B at 298 K, the change in enthalpy is
—7kJ - mol™! and the change in entropy is —25J « K™' - mol™". Is
the reaction spontaneous? If not, should the temperature be in-
creased or decreased to make the reaction spontaneous?

14. Two biochemical reactions have the same K. = 5 X 1078
at temperature 77 = 298 K. However, reaction 1 has AH® =
—28kJ - mol ! and Reaction 2 has AH® = +28 kJ - mol . The two
reactions utilize the same reactants. Your lab partner has proposed
that you can get more of the reactants to proceed via Reaction 2
rather than Reaction 1 by lowering the temperature of the reac-
tion. Will this strategy work? Why or why not? How much would
the temperature have to be raised or lowered to change the value
of K,/K; from 1 to 10?
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It is hardly surprising that much of the early biochemical
research was concerned with the study of proteins. Proteins
form the class of biological macromolecules that have the
most well-defined physicochemical properties, and conse-
quently they were generally easier to isolate and character-
ize than nucleic acids, polysaccharides, or lipids. Further-
more, proteins, particularly in the form of enzymes, have
obvious biochemical functions. The central role that pro-
teins play in biological processes has therefore been recog-
nized since the earliest days of biochemistry. In contrast,
the task of nucleic acids in the transmission and expression
of genetic information was not realized until the late 1940s
and their catalytic function only began to come to light in
the 1980s, the role of lipids in biological membranes was
not appreciated until the 1960s, and the biological func-
tions of polysaccharides are still somewhat mysterious.

In this chapter we study the structures and properties of
the monomeric units of proteins, the amino acids. It is from
these substances that proteins are synthesized through
processes that we discuss in Chapter 32. Amino acids are

R

H,N—C5—COOH

H

Figure 4-1 General structural formula for a-amino acids.
There are 20 different R groups in the commonly occurring
amino acids (Table 4-1).

CHAPTER

also energy metabolites and, in animals, many of them are
essential nutrients (Chapter 26). In addition, as we shall
see, many amino acids and their derivatives are of bio-
chemical importance in their own right (Section 4-3B).

1 THE AMINO ACIDS OF PROTEINS

The analyses of a vast number of proteins from almost
every conceivable source have shown that all proteins are
composed of the 20 “standard” amino acids listed in Table 4-1.
These substances are known as «-amino acids because,
with the exception of proline, they have a primary amino
group and a carboxylic acid group substituent on the same
carbon atom (Fig. 4-1; proline has a secondary amino

group).

A. General Properties

The pK values of the 20 “standard” a-amino acids of pro-
teins are tabulated in Table 4-1. Here pK; and pK,, re-
spectively, refer to the a-carboxylic acid and a-amino
groups, and pKy refers to the side groups with acid-base
properties. Table 4-1 indicates that the pK values of the
a-carboxylic acid groups lie in a small range around 2.2
so that above pH 3.5 these groups are almost entirely in
their carboxylate forms. The a-amino groups all have pK
values near 9.4 and are therefore almost entirely in their
ammonium ion forms below pH 8.0. This leads to an impor-
tant structural point: In the physiological pH range, both the
carboxylic acid and the amino groups of a-amino acids are
completely ionized (Fig. 4-2). An amino acid can therefore
act as either an acid or a base. Substances with this prop-
erty are said to be ampheoteric and are referred to as am-
pholytes (amphoteric electrolytes). In Section 4-1D, we
shall delve a bit deeper into the acid-base properties of the
amino acids.

R
+
H,N—C—C00™
H

Figure 4-2 Zwitterionic form of the a-amino acids that occurs
at physiological pH values.
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Table 4-1 Covalent Structures and Abbreviations of the “Standard” Amino Acids of Proteins, Their Occurrence, and the pK
Values of Their Ionizable Groups

Name, Residue Average
Three-Letter Symbol, Structural Mass Occurrence pK; pK, pPKRr
and One-Letter Symbol Formula® (D)*  in Proteins (%)° «-COOH? «-NH7‘ Side Chain?
Amino acids with nonpolar side chains
Glycine C|IOO_ 57.0 7.1 2.35 9.78
Gly H—C—H
G [
NH3
Alanine COO~ 71.1 8.3 2.35 9.87
o H—C—CHj
A | .
NH;3;
Valine C|OO_CH3 99.1 6.9 2.29 9.74
/7
Val H— (lji C{-I
\'%
Leucine COO~ CH, 1132 9.7 2.33 9.74
7/
S H—C—CH,—CH
IL
Isoleucine COO~ CHj; 113.2 6.0 2.32 9.76
L H—(lj—c"*“—CHrcH3
1
NH; H
Methionine CO0O~ 131.2 2.4 2.13 9.28
I
— H—C—CH,—CH,—S—CHj
M
NHj
Proline H, 97.1 4.7 1.95 10.64
Pro CQO’/CQ,\4(‘3H2
P 2
H/ \N—CH,
Hp
Phenylalanine COO~ 147.2 3.9 2.20 9.31
I
9115 H—C—CH,
F I
NH3
Tryptophan COO~ 186.2 1.1 2.46 9.41
Trp H—C—CH,—
W 1I\IH* : 1
3 N
H

(continued)

“The ionic forms shown are those predominating at pH 7.0 (except for that of histidine®), although residue mass is given for the neutral compound. The C,
atoms, as well as those atoms marked with an asterisk, are chiral centers with configurations as indicated according to Fischer projection formulas. The
standard organic numbering system is provided for heterocycles.

The residue masses are given for the neutral residues. For molecular masses of the parent amino acids, add 18.0 D, the molecular mass of H,O, to the
residue masses. For side chain masses, subtract 56.0 D, the formula mass of a peptide group, from the residue masses.

“The average amino acid composition in the complete SWISS-PROT database (http://www.expasy.ch/sprot/relnotes/relstat.html), Release 55.11.

YFrom Dawson, R.M.C., Elliott, D.C., Elliott, W.H., and Jones, K.M., Data for Biochemical Research (3rd ed.), pp. 1-31, Oxford Science Publications (1986).
“Both the neutral and protonated forms of histidine are present at pH 7.0 because its pKy, is close to 7.0. The imidazole ring of histidine is numbered here
according to the biochemistry convention. In the TUPAC convention, N3 of the biochemistry convention is designated N1 and the numbering increases
clockwise around the ring.

The three- and one-letter symbols for asparagine or aspartic acid are Asx and B, whereas for glutamine or glutamic acid they are Glx and Z. The one-
letter symbol for an undetermined or “nonstandard” amino acid is X.


http://www.expasy.ch/sprot/relnotes/relstat.html

Table 4-1 (Continued)
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Name Residue Average
Three-Letter Symbol, Structural Mass Occurrence pK; pK> pKr
and One-Letter Symbol Formula“ (D)*  in Proteins (%)° «-COOH? «-‘NH;? Side Chain?
Amino acids with uncharged polar side chains
Serine COO~ 87.1 6.5 2.19 9.21
s H—C—CH,—OH
° NHZ
Threonine COO~ }‘I 101.1 5.3 2.09 9.10
s H—C— (‘:*— CHj
T
NH{ OH
Asparagine/ C00~ 0 114.1 4.0 2.14 8.72
I i
g H—C—CH,—C
N
NHZ NH,
Glutamine’ (|3007 y 128.1 3.9 217 9.13
7/
Gln H—clz—CHQ—CHZ—C\
Q
NHj NH,
Tyrosine C|3007 163.2 2.9 2.20 921  10.46 (phenol)
Tyr H—CCHQ@ OH
¥ NH
Cysteine ?OO’ 103.1 1.4 1.92 10.70 8.37 (sulfhydryl)
Cys H—(lj—CHz—SH
C
NHj
Amino acids with charged polar side chains
Lysine COO- 1282 5.9 2.16 9.06  10.54 (e-NHY)
|
II;yS H— ?—CH2—CH2—CH2—CH2—NH§
NHS
Arginine COO~ NH, 156.2 5.5 1.82 8.99  12.48 (guanidino)
| /
grg H—C—CHy—CH,—CH,—NH—C
NH NHj
Histidine® COO~ 137.1 2.3 1.80 9.33 6.04 (imidazole)
His | /4 ;«‘,NHJr
H—C—CHy—<5 ‘
H | 1{] 2
NH} H
Aspartic acid’ COO~ 0 115.1 54 1.99 9.90  3.90 (3-COOH)
Z
£TE H—C—CH,—C
D | Yo-
NHj3
Glutamic acid” COO~ 129.1 6.8 2.10 9.47 4.07 (y-COOH)
I 7
Si H—C—CH,—CH,—C
E | \

NH3 0~
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Molecules that bear charged groups of opposite polarity
are known as zwitterions (German: zwitter, hybrid) or
dipolar ions. The zwitterionic character of the a-amino
acids has been established by several methods including
spectroscopic measurements and X-ray crystal structure
determinations (in the solid state the a-amino acids are
zwitterionic because the basic amine group abstracts a pro-
ton from the nearby acidic carboxylic acid group). Because
amino acids are zwitterions, their physical properties are
characteristic of ionic compounds. For instance, most
a-amino acids have melting points near 300°C, whereas their
nonionic derivatives usually melt around 100°C. Further-
more, amino acids, like other ionic compounds, are more
soluble in polar solvents than in nonpolar solvents. Indeed,
most a-amino acids are very soluble in water but are
largely insoluble in most organic solvents.

B. Peptide Bonds

The «-amino acids polymerize, at least conceptually,
through the elimination of a water molecule as is indicated
in Fig. 4-3. The resulting CO—NH linkage, which was inde-
pendently characterized in 1902 by Emil Fischer and Franz
Hofmeister, is known as a peptide bond. Polymers com-
posed of two, three, a few (3-10), and many amino acid
residues (alternatively called peptide units) are known, re-
spectively, as dipeptides, tripeptides, oligopeptides, and
polypeptides. These substances, however, are often re-
ferred to simply as “peptides.” Proteins are molecules that
consist of one or more polypeptide chains. These polypep-
tides range in length from ~40 to ~34,000 amino acid
residues (although few have more than 1500 residues)
and, since the average mass of an amino acid residue is
~110 D, have molecular masses that range from ~40 to
over ~3700 kD.

Polypeptides are linear polymers; that is, each amino
acid residue is linked to its neighbors in a head-to-tail fash-
ion rather than forming branched chains. This observation
reflects the underlying elegant simplicity of the way living
systems construct these macromolecules for, as we shall
see, the nucleic acids that encode the amino acid sequences

Ry H Ry 0
+ | / +I | //
H3N—(|]—C + H*ITT—Cl—C\
g O H H O
Hs0
R; O Ro 0
+ |/
HsN—C—C—N—C—C
T\
H H H

Figure 4-3 Condensation of two a-amino acids to form a
dipeptide. The peptide bond is shown in red.

of polypeptides are also linear polymers. This permits the
direct correspondence between the monomer (nucleotide)
sequence of a nucleic acid and the monomer (amino acid)
sequence of the corresponding polypeptide without the
added complication of specifying the positions and se-
quences of any branching chains.

With 20 different choices available for each amino acid
residue in a polypeptide chain, it is easy to see that a huge
number of different protein molecules can exist. For exam-
ple, for dipeptides, each of the 20 different choices for the
first amino acid residue can have 20 different choices for
the second amino acid residue, for a total of 20> = 400 dis-
tinct dipeptides. Similarly, for tripeptides, there are 20 pos-
sibilities for each of the 400 choices of dipeptides to yield a
total of 20° = 8000 different tripeptides. A relatively small
protein molecule consists of a single polypeptide chain of
100 residues. There are 20'% = 1.27 X 10" possible unique
polypeptide chains of this length, a quantity vastly greater
than the estimated number of atoms in the universe (9 X
107). Clearly, nature can have made only a tiny fraction of
the possible different protein molecules. Nevertheless, the
various organisms on Earth collectively synthesize an enor-
mous number of different protein molecules whose great
range of physicochemical characteristics stem largely from
the varied properties of the 20 “standard” amino acids.

C. Classification and Characteristics

The most common and perhaps the most useful way of
classifying the 20 “standard” amino acids is according to
the polarities of their side chains (R groups). This is be-
cause proteins fold to their native conformations largely in
response to the tendency to remove their hydrophobic side
chains from contact with water and to solvate their hy-
drophilic side chains (Chapters 8 and 9). According to this
classification scheme, there are three major types of amino
acids: (1) those with nonpolar R groups, (2) those with un-
charged polar R groups, and (3) those with charged polar R
groups.

a. The Nonpolar Amino Acid Side Chains Have a

Variety of Shapes and Sizes

Nine amino acids are classified as having nonpolar side
chains. Glycine (which, when it was found to be a compo-
nent of gelatin in 1820, was the first amino acid to be iden-
tified in protein hydrolyzates) has the smallest possible
side chain, an H atom. Alanine (Fig. 4-4), valine, leucine,
and isoleucine have aliphatic hydrocarbon side chains
ranging in size from a methyl group for alanine to isomeric
butyl groups for leucine and isoleucine. Methionine has a
thiol ether side chain that resembles an n-butyl group in
many of its physical properties (C and S have nearly equal
electronegativities and S is about the size of a methylene
group). Proline, a cyclic secondary amino acid, has confor-
mational constraints imposed by the cyclic nature of its
pyrrolidine side chain, which is unique among the “stan-
dard” 20 amino acids. Phenylalanine, with its phenyl moi-
ety (Fig.4-4), and tryptophan, with its indole group, contain



Glutamine

Alanine

Figure 4-4  Structures of the a-amino acids alanine, glutamine,
and phenylalanine. The amino acids are shown as ball-and-stick
models embedded in their transparent space-filling models. The

aromatic side chains, which are characterized by bulk as
well as nonpolarity.

b. Uncharged Polar Side Chains Have Hydroxyl,

Amide, or Thiol Groups

Six amino acids are commonly classified as having un-
charged polar side chains. Serine and threonine bear hy-
droxylic R groups of different sizes. Asparagine and gluta-
mine (Fig. 4-4) have amide-bearing side chains of different
sizes. Tyrosine has a phenolic group, which, together with
the aromatic groups of phenylalanine and tryptophan, ac-
counts for most of the UV absorbance and fluorescence ex-
hibited by proteins (Section 9-1Cb). Cysteine has a thiol
group that is unique among the 20 amino acids in that it of-
ten forms a disulfide bond to another cysteine residue
through the oxidation of their thiol groups (Fig. 4-5). This
disulfide bond has great importance in protein structure: /¢
can join separate polypeptide chains or cross-link two cys-
teines in the same chain. Two disulfide-linked cysteines are
referred to in the older biochemical literature as the amino

=0 NH

I

I |
H—(lj—CHg—SH + HS—CH,—C—H

N

I

H cC=0
[O] |
Cysteine H,0 Cysteine
residue residue
I I
C=0 NH

Figure 4-5 The reaction linking two cysteine residues by a
disulfide bond.
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¥

R

Phenylalanine

atoms are colored according to type with C green, H white, N
blue, and O red.

acid cystine because they were originally thought to form a
unique amino acid. However, the discovery that cystine
residues arise through the cross-linking of two cysteine
residues after polypeptide biosynthesis has occurred has
caused the name cystine to become less commonly used.

c. Charged Polar Side Chains May Be Positively or

Negatively Charged

Five amino acids have charged side chains. The basic
amino acids are positively charged at physiological pH val-
ues; they are lysine, which has a butylammonium side
chain, arginine, which bears a guanidino group, and histi-
dine, which carries an imidazolium moiety. Of the 20
a-amino acids, only histidine, with pKi = 6.0, ionizes within
the physiological pH range. At pH 6.0, its imidazole side
group is only 50% charged so that histidine is neutral at the
basic end of the physiological pH range. As a consequence,
histidine side chains often participate in the catalytic reac-
tions of enzymes. The acidic amino acids, aspartic acid and
glutamic acid, are negatively charged above pH 3; in their
ionized state, they are often referred to as aspartate and
glutamate. Asparagine and glutamine are, respectively, the
amides of aspartic acid and glutamic acid.

The allocation of the 20 amino acids among the three
different groups is, of course, somewhat arbitrary. For ex-
ample, glycine and alanine, the smallest of the amino acids,
and tryptophan, with its heterocyclic ring, might just as well
be classified as uncharged polar amino acids. Similarly, ty-
rosine and cysteine, with their ionizable side chains, might
also be thought of as charged polar amino acids, particu-
larly at higher pH’s, whereas asparagine and glutamine are
nearly as polar as their corresponding carboxylates, aspar-
tate and glutamate.

The 20 amino acids vary considerably in their physico-
chemical properties such as polarity, acidity, basicity, aro-
maticity, bulk, conformational flexibility, ability to cross-link,
ability to hydrogen bond, and chemical reactivity. These sev-
eral characteristics, many of which are interrelated, are
largely responsible for proteins’ great range of properties.
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D. Acid-Base Properties

Amino acids and proteins have conspicuous acid-base
properties. The a-amino acids have two or, for those with
ionizable side groups, three acid-base groups. The titration
curve of glycine, the simplest amino acid, is shown in Fig. 4-6.
At low pH values, both acid-base groups of glycine are
fully protonated so that it assumes the cationic form
*H;NCH,COOH. In the course of the titration with a
strong base, such as NaOH, glycine loses two protons in the
stepwise fashion characteristic of a polyprotic acid.

The pK values of glycine’s two ionizable groups are suf-
ficiently different so that the Henderson-Hasselbalch
equation:

pH = pK + log(u) [2.6]

[HA]

closely approximates each leg of its titration curve. Conse-
quently, the pK for each ionization step is that of the mid-
point of its corresponding leg of the titration curve (Sec-
tions 2-2A & 2-2C): At pH 2.35 the concentrations of the
cationic form, *H;NCH,COOH, and the zwitterionic form,
*H;NCH,COO™, are equal; similarly, at pH 9.78 the con-
centrations of the zwitterionic form and the anionic form,
H,NCH,COOQ, are equal. Note that amino acids never as-
sume the neutral form in aqueous solution.

The pH at which a molecule carries no net electric
charge is known as its isoelectric point, pI. For the a-amino
acids, the application of the Henderson—Hasselbalch equa-
tion indicates that, to a high degree of precision,

1
pl =5 (pKi + pKj) [4.1]
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Figure 4-6 Titration curve of glycine. Other monoamino,
monocarboxylic acids ionize in a similar fashion. [After Meister,
A., Biochemistry of the Amino Acids (2nd ed.), Vol. 1, p. 30,
Academic Press (1965).] @2 See the Animated Figures

where K; and K; are the dissociation constants of the two
ionizations involving the neutral species. For monoamino,
monocarboxylic acids such as glycine, K; and K; represent
K, and K,. However, for aspartic and glutamic acids, K; and
K; are K; and Ky, whereas for arginine, histidine, and ly-
sine, these quantities are Ky and K.

Acetic acid’s pK (4.76), which is typical of aliphatic
monocarboxylic acids, is ~2.4 pH units higher than the pK;
of its a-amino derivative glycine. This large difference in pK
values of the same functional group is caused, as is dis-
cussed in Section 2-2C, by the electrostatic influence of
glycine’s positively charged ammonium group; that is, its
—NH3 group helps repel the proton from its COOH group.
Conversely, glycine’s carboxylate group increases the basic-
ity of its amino group (pK, = 9.78) with respect to that of
glycine methyl ester (pK = 7.75). However, the —NHJ
groups of glycine and its esters are significantly more acidic
than are aliphatic amines (pK = 10.7) because of the electron-
withdrawing character of the carboxyl group.

The electronic influence of one functional group on an-
other is rapidly attenuated as the distance between the
groups increases. Hence, the pK values of the a-carboxy-
late groups of amino acids and the side chain carboxylates
of aspartic and glutamic acids form a series that is progres-
sively closer in value to the pK of an aliphatic monocar-
boxylic acid. Likewise, the ionization constant of lysine’s
side chain amino group is indistinguishable from that of an
aliphatic amine.

a. Proteins Have Complex Titration Curves

The titration curves of the a-amino acids with ionizable
side chains, such as that of glutamic acid, exhibit the ex-
pected three pK values. However, the titration curves of
polypeptides and proteins, an example of which is shown in
Fig. 4-7, rarely provide any indication of individual pK val-
ues because of the large numbers of ionizable groups they
represent (typically 30% of a protein’s amino acid side
chains are ionizable; Table 4-1). Furthermore, the covalent
and three-dimensional structure of a protein may cause the
pK of each ionizable group to shift by as much as several
pH units from its value in the free a-amino acid as a result
of the electrostatic influence of nearby charged groups,
medium effects arising from the proximity of groups of low
dielectric constant, and the effects of hydrogen bonding as-
sociations. The titration curve of a protein is also a function
of the salt concentration, as is shown in Fig. 4-7, because the
salt ions act electrostatically to shield the side chain
charges from one another, thereby attenuating these
charge—charge interactions.

E. A Few Words on Nomenclature

The three-letter abbreviations for the 20 amino acid
residues are given in Table 4-1. It is worthwhile memorizing
these symbols because they are widely used throughout the
biochemical literature, including this text. These abbrevia-
tions are, in most cases, taken from the first three letters of
the corresponding amino acid’s name; they are conversa-
tionally pronounced as read.
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Figure 4-7 Titration curves of the enzyme ribonuclease A at
25°C. The concentration of KCl is 0.01M for the blue curve, 0.03M
for the red curve, and 0.15M for the green curve. [After Tanford,
C. and Hauenstein, J.D.,J. Am. Chem. Soc. 78, 5287 (1956).]

The symbol Glx means Glu or Gln and, similarly, Asx
means Asp or Asn. These ambiguous symbols stem from
laboratory experience: Asn and Gln are easily hydrolyzed
to aspartic acid and glutamic acid, respectively, under the
acidic or basic conditions that are usually used to excise
them from proteins. Therefore, without special precautions,
we cannot determine whether a detected Glu was origi-
nally Glu or Gln, and likewise for Asp and Asn.

The one-letter symbols for the amino acids are also
given in Table 4-1. This more compact code is often used
when comparing the amino acid sequences of several simi-
lar proteins and hence should also be memorized. Note
that the one-letter symbols are usually the first letter of the
amino acid residue’s name. However, for those sets of
residues that have the same first letter, this is only true of
the most abundant residue of the set.

Amino acid residues in polypeptides are named by
dropping the suffix -ine in the name of the amino acid and
replacing it by -yl. Polypeptide chains are described by
starting at the amino terminus (known as the N-terminus)
and sequentially naming each residue until the carboxyl
terminus (the C-terminus) is reached. The amino acid at
the C-terminus is given the name of its parent amino acid.
Thus the compound shown in Fig. 4-8 is alanyltyrosylas-
partylglycine. Of course such names for polypeptide chains
of more than a few residues are extremely cumbersome.
The use of abbreviations for amino acid residues partially
relieves this problem. Thus the foregoing tetrapeptide is
Ala-Tyr-Asp-Gly using the three-letter abbreviations and
AYDG using the one-letter symbols. Note that these ab-
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(‘700_
(‘]Hg I|{ CH, H C‘:HQ H }‘1
Hgl-'\—T—C_C— —C—C—N—C—C—N—C—COO™
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H O (6]
Ala — Tyr — Asp — Gly

Figure 4-8 The tetrapeptide Ala-Tyr-Asp-Gly.

breviations are always written so that the N-terminus of
the polypeptide chain is to the left and the C-terminus is to
the right.

The various nonhydrogen atoms of the amino acid side
chains are often named in sequence with the Greek alpha-
bet (a, B, v, d, &, ¢, m, ...) starting at the carbon atom adja-
cent to the peptide carbonyl group (the C, atom). There-
fore, as Fig. 4-9 indicates, Glu has a -y-carboxyl group and
Lys has a {-amino group (alternatively known as an &-
amino group because the N atom is substituent to C,). Un-
fortunately, this labeling system is ambiguous for several
amino acids. Consequently, standard numbering schemes
for organic molecules are also employed. These are indi-
cated in Table 4-1 for the heterocyclic side chains.

2 OPTICAL ACTIVITY

The amino acids as isolated by the mild hydrolysis of pro-
teins are, with the exception of glycine, all optically active;
that is, they rotate the plane of plane-polarized light (see
below).

Optically active molecules have an asymmetry such that
they are not superimposable on their mirror image in the
same way that a left hand is not superimposable on its mir-
ror image, a right hand. This situation is characteristic of
substances that contain tetrahedral carbon atoms that
have four different substituents. The two such molecules

—NH—C.—C— —NH—C.—C—
HZ(:7B HZ?B
Hz(lj«, Hz(ljy
COO™ H,C;
e,
ol
Glu Lys

Figure 4-9 Greek lettering scheme used to identify the atoms
in the glutamyl and lysyl R groups.
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: \
H—C-F F /C —H
Br : Br
Mirror plane

Figure 4-10 The two enantiomers of fluorochlorobromo-
methane. The four substituents are tetrahedrally arranged

about the central atom with the dotted lines indicating that a
substituent lies behind the plane of the paper, a triangular line
indicating that it lies above the plane of the paper, and a thin line
indicating that it lies in the plane of the paper. The mirror plane
relating the enantiomers is represented by a vertical dashed line.

depicted in Fig. 4-10 are not superimposable since they are
mirror images. The central atoms in such atomic constella-
tions are known as asymmetric centers or chiral centers
and are said to have the property of chirality (Greek: cheir,
hand). The C, atoms of all the amino acids, with the excep-
tion of glycine, are asymmetric centers. Glycine, which has
two H atoms substituent to its C, atom, is superimposable
on its mirror image and is therefore not optically active.

Molecules that are nonsuperimposable mirror images
are known as enantiomers of one another. Enantiomeric
molecules are physically and chemically indistinguishable
by most techniques. Only when probed asymmetrically, for
example, by plane-polarized light or by reactants that also
contain chiral centers, can they be distinguished and/or dif-
ferentially manipulated.

There are three commonly used systems of nomencla-
ture whereby a particular stereoisomer of an optically ac-
tive molecule can be classified. These are explained in the
following sections.

A. An Operational Classification

Molecules are classified as dextrorotatory (Greek: dexter,
right) or levorotatory (Greek: laevus, left) depending on

Analyzer +
(can be rotated)

Degree scale
(fixed)

Polarimeter
tube

Fixed
polarizer

whether they rotate the plane of plane-polarized light
clockwise or counterclockwise from the point of view of
the observer. This can be determined by an instrument
known as a polarimeter (Fig. 4-11). A quantitative measure
of the optical activity of the molecule is known as its spe-
cific rotation:

observed rotation (degrees)

[a]F =

P [4.2]
concentration

(g-em™)

where the superscript 25 refers to the temperature at which
polarimeter measurements are customarily made (25°C)
and the subscript D indicates the monochromatic light that
is traditionally employed in polarimetry, the so-called D-
line in the spectrum of sodium (589.3 nm). Dextrorotatory
and levorotatory molecules are assigned positive and neg-
ative values of [a]¥. Dextrorotatory molecules are there-
fore designated by the prefix (+) and their levorotatory
enantiomers have the prefix (—). In an equivalent but ar-
chaic nomenclature, the lowercase letters d (dextro) and [
(levo) are used.

The sign and magnitude of a molecule’s specific rotation
depend on the structure of the molecule in a complicated
and poorly understood manner. It is not yet possible to pre-
dict reliably the magnitude or even the sign of a given mol-
ecule’s specific rotation. For example, proline, leucine, and
arginine, which are isolated from proteins, have specific ro-
tations in pure aqueous solutions of —86.2°, —10.4°, and
+12.5° respectively. Their enantiomers exhibit values of
[«]3 of the same magnitude but of opposite signs. As
might be expected from the acid-base nature of the amino
acids, these quantities vary with the solution pH.

A problem with this operational classification system
for optical isomers is that it provides no presently inter-
pretable indication of the absolute configuration (spatial
arrangement) of the chemical groups about a chiral center.
Furthermore, a molecule with more than one asymmetric
center may have an optical rotation that is not obviously

optical path
length (dm)

+90°

Plane of polarization
of the emerging light
is not the same as
that of the entering
polarized light

the plane of the polarized

Light
source
Optically active
A ) A substance in solution
NS in the tube causes
- S
¥ 2 X !
light to rotate

Figure 4-11

Schematic diagram of a polarimeter. This device is used to measure optical rotation.



related to the rotatory powers of the individual asymmetric
centers. For this reason, the following relative classification
scheme is more useful.

B. The Fischer Convention

In this system, the configuration of the groups about an
asymmetric center is related to that of glyceraldehyde, a
molecule with one asymmetric center. By a convention in-
troduced by Fischer in 1891, the (+) and (—) stereoisomers
of glyceraldehyde are designated D-glyceraldehyde and
L-glyceraldehyde, respectively (note the use of small
uppercase letters). With the realization that there was only
a 50% chance that he was correct, Fischer assumed that
the configurations of these molecules were those shown in
Fig. 4-12. Fischer also proposed a convenient shorthand
notation for these molecules, known as Fischer projec-
tions, which are also given in Fig. 4-12. In the Fischer con-
vention, horizontal bonds extend above the plane of the
paper and vertical bonds extend below the plane of the
paper as is explicitly indicated by the accompanying
geometrical formulas.

The configuration of groups about a chiral center can
be related to that of glyceraldehyde by chemically con-
verting these groups to those of glyceraldehyde using re-
actions of known stereochemistry. For a-amino acids, the
arrangement of the amino, carboxyl, R, and H groups
about the C, atom is related to that of the hydroxyl, alde-
hyde, CH,OH, and H groups, respectively, of glyceralde-
hyde. In this way, L-glyceraldehyde and L-a-amino acids
are said to have the same relative configurations (Fig. 4-13).
Through the use of this method, the configurations of the

Geometric formulas

CHO CHO
HO— C«-H H— c —OH
CHOH | CH,OH
Fischer p:rojection
CHO CHO
Ho— o1 L H— &—on
CH,OH CH,O0H

Mirror plane

L-Glyceraldehyde D-Glyceraldehyde

Figure 4-12  Fischer convention configurations for naming the
enantiomers of glyceraldehyde. Glyceraldehyde enantiomers are
represented by geometric formulas (fop) and their corresponding
Fischer projection formulas (bottom). Note that in Fischer
projections, all horizontal bonds point above the page and all
vertical bonds point below the page. The mirror planes relating the
enantiomers are represented by a vertical dashed line. (Fischer
projection formulas, as traditionally presented, omit the central
C symbolizing the chiral carbon atom. The Fischer projection
formulas in this text, however, will generally have a central C.)
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CHO CoO~
HO~C —H H,N~—C —H
CH,0H R

L-Glyceraldehyde L-o-Amino acid

Figure 4-13 Configurations of L-glyceraldehyde and
L-a-amino acids.

a-amino acids can be described without reference to their
specific rotations.

All a-amino acids derived from proteins have the L stereo-
chemical configuration; that is, they all have the same rela-
tive configuration about their C, atoms. In 1949, it was
demonstrated by a then new technique in X-ray crystallog-
raphy that Fischer’s arbitrary choice was correct: The des-
ignation of the relative configuration of chiral centers is the
same as their absolute configuration. The absolute configu-
ration of L-a-amino acid residues may be easily remem-
bered through the use of the “CORN crib” mnemonic that
is diagrammed in Fig. 4-14.

a. Diastereomers Are Chemically and Physically

Distinguishable

A molecule may have multiple asymmetric centers. For
such molecules, the terms stereoisomers and optical iso-
mers refer to molecules with different configurations about
at least one of their chiral centers, but that are otherwise
identical. The term enantiomer still refers to a molecule
that is the mirror image of the one under consideration,
that is, different in all its chiral centers. Since each asym-
metric center in a chiral molecule can have two possible
configurations, a molecule with n chiral centers has 2" dif-
ferent possible stereoisomers and 2"~! enantiomeric pairs.
Threonine and isoleucine each have two chiral centers and
hence 2> = 4 possible stereoisomers. The forms of threo-
nine and isoleucine that are isolated from proteins, which
are by convention called the L forms, are indicated in Table
4-1.The mirror images of the L forms are the D forms. Their
other two optical isomers are said to be diastereomers (or
allo forms) of the enantiomeric b and L forms. The relative

Figure 4-14 “CORN crib” mnemonic for the hand of L-amino
acids. Looking at the C, atom from its H atom substituent, its
other substituents should read CO—R—N in the clockwise
direction as shown. Here CO, R, and N, respectively, represent
the carbonyl group, side chain, and main chain nitrogen atom.
[After Richardson, J.S., Adv. Protein Chem. 34,171 (1981).]
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L-Threonine p-Threonine

co0~ CO0™
+ | 1 \ "
HN-C—H H—C—NH,
Hf?—OH ! Ho—?—H
CH, ! CH,

coo~ CO0~
+ | ! \ "
IgN—?—H ; H—C‘—NH3
Ho—?—H 3 H—?—OH
CH, 3 CH,

L-allo-Threonine p-allo-Threonine

Figure 4-15 Fischer projections of threonine’s four stereoisomers.
The D and L forms are mirror images as are the D-allo and L-allo
forms. D- and L-threonine are each diastereomers of both D-allo-
and L-allo-threonine.

configurations of all four stereoisomers of threonine are
given in Fig. 4-15. Note the following points:

1. The D-allo and L-allo forms are mirror images of each
other, as are the D and L forms. Neither allo form is sym-
metrically related to either of the D or L forms.

2. In contrast to the case for enantiomeric pairs, di-
astereomers are physically and chemically distinguishable
from one another by ordinary means such as melting
points, spectra, and chemical reactivity; that is, they are re-
ally different compounds in the usual sense.

A special case of diastereoisomerism occurs when the
two asymmetric centers are chemically identical. Two of
the four Fischer projections of the sort shown in Fig. 4-15
then represent the same molecule. This is because the two
asymmetric centers in this molecule are mirror images of
each other. Such a molecule is superimposible on its mirror
image and is therefore optically inactive. This so-called
meso form is said to be internally compensated. The three
optical isomers of cystine are shown in Fig. 4-16, where it
can be seen that the D and L isomers are mirror images of
each other as before. Only L-cystine occurs in proteins.

C. The Cahn-Ingold-Prelog System

Despite its usefulness, the Fischer scheme is awkward and
often ambiguous for molecules with more than one asym-
metric center. For this reason, the following absolute
nomenclature scheme was formulated in 1956 by Robert
Cahn, Christopher Ingold, and Vladimir Prelog. In this sys-
tem, the four groups surrounding a chiral center are ranked
according to a specific although arbitrary priority scheme:
Atoms of higher atomic number bonded to a chiral center
are ranked above those of lower atomic number. For exam-
ple, the oxygen atom of an OH group takes precedence
over the carbon atom of a CH; group that is bonded to the
same chiral C atom. If any of the first substituent atoms are
of the same element, the priority of these groups is estab-
lished from the atomic numbers of the second, third, etc.,
atoms outward from the asymmetric center. Hence a
CH,OH group takes precedence over a CH; group. There
are other rules (given in the references and in many or-
ganic chemistry textbooks) for assigning priority ratings to
substituents with multiple bonds or differing isotopes. The
order of priority of some common functional groups is

SH > OH > NH, > COOH > CHO
> CH,0OH > C4H; > CH; > °H > 'H

Note that each of the groups substituent to a chiral center
must have a different priority rating; otherwise the center
could not be asymmetric.

The prioritized groups are assigned the letters W, X, Y, Z
such that their order of priority ratingisW > X >Y > Z.
To establish the configuration of the chiral center, it is
viewed from the asymmetric center toward the Z group
(lowest priority). If the order of the groups W — X — Y as
seen from this direction is clockwise, then the configuration
of the asymmetric center is designated (R) (Latin: rectus,
right). If the order of W — X — Y is counterclockwise, the
asymmetric center is designated (S) (Latin: sinister, left).
L-Glyceraldehyde is therefore designated (S)-glyceraldehyde
(Fig.4-17) and, similarly, L-alanine is (S)-alanine (Fig. 4-18).
In fact, all the L-amino acids from proteins are (S)-amino
acids, with the exception of L-cysteine, which is (R)-cysteine.

A major advantage of this so-called Cahn-Ingold- Prelog
or (RS) system is that the chiralities of compounds with mul-
tiple asymmetric centers can be unambiguously described.
Thus, in the (RS) system, L-threonine is (25,3R)-threonine,
whereas L-isoleucine is (25,35)-isoleucine (Fig. 4-19).

COO0™ COO™ | COO0™ COO™ COO~ | COO0™
+ + | 1 \ " " + | 1 \ i
IgN—?—HIgN—?—H 1H4$—NH3H4?—NH3 IgN—?—H 1Hf?*NH3
CH,—S—S—CH, | CH,—S—S—CH, CH,—S--S—CH,
L-Cystine p-Cystine meso-Cystine

Figure 4-16 The three stereoisomers of cystine. The D and L forms are related by mirror symmetry,
whereas the meso form has internal mirror symmetry and therefore lacks optical activity.



CHO C\Hooo ‘\
HO—C—H - OH
CH,OH 4

CH,OHy,

L-Glyceraldehyde (S)-Glyceraldehyde

Figure 4-17 The structural formula of L-glyceraldehyde. Its
equivalent (RS) system representation indicates that it is
(S)-glyceraldehyde. In the latter drawing, the chiral C atom is
represented by the large circle, and the H atom, which is located
behind the plane of the paper, is represented by the smaller
concentric dashed circle.

COO_ _OOC(X) \
+
H;N=—C—H = “ NHj
CH {
3 H;Cyy,
L-Alanine (S)-Alanine

Figure 4-18 The structural formula of L-alanine. Its equivalent
(RS) system representation indicates that it is (S)-alanine.

H,C OH H,C CH,CH,

~00C NH; ~00C NH;

(2S,3R)-Threonine (2S,3S)-Isoleucine

Figure 4-19 Newman projection diagrams of the stereoisomers
of threonine and isoleucine derived from proteins. Here the
C,—C; bond is viewed end on. The nearer atom, C,, is represented
by the confluence of the three bonds to its substituents, whereas
the more distant atom, Cg, is represented by a circle from which
its three substituents project.

a. Prochiral Centers Have Distinguishable

Substituents

Two chemically identical substituents to an otherwise chi-
ral tetrahedral center are geometrically distinct; that is, the
center has no rotational symmetry so that it can be unam-
biguously assigned left and right sides. Consider, for exam-
ple, the substituents to the C1 atom of ethanol (the CH,
group; Fig. 4-20a). If one of the H atoms were converted to
another group (not CH; or OH), C1 would be a chiral cen-
ter. The two H atoms are therefore said to be prochiral. If
we arbitrarily assign the H atoms the subscripts a and b
(Fig. 4-20), then H, is said to be pro-R because in sighting
from C1 toward H, (as if it were the Z group of a chiral
center), the order of priority of the other substituents de-
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(@)
OH
Ha> (:J - Hb
CH,
(b) (c)
I'{h (pro-R) H3C OH
/.@\ I

H,C-____~OH H, (pro-S)

Figure 4-20 Views of ethanol. (a) Note that H, and H,, although
chemically identical, are distinguishable: Rotating the molecule
by 180° about the vertical axis so as to interchange these two
hydrogen atoms does not yield an indistinguishable view of the
molecule because the rotation also interchanges the chemically
different OH and CHj groups. (b) Looking from C1 to H,, the
pro-S hydrogen atom (the dotted circle). (¢) Looking from C1 to
H,, the pro-R hydrogen atom.

creases in a clockwise direction (Fig. 4-20b). Similarly, H, is
said to be pro-S (Fig. 4-20c¢).

Planar objects with no rotational symmetry also have the
property of prochirality. For example, in many enzymatic
reactions, stereospecific addition to a trigonal carbon atom
occurs from a particular side of that carbon atom to yield a
chiral center (Section 13-2A). If a trigonal carbon is facing
the viewer such that the order of priority of its substituents
decreases in a clockwise manner (Fig. 4-21a), that face is
designated as the re face (after rectus). The opposite face is
designated as the si face (after sinister) since the priorities
of its substituents decrease in the counterclockwise direc-
tion (Fig. 4-21b). Comparison of Figs. 4-20b and 4-21a indi-
cates that an H atom adding to the re side of acetaldehyde
atom C1 occupies the pro-R position of the resulting tetra-
hedral center. Conversely, a pro-S H atom is generated by
si side addition to this trigonal center (Figs. 4-20c and
4-21b).

Closely related compounds that have the same configu-
rational representation under the Fischer DL convention
may have different representations under the (RS) system.
Consequently, we shall use the Fischer convention in most
cases. The (RS) system, however, is indispensable for de-
scribing prochirality and stereospecific reactions, so we
shall find it invaluable for describing enzymatic reactions.

(@ - ® g o
| ~N F
C
- ¢ X |
HC <~ O H
Figure 4-21 Views of acetaldehyde. (a) Its re face and (b) its si

face.
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D. Chirality and Biochemistry

The ordinary chemical synthesis of chiral molecules pro-
duces racemic mixtures of these molecules (equal amounts
of each member of an enantiomeric pair) because ordinary
chemical and physical processes have no stereochemical
bias. Consequently, there are equal probabilities for an
asymmetric center of either hand to be produced in any
such process. In order to obtain a product with net optical
activity, a chiral process must be employed. This usually
takes the form of using chiral reagents, although, at least in
principle, the use of any asymmetric influence such as light
that is plane polarized in one direction can produce a net
asymmetry in a reaction product.

One of the most striking characteristics of life is its pro-
duction of optically active molecules. The biosynthesis of a
substance possessing asymmetric centers almost invariably
produces a pure stereoisomer. The fact that the amino acid
residues of proteins all have the L configuration is just one
example of this phenomenon. This observation has
prompted the suggestion that a simple diagnostic test for
the past or present existence of extraterrestrial life, be it on
moon rocks or in meteorites that have fallen to Earth,
would be the detection of net optical activity in these mate-
rials. Any such finding would suggest that the asymmetric
molecules thereby detected had been biosynthetically pro-
duced. Thus, even though a-amino acids have been ex-
tracted from carbonaceous meteorites, the observation
that they come in racemic mixtures suggests that they are
of chemical rather than biological origin.

One of the enigmas of the origin of life is why terrestrial
life is based on certain chiral molecules rather than their
enantiomers, that is, on L-amino acids, for example, rather
than D-amino acids. Arguments that physical effects such as
polarized light might have promoted significant net asym-
metry in prebiotically synthesized molecules (Section
1-5B) have not been convincing. Perhaps L-amino
acid-based life-forms arose at random and simply “ate”
any D-amino acid-based life-forms.

The importance of stereochemistry in living systems is
also a concern of the pharmaceutical industry. Many drugs
are chemically synthesized as racemic mixtures, although
only one enantiomer has biological activity. In most cases,
the opposite enantiomer is biologically inert and is there-
fore packaged along with its active counterpart. This is
true, for example, of the widely used anti-inflammatory
agent ibuprofen, only one enantiomer of which is physio-
logically active (Fig. 4-22). Occasionally, the inactive enan-

H
CH—CH2@CCOOH
H,C” \
3
CH,
TIbuprofen

Figure 4-22 TIbuprofen. Only the enantiomer shown has
anti-inflammatory action. The chiral carbon is red.

Thalidomide

Figure 4-23 Thalidomide. This drug was widely used in Europe
as a mild sedative in the early 1960s. Its inactive enantiomer (not
shown), which was present in equal amounts in the formulations
used, causes severe birth defects in humans when taken during
the first trimester of pregnancy. Thalidomide was often prescribed
to alleviate the nausea (morning sickness) that is common during
this period.

tiomer of a useful drug produces harmful effects and must
therefore be eliminated from the racemic mixture. The
most striking example of this is the drug thalidomide (Fig.
4-23), a mild sedative whose “inactive” enantiomer causes
severe birth defects. Partly because of the unanticipated
problems caused by “inactive” drug enantiomers, chiral or-
ganic synthesis has become an active area of medicinal
chemistry.

3 “NONSTANDARD” AMINO ACIDS

The 20 common amino acids are by no means the only
amino acids that occur in biological systems. “Nonstan-
dard” amino acid residues are often important constituents
of proteins and biologically active polypeptides. Many
amino acids, however, are not constituents of proteins. To-
gether with their derivatives, they play a variety of biologi-
cally important roles.

A. Amino Acid Derivatives in Proteins

The “universal” genetic code, which is nearly identical in all
known life-forms (Section 5-4Bb), specifies only the 20
“standard” amino acids of Table 4-1. Nevertheless, many
other amino acids, a selection of which is given in Fig. 4-24,
are components of certain proteins. In all known cases but
two (Section 32-2De), however, these unusual amino acids
result from the specific modification of an amino acid
residue after the polypeptide chain has been synthesized.
Among the most prominent of these modified amino acid
residues are 4-hydroxyproline and 5-hydroxylysine. Both
of these amino acid residues are important structural con-
stituents of the fibrous protein collagen, the most abundant
protein in mammals (Section 8-2B). Amino acids of pro-
teins that form complexes with nucleic acids are often
modified. For example, the chromosomal proteins known
as histones may be specifically methylated, acetylated,
and/or phosphorylated at specific Lys, Arg, and Ser
residues (Section 34-3Baa). Several of these derivatized
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Figure 4-24 Some uncommon amino acid residues that are
components of certain proteins. All of these residues are modified
from one of the 20 “standard” amino acids after polypeptide chain

amino acid residues are presented in Fig. 4-24. N-Formyl-
methionine is initially the N-terminal residue of all
prokaryotic proteins, but is usually removed as part of the
protein maturation process (Section 32-3Ca). y-Carboxy-
glutamic acid is a constituent of several proteins involved
in blood clotting (Section 35-1Ba). Note that in most cases,
these modifications are important, if not essential, for the
function of the protein.

D-Amino acid residues are components of many of the
relatively short (<20 residues) bacterial polypeptides that
are enzymatically rather than ribosomally synthesized.
These polypeptides are perhaps most widely distributed as
constituents of bacterial cell walls (Section 11-3Ba), which
D-amino acids render less susceptible to attack by the pep-
tidases (enzymes that hydrolyze peptide bonds) that many
organisms employ to digest bacterial cell walls. Likewise,
D-amino acids are components of many bacterially produced
peptide antibiotics including valinomycin, gramicidin A
(Section 20-2C), and actinomycin D (Section 31-2Cc).

(CH,),;N— CH—CO—

N,N,N-Trimethylalanine
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biosynthesis. Those amino acid residues that are derivatized at
their N, position occur at the N-termini of proteins.

D-Amino acid residues are also functionally essential com-
ponents of several ribosomally synthesized polypeptides of
eukaryotic as well as prokaryotic origin. These D-amino
acid residues are posttranslationally formed, most proba-
bly through the enzymatically mediated inversion of the
preexisting L-amino acid residues.

B. Specialized Roles of Amino Acids

Besides their role in proteins, amino acids and their deriva-
tives have many biologically important functions. A few ex-
amples of these substances are shown in Fig. 4-25. This al-
ternative use of amino acids is an example of the biological
opportunism that we shall repeatedly encounter: Nature
tends to adapt materials and processes that are already pres-
ent to new functions.

Amino acids and their derivatives often function as chem-
ical messengers in the communications between cells. For
example, glycine, y-aminobutyric acid (GABA; a glutamate
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Figure 4-25 Some biologically produced derivatives of “standard” amino acids and amino

acids that are not components of proteins.

decarboxylation product), and dopamine (a tyrosine deriv-
ative) are neurotransmitters (substances released by nerve
cells to alter the behavior of their neighbors; Section 20-5C);
histamine (the decarboxylation product of histidine) is a
potent local mediator of allergic reactions; and thyroxine
(a tyrosine derivative) is an iodine-containing thyroid hor-
mone that generally stimulates vertebrate metabolism
(Section 19-1D).

Certain amino acids are important intermediates in vari-
ous metabolic processes. Among them are citrulline and or-
nithine, intermediates in urea biosynthesis (Section 26-2B);
homocysteine, an intermediate in amino acid metabolism

CHAPTER SUMMARY

1 The Amino Acids of Proteins Proteins are linear poly-
mers that are synthesized from the same 20 “standard”
a-amino acids through their condensation to form peptide
bonds. These amino acids all have a carboxyl group with a pK
near 2.2 and an amino substituent with a pK near 9.4 attached
to the same carbon atom, the C, atom. The a-amino acids are
zwitterionic compounds, "H;N—CHR—COO ", in the physio-
logical pH range. The various amino acids are usually classi-
fied according to the polarities of their side chains, R, which
are substituent to the C, atom. Glycine, alanine, valine, leucine,
isoleucine, methionine, proline (which is really a secondary
amino acid), phenylalanine, and tryptophan are nonpolar
amino acids; serine, threonine, asparagine, glutamine, tyrosine,
and cysteine are uncharged and polar; and lysine, arginine, his-
tidine, aspartic acid, and glutamic acid are charged and polar.
The side chains of many of these amino acids bear acid-base
groups, and hence the properties of the proteins containing
them are pH dependent.

2 Optical Activity The C, atoms of all a-amino acids ex-

(Section 26-3Ea); and S-adenosylmethionine, a biological
methylating reagent (Section 26-3Ea).

Nature’s diversity is remarkable. Over 700 different
amino acids have been found in various plants, fungi, and
bacteria, most of which are a-amino acids. For the most
part, their biological roles are obscure although the fact
that many are toxic suggests that they have a protective
function. Indeed, some of them, such as azaserine, are med-
ically useful antibiotics. Many of these amino acids are sim-
ple derivatives of the 20 “standard” amino acids although
some of them, including azaserine and B-cyanoalanine
(Fig. 4-25), have unusual structures.

cept glycine each bear four different substituents and are
therefore chiral centers. According to the Fischer convention,
which relates the configuration of D- or L-glyceraldehyde to
that of the asymmetric center of interest, all the amino acids of
proteins have the L configuration; that is, they all have the
same absolute configuration about their C, atom. According
to the Cahn-Ingold-Prelog (RS) system of chirality nomen-
clature, they are, with the exception of cysteine, all (S)-amino
acids. The side chains of threonine and isoleucine also contain
chiral centers. A prochiral center has no rotational symmetry,
and hence its substituents, in the case of a central atom, or its
faces, in the case of a planar molecule, are distinguishable.

3 “Nonstandard” Amino Acids Amino acid residues
other than the 20 from which proteins are synthesized also
have important biological functions. These “nonstandard”
residues result from the specific chemical modifications of
amino acid residues in preexisting proteins. Amino acids and
their derivatives also have independent biological roles such
as neurotransmitters, metabolic intermediates, and poisons.



REFERENCES

History

Vickery, H.B. and Schmidt, C.L.A., The history of the discovery of
amino acids, Chem. Rev. 9, 169-318 (1931).

Vickery, H.B., The history of the discovery of the amino acids. A
review of amino acids discovered since 1931 as components of
native proteins, Adv. Protein Chem. 26, 81-171 (1972).

Properties of Amino Acids

Barrett, G.C. and Elmore, D.T., Amino Acids and Peptides, Chap-
ters 1-4, Cambridge University Press (1998).

Cohn, E.J. and Edsall, J.T., Proteins, Amino Acids and Peptides as
lons and Dipolar Ions, Academic Press (1943). [A classic work
in its field.]

Meister, A., Biochemistry of the Amino Acids (2nd ed.), Vol. 1,
Academic Press (1965). [A compendium of information on
amino acid properties.]

Optical Activity

Cahn, R.S., An introduction to the sequence rule,J. Chem. Ed. 41,
116-125 (1964). [A presentation of the Cahn-Ingold-Prelog
system of nomenclature.]

PROBLEMS

1. Name the 20 standard amino acids without looking them
up. Give their three-letter and one-letter symbols. Identify the two
standard amino acids that are isomers and the two others that, al-
though not isomeric, have essentially the same molecular mass for
the neutral molecules.

2. Draw the following oligopeptides in their predominant
ionic forms at pH 7: (a) Phe-Met-Arg, (b) tryptophanyllysylaspar-
tic acid, and (c) Gln-Ile-His-Thr.

3. How many different pentapeptides are there that contain
one residue each of Gly, Asp, Tyr, Cys, and Leu?

4. Draw the structures of the following two oligopeptides with
their cysteine residues cross-linked by a disulfide bond: Val-Cys,
Ser-Cys-Pro.

*5. What are the concentrations of the various ionic species in
a 0.1M solution of lysine at pH 4,7, and 10?

6. Derive Eq. [4.1] for a monoamino, monocarboxylic acid
(use the Henderson-Hasselbalch equation).

*7. The isoionic point of a compound is defined as the pH of a
pure water solution of the compound. What is the isoionic point of
a 0.1M solution of glycine?

8. Normal human hemoglobin has an isoelectric point of 6.87.
A mutant variety of hemoglobin, known as sickle-cell hemoglo-
bin, has an isoelectric point of 7.09. The titration curve of
hemoglobin indicates that, in this pH range, 13 groups change
ionization states per unit change in pH. Calculate the difference in
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ionic charge between molecules of normal and sickle-cell hemo-
globin.

9. Indicate whether the following familiar objects are chiral,
prochiral, or nonchiral.

(a) A glove

(b) A tennis ball

(c) A good pair of scissors

(d) A screw

(e) This page

(f) A toilet paper roll

(g) A snowflake

(h) A spiral staircase

(i) A flight of normal stairs
(j) A paper clip

(k) A shoe

(1) A pair of glasses

10. Draw four equivalent Fischer projection formulas for
L-alanine (see Figs. 4-12 and 4-13).

*11. (a) Draw the structural formula and the Fischer projec-
tion formula of (§)-3-methylhexane. (b) Draw all the stereoiso-
mers of 2,3-dichlorobutane. Name them according to the (RS) sys-
tem and indicate which of them has the meso form.

12. Identify and name the prochiral centers or faces of the fol-
lowing molecules:
(a) Acetone
(b) Propene
(c) Glycine

(d) Alanine
(e) Lysine
(f) 3-Methylpyridine

13. Write out the dominant structural formula, at pH 12.0, of
the pentapeptide Thr-Tyr-His-Cys-Lys. Indicate the positions of its
chiral centers and its prochiral centers. Assume that the pK’s of its
ionizable groups are the same as those in the corresponding free
amino acid.
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Knowledge of how genes are expressed and how they can
be manipulated is becoming increasingly important for un-
derstanding nearly every aspect of biochemistry. Conse-
quently, although we do not undertake a detailed discus-
sion of these processes until Part V of this textbook, we
outline their general principles in this chapter. We do so by
describing the chemical structures of nucleic acids, how we
have come to know that DNA is the carrier of genetic in-
formation, the structure of the major form of DNA, and the
general principles of how the information in genes directs
the synthesis of RNA and proteins (how genes are ex-
pressed) and how DNA is replicated. The chapter ends
with a discussion of how DNA is experimentally manipu-
lated and expressed, processes that are collectively re-
ferred to as genetic engineering. These processes have rev-
olutionized the practice of biochemistry.
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1 NUCLEOTIDES AND NUCLEIC ACIDS

Nucleotides and their derivatives are biologically ubiqui-
tous substances that participate in nearly all biochemical
processes:

1. They form the monomeric units of nucleic acids and
thereby play central roles in both the storage and the ex-
pression of genetic information.

2. Nucleoside triphosphates, most conspicuously ATP
(Section 1-3B), are the “energy-rich” end products of the
majority of energy-releasing pathways and the substances
whose utilization drives most energy-requiring processes.

3. Most metabolic pathways are regulated, at least in
part, by the levels of nucleotides such as ATP and ADP.
Moreover, certain nucleotides, as we shall see, function as
intracellular signals that regulate the activities of numer-
ous metabolic processes.

4. Nucleotide derivatives, such as nicotinamide adenine
dinucleotide (Section 13-2A), flavin adenine dinucleotide
(Section 16-2C), and coenzyme A (Section 21-2), are re-
quired participants in many enzymatic reactions.

5. As components of the enzymelike nucleic acids
known as ribozymes, nucleotides have important catalytic
activities themselves.

A. Nucleotides, Nucleosides, and Bases

Nucleotides are phosphate esters of a five-carbon sugar
(which is therefore known as a pentose; Section 11-1A)
in which a nitrogenous base is covalently linked to CI’
of the sugar residue. In ribonucleotides (Fig. 5-1a), the
monomeric units of RNA, the pentose is D-ribose, whereas
in deoxyribonucleotides (or just deoxynucleotides; Fig. 5-1b),

(a) (®)
5’ Base 5’ Base
“0,PO—CH, O “0,PO—CH, O
3 2’
H H H\—/H
OH OH OH H
Ribonucleotides Deoxyribonucleotides

Figure 5-1 Chemical structures of (@) ribonucleotides and
(b) deoxyribonucleotides.



the monomeric units of DNA, the pentose is 2’-deoxy-
D-ribose (note that the “primed” numbers refer to the
atoms of the ribose residue; “unprimed” numbers refer to
atoms of the nitrogenous base). The phosphate group may
be bonded to C5’ of the pentose to form a 5'-nucleotide
(Fig. 5-1) or to its C3' to form a 3'-nucleotide. If the phos-
phate group is absent, the compound is known as a nucle-
oside. A 5'-nucleotide, for example, may therefore be re-
ferred to as a nucleoside-5'-phosphate. In all naturally
occurring nucleotides and nucleosides, the bond linking
the nitrogenous base to the pentose C1’' atom (which is
called a glycosidic bond; Section 11-1Ca) extends from
the same side of the ribose ring as does the C4'—C5’ bond
(the so-called B configuration; Section 11-1Ba) rather
than from the opposite side (the a configuration). Note
that nucleotide phosphate groups are doubly ionized at
physiological pH’s; that is, nucleotides are moderately
strong acids.
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The nitrogenous bases are planar, aromatic, heterocyclic
molecules which, for the most part, are derivatives of either
purine or pyrimidine.

6 N 4
N{ N NTC S
2 4| 98 2 6|
N N NS
N \ N
H
Purine Pyrimidine

The structures, names, and abbreviations of the common
bases, nucleosides, and nucleotides are given in Table 5-1.
The major purine components of nucleic acids are adenine
and guanine residues; the major pyrimidine residues are
those of cytosine, uracil (which occurs mainly in RNA),
and thymine (5-methyluracil, which occurs mainly in
DNA). The purines form glycosidic bonds to ribose via

Table 5-1 Names and Abbreviations of Nucleic Acid Bases, Nucleosides, and Nucleotides

Base Base Nucleoside Nucleotide®
Formula (X =H) (X = ribose”) (X = ribose phosphate”)
NH, Adenine Adenosine Adenylic acid
N Ade Ado Adenosine monophosphate
NT
< | \> A A AMP
\N ITI
X
0 Guanine Guanosine Guanylic acid
H\N N Gua Guo Guanosine monophosphate
PR | \> G G GMP
N N
HNT N7
X
NH, Cytosine Cytidine Cytidylic acid
N Cyt Cyd Cytidine monophosphate
)\ | C C CMP
o
X
@) Uracil Uridine Uridylic acid
H__ Ura Urd Uridine monophosphate
j\ | U U UMP
o
X
0 Thymine Deoxythymidine Deoxythymidylic acid
H N CH;5 Thy dThd Deoxythymidine monophosphate
)\ | T dT dTMP
o0
dX

“The presence of a 2'-deoxyribose unit in place of ribose, as occurs in DNA, is implied by the prefixes “deoxy” or
“d.” For example, the deoxynucleoside of adenine is deoxyadenosine or dA. However, for thymine-containing
residues, which rarely occur in RNA, the prefix is redundant and may be dropped. The presence of a ribose unit

may be explicitly implied by the prefixes “ribo” or

“r.” Thus the ribonucleotide of thymine is ribothymidine or rT.

The position of the phosphate group in a nucleotide may be explicitly specified as in, for example, 3'-AMP

and 5'-GMP.



84  Chapter 5. Nucleic Acids, Gene Expression, and Recombinant DNA Technology

their N9 atoms, whereas pyrimidines do so through their
N1 atoms (note that purines and pyrimidines have dissimi-
lar atom numbering schemes).

B. The Chemical Structures of DNA and RNA

The chemical structures of the nucleic acids were eluci-
dated by the early 1950s largely through the efforts of
Phoebus Levene, followed by the work of Alexander Todd.
Nucleic acids are, with few exceptions, linear polymers of
nucleotides whose phosphate groups bridge the 3' and 5' po-
sitions of successive sugar residues (e.g., Fig. 5-2). The phos-
phates of these polynucleotides, the phosphodiester
groups, are acidic, so that, at physiological pH'’s, nucleic
acids are polyanions. Polynucleotides have directionality,
that is, each has a 3’ end (the end whose C3' atom is not
linked to a neighboring nucleotide) and a 5’ end (the end
whose C5’ atom is not linked to a neighboring nucleotide).

(a)

NH,

a. DNA’s Base Composition Is Governed

by Chargaff’s Rules

DNA has equal numbers of adenine and thymine
residues (A = T) and equal numbers of guanine and cyto-
sine residues (G = C). These relationships, known as Char-
gaff’s rules, were discovered in the late 1940s by Erwin
Chargaff, who first devised reliable quantitative methods
for the separation and analysis of DNA hydrolysates. Char-
gaff also found that the base composition of DNA from a
given organism is characteristic of that organism; that is, it
is independent of the tissue from which the DNA is taken
as well as the organism’s age, its nutritional state, or any
other environmental factor. The structural basis for Char-
gaff’s rules is that in double-stranded DNA, G is always hy-
drogen bonded (forms a base pair) with C, whereas A al-
ways forms a base pair with T (Fig. 1-16).

DNA'’s base composition varies widely among different
organisms. It ranges from ~25% to 75% G + Cin different

(b)

HO —

Figure 5-2 Chemical structure of a nucleic acid.

(a) The tetranucleotide adenyl-3',5'-uridyl-3’",5'-cytidyl-
3',5'-guanylyl-3'-phosphate. The sugar atom numbers are
primed to distinguish them from the atomic positions of
the bases. By convention, a polynucleotide sequence is
written with its 5’ end at the left and its 3’ end to the
right. Thus, reading left to right, the phosphodiester
bond links neighboring ribose residues in the 5" — 3’
direction. The above sequence may be abbreviated
ApUpCpGp or just AUCGp (where a “p” to the left
and/or right of a nucleoside symbol indicates a 5" and/or
a 3’ phosphate group, respectively; see Table 5-1 for
other symbol definitions). The corresponding
deoxytetranucleotide, in which the 2'-OH groups are
each replaced by H atoms and the base uracil (U) is
replaced by thymine (5-methyluracil; T), is abbreviated
d(ApTpCpGp) or d(ATCGp). (b) A schematic
representation of AUCGp. Here a vertical line denotes
a ribose residue, its attached base is indicated by the
corresponding one-letter abbreviation, and a diagonal
line flanking an optional “p” represents a phosphodiester
bond. The atom numbering of the ribose residues, which
is indicated here, is usually omitted. The equivalent
representation of deoxypolynucleotides differs only by
the absence of the 2’-OH groups and the replacement
of UbyT.



species of bacteria. It is, however, more or less constant
among related species; for example, in mammals G + C
ranges from 39% to 46%.

RNA, which usually occurs as single-stranded mole-
cules, has no apparent constraints on its base composition.
However, double-stranded RNA, which comprises the ge-
netic material of certain viruses, also obeys Chargaff’s rules
(here A base pairs with U in the same way it does with T in
DNA; Fig. 1-16). Conversely, single-stranded DNA, which
occurs in certain viruses, does not obey Chargaff’s rules. On
entering its host organism, however, such DNA is repli-
cated to form a double-stranded molecule, which then
obeys Chargaff’s rules.

b. Nucleic Acid Bases May Be Modified

Some DNAs contain bases that are chemical derivatives
of the standard set. For example, dA and dC in the DNAs
of many organisms are partially replaced by N°-methyl-dA
and 5-methyl-dC, respectively.

H_ _CHs NH,

N

\ N = CH;
N N,
k N 0" N

N | |

dR dR

N6-Methyl-dA 5-Methyl-dC

The altered bases are generated by the sequence-specific
enzymatic modification of normal DNA (Sections 5-5A and
30-7). The modified DNAs obey Chargaff’s rules if the de-
rivatized bases are taken as equivalent to their parent bases.
Likewise, many bases in RNAs and, in particular, those in
transfer RNAs (tRNAs; Section 32-2Aa) are derivatized.

c. RNA but Not DNA Is Susceptible to Base-

Catalyzed Hydrolysis

RNA is highly susceptible to base-catalyzed hydrolysis
by the reaction mechanism diagrammed in Fig. 5-3 so as to
yield a mixture of 2’ and 3’ nucleotides. In contrast, DNA,
which lacks 2'-OH groups, is resistant to base-catalyzed hy-
drolysis and is therefore much more chemically stable than
RNA. This is probably why DNA rather than RNA evolved
to be the cellular genetic archive.

2 DNA IS THE CARRIER OF
GENETIC INFORMATION

Nucleic acids were first isolated in 1869 by Friedrich
Miescher and so named because he found them in the nuclei
of leukocytes (pus cells) from discarded surgical bandages.
The presence of nucleic acids in other cells was demon-
strated within a few years, but it was not until some 75 years
after their discovery that their biological function was elu-
cidated. Indeed, in the 1930s and 1940s it was widely held,
in what was termed the tetranucleotide hypothesis, that
nucleic acids have a monotonously repeating sequence of
all four bases, so that they were not suspected of having a
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Bn -QH_ Bn+1
2" —=0—CH — OH
3’ — O F— Qe

s -

O

\P//

/N — 0
O

- HO —
2',3'-Cyclic nucleotide
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2’-Nucleotide 3’-Nucleotide

Figure 5-3 Mechanism of base-catalyzed RNA hydrolysis. The
base-induced deprotonation of the 2'-OH group facilitates its
nucleophilic attack on the adjacent phosphorus atom, thereby
cleaving the RNA backbone. The resultant 2',3'-cyclic phosphate
group subsequently hydrolyzes to either the 2" or the 3’ phosphate.

genetic function. Rather, it was generally assumed that
genes were proteins since proteins were the only biochem-
ical entities that, at that time, seemed capable of the re-
quired specificity. In this section, we outline the experi-
ments that established DNA’s genetic role.

A. Transforming Principle Is DNA

The virulent (capable of causing disease) form of pneumo-
coccus (Diplococcus pneumoniae), a bacterium that causes
pneumonia, is encapsulated by a gelatinous polysaccharide
coating that contains the binding sites (known as O-antigens;
Section 11-3Bc) through which it recognizes the cells it
infects. Mutant pneumococci that lack this coating, because
of a defect in an enzyme involved in its formation, are not
pathogenic (capable of causing disease). The virulent and
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Figure 5-4 Pneumococci. The large glistening colonies are
virulent S-type pneumococci that resulted from the transformation
of nonpathogenic R-type pneumococci (smaller colonies) by
DNA from heat-killed S pneumococci. [From Avery, O.T.,
MacLeod, C.M., and McCarty, M., J. Exp. Med. 79, 153 (1944).
Copyright © 1944 by Rockefeller University Press.]

nonpathogenic pneumococci are known as the S and R
forms, respectively, because of the smooth and rough ap-
pearances of their colonies in culture (Fig. 5-4).

In 1928, Frederick Griffith made a startling discovery.
He injected mice with a mixture of live R and heat-killed S
pneumococci. This experiment resulted in the death of
most of the mice. More surprising yet was that the blood of
the dead mice contained live S pneumococci. The dead S
pneumococci initially injected into the mice had somehow
transformed the otherwise innocuous R pneumococci to
the virulent S form. Furthermore, the progeny of the trans-
formed pneumococci were also S; the transformation was
permanent. Eventually, it was shown that the transforma-
tion could also be made in vitro (outside a living organism;
literally “in glass) by mixing R cells with a cell-free extract
of S cells. The question remained: What is the nature of the
transforming principle?

In 1944, Oswald Avery, Colin MacLeod, and Maclyn
McCarty, after a 10-year investigation, reported that trans-
forming principle is DNA.The conclusion was based on the
observations that the laboriously purified (few modern
fractionation techniques were then available) transforming
principle had all the physical and chemical properties of
DNA, contained no detectable protein, was unaffected by
enzymes that catalyze the hydrolysis of proteins and RNA,
and was totally inactivated by treatment with an enzyme
that catalyzes the hydrolysis of DNA. DNA must therefore
be the carrier of genetic information.

Avery’s discovery was another idea whose time had not
yet come. This seminal advance was initially greeted with
skepticism and then largely ignored. Indeed, even Avery did
not directly state that DNA is the hereditary material but
merely that it has “biological specificity.” His work, how-
ever, influenced several biochemists, including Erwin Char-
gaff, whose subsequent accurate determination of DNA
base ratios refuted the tetranucleotide hypothesis and
thereby indicated that DNA could be a complex molecule.

It was eventually demonstrated that eukaryotes are also
subject to transformation by DNA. Thus DNA, which cyto-

Figure 5-5 Transgenic mouse. The gigantic mouse (left) grew
from a fertilized ovum that had been microinjected with DNA
bearing the rat growth hormone gene. His normal-sized litter-
mate (right) is shown for comparison. [Courtesy of Ralph Brin-
ster, University of Pennsylvania.]

logical studies had shown resides in the chromosomes,
must also be the hereditary material of eukaryotes. In a
spectacular demonstration of eukaryotic transformation,
Ralph Brinster, in 1982, microinjected DNA bearing the
gene for rat growth hormone (a polypeptide) into the nu-
clei of fertilized mouse eggs (a technique discussed in Sec-
tion 5-5H) and implanted these eggs into the uteri of foster
mothers. The resulting “supermice” (Fig. 5-5), which had
high levels of rat growth hormone in their serum, grew to
nearly twice the weight of their normal littermates. Such
genetically altered animals are said to be transgenic.

B. The Hereditary Molecule of Many
Bacteriophages Is DNA

Electron micrographs of bacteria infected with bacterio-
phages show empty-headed phage “ghosts” attached to the
bacterial surface (Fig. 5-6). This observation led Roger
Herriott to suggest that “the virus may act like a little hypo-
dermic needle full of transforming principle,” which it in-

Figure 5-6 Bacteriophages attached to the surface of a
bacterium. This early electron micrograph shows an E. coli
cell to which bacteriophage TS5 are adsorbed by their tails.
[Courtesy of Thomas F. Anderson, Fox Chase Cancer Center.]
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Infecting phage

Head

Protein coat

Figure 5-7 Diagram of T2 bacteriophage injecting its DNA
into an E. coli cell.

jects into the bacterial host (Fig. 5-7). This proposal was
tested in 1952 by Alfred Hershey and Martha Chase as is
diagrammed in Fig. 5-8. Bacteriophage T2 was grown on E.
coli in a medium containing the radioactive isotopes **P
and *S. This labeled the phage capsid, which contains no P,
with 338, and its DNA, which contains no S, with ?P. These
phages were added to an unlabeled culture of E. coli and,
after sufficient time was allowed for the phages to infect
the bacterial cells, the culture was agitated in a kitchen
blender so as to shear the phage ghosts from the bacterial
cells. This rough treatment neither injured the bacteria nor
altered the course of the phage infection. When the phage
ghosts were separated from the bacteria (by centrifugation;
Section 6-5), the ghosts were found to contain most of the
38, whereas the bacteria contained most of the **P. Further-
more, 30% of the ¥*P appeared in the progeny phages but
only 1% of the S did so. Hershey and Chase therefore
concluded that only the phage DNA was essential for the
production of progeny. DNA therefore must be the heredi-
tary material. In later years it was shown that, in a process
known as transfection, purified phage DNA can, by itself,
induce a normal phage infection of a properly treated bac-
terial host (transfection differs from transformation in that
the latter results from the recombination of the bacterial
chromosome with a fragment of homologous DNA).

In 1952, the state of knowledge of biochemistry was
such that Hershey’s discovery was much more readily ac-
cepted than Avery’s identification of the transforming prin-
ciple had been some 8 years earlier. Within a few months,
the first speculations arose as to the nature of the genetic

Figure 5-8 The Hershey—Chase experiment. This experiment
demonstrated that only the nucleic acid component of bacterio-
phages enters the bacterial host during phage infection.
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code (the correspondence between the base sequence of
a gene and the amino acid sequence of a protein, Section
5-4BDb), and James Watson and Francis Crick were inspired
to investigate the structure of DNA. In 1955, it was shown
that the somatic cells of eukaryotes have twice the DNA of
the corresponding germ cells. When this observation was
proposed to be a further indicator of DNA’s genetic role,
there was little comment even though the same could be
said of any other chromosomal component.

3 DOUBLE HELICAL DNA

The determination of the structure of DNA by Watson and
Crick in 1953 is often said to mark the birth of modern mo-
lecular biology. The Watson—Crick structure of DNA is of
such importance because, in addition to providing the struc-
ture of what is arguably the central molecule of life, it sug-
gested the molecular mechanism of heredity. Watson and
Crick’s accomplishment, which is ranked as one of science’s
major intellectual achievements, tied together the less than
universally accepted results of several diverse studies:

1. Chargaff’s rules. At the time, the relationships A =T
and G = C were quite obscure because their significance was
not apparent. In fact, even Chargaff did not emphasize them.

2. Correct tautomeric forms of the bases. X-ray, nuclear
magnetic resonance (NMR), and spectroscopic investigations
have firmly established that the nucleic acid bases are over-
whelmingly in the keto tautomeric forms shown in Table 5-1.
In 1953, however, this was not generally appreciated. Indeed,
guanine and thymine were widely believed to be in their enol
forms (Fig. 5-9) because it was thought that the resonance sta-
bility of these aromatic molecules would thereby be maxi-
mized. Knowledge of the dominant tautomeric forms, which

(@) H
o
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~ N )jiCH3 NZ | CH,

OJ\N H OJ\N H
| |
R R

Thymine Thymine

(keto or lactam form) (enol or lactim form)

() 0
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HoN7 N N
R

Guanine
(keto or lactam form)
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N
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R

Guanine

(enol or lactim form)

Figure 5-9 Some possible tautomeric conversions for bases.
(a) Thymine and (b) guanine residues. Cytosine and adenine
residues can undergo similar proton shifts.

was prerequisite for the prediction of the correct hydrogen
bonding associations of the bases, was provided by Jerry
Donohue, an office mate of Watson and Crick and an expert
on the X-ray structures of small organic molecules.

3. Information that DNA is a helical molecule. This was
provided by an X-ray diffraction photograph of a DNA fiber
taken by Rosalind Franklin (Fig. 5-10; DNA, being a thread-
like molecule, does not crystallize but, rather, can be drawn
out in fibers consisting of parallel bundles of molecules).
This photograph enabled Crick, an X-ray crystallographer
by training who had earlier derived the equations describing
diffraction by helical molecules, to deduce (a) that DNA is a
helical molecule and (b) that its planar aromatic bases form
a stack of parallel rings which is parallel to the fiber axis.

This information only provided a few crude landmarks
that guided the elucidation of the DNA structure. It mostly
sprang from Watson and Crick’s imaginations through model
building studies. Once the Watson—Crick model had been
published, however, its basic simplicity combined with its ob-
vious biological relevance led to its rapid acceptance. Later in-
vestigations have confirmed the essential correctness of the
Watson—Crick model, although its details have been modified.

A. The Watson-Crick Structure: B-DNA

Fibers of DNA assume the so-called B conformation, as in-
dicated by their X-ray diffraction patterns, when the coun-
terion is an alkali metal such as Na* and the relative humid-
ity is >92%. B-DNA is regarded as the native (biologically
functional) form of DNA because, for example, its X-ray pat-
tern resembles that of the DNA in intact sperm heads.

[P L
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Figure 5-10 X-ray diffraction photograph of a vertically
oriented Na™ DNA fiber in the B conformation taken by Rosalind
Franklin. This is the photograph that provided key information
for the elucidation of the Watson—Crick structure. The central
X-shaped pattern of spots is indicative of a helix, whereas the
heavy black arcs on the top and bottom of the diffraction pattern
correspond to a distance of 3.4 A and indicate that the DNA
structure largely repeats every 3.4 A along the fiber axis. [Courtesy
of Maurice Wilkins, King’s College, London.]



The Watson—Crick structure of B-DNA has the follow-
ing major features:

1. It consists of two polynucleotide strands that wind
about a common axis with a right-handed twist to form an
~20-A-diameter double helix (Fig. 5-11). The two strands
are antiparallel (run in opposite directions) and wrap
around each other such that they cannot be separated with-
out unwinding the helix. The bases occupy the core of the
helix and the sugar-phosphate chains are coiled about its
periphery, thereby minimizing the repulsions between
charged phosphate groups.

2. The planes of the bases are nearly perpendicular to
the helix axis. Each base is hydrogen bonded to a base on
the opposite strand to form a planar base pair (Fig. 5-11). It
is these hydrogen bonding interactions, a phenomenon

Major
groove

Figure 5-11 Three-dimensional structure of B-DNA. The
repeating helix in this ball-and-stick drawing is based on

the X-ray structure of the self-complementary dodecamer
d(CGCGAATTCGCG) determined by Richard Dickerson and
Horace Drew. The view is perpendicular to the helix axis. The
sugar—phosphate backbones (blue with blue-green ribbon
outlines) wind about the periphery of the molecule in opposite
directions. The bases (red), which occupy its core, form hydrogen
bonded base pairs. H atoms have been omitted for clarity.
[[lustration, Irving Geis. Image from the Irving Geis Collection,
Howard Hughes Medical Institute. Reprinted with permission.]
.'Q, See Interactive Exercise 1 and Kinemage 2-1
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known as complementary base pairing, that result in the
specific association of the two chains of the double helix.

3. The “ideal” B-DNA helix has 10 base pairs (bp) per
turn (a helical twist of 36° per bp) and, since the aromatic
bases have van der Waals thicknesses of 3.4 A and are par-
tially stacked on each other (base stacking, Fig. 5-11), the
helix has a pitch (rise per turn) of 34 A.

The most remarkable feature of the Watson—Crick
structure is that it can accommodate only two types of
base pairs: Each adenine residue must pair with a
thymine residue and vice versa, and each guanine residue
must pair with a cytosine residue and vice versa. The
geometries of these A - T and G + C base pairs, the so-called
Watson—-Crick base pairs, are shown in Fig. 5-12. It can be
seen that both of these base pairs are interchangeable in
that they can replace each other in the double helix without
altering the positions of the sugar—-phosphate backbone’s

Major groove

Minor groove

Major groove

Minor groove

>

Figure 5-12 Watson-Crick base pairs. The line joining the C1’
atoms is the same length in both base pairs and makes equal an-
gles with the glycosidic bonds to the bases. This gives DNA a se-
ries of pseudo-twofold symmetry axes (often referred to as dyad
axes) that pass through the center of each base pair (red line)
and are perpendicular to the helix axis. Note that A - T base pairs
associate via two hydrogen bonds, whereas C - G base pairs are
joined by three hydrogen bonds. [After Arnott, S., Dover, S.D.,
and Wonacott, A.J., Acta Cryst. B25,2192 (1969).] ¢ See
Kinemages 2-2 and 17-2
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C1' atoms. Likewise, the double helix is undisturbed by
exchanging the partners of a Watson—Crick base pair, that
is, by changinga G - Ctoa C- GoranA-TtoaT+A. In
contrast, any other combination of bases (e.g., A - G or
A - C) would significantly distort the double helix since
the formation of a non-Watson—Crick base pair would re-
quire considerable reorientation of the sugar—phosphate
chain.

B-DNA has two deep exterior grooves that wind be-
tween its sugar—phosphate chains as a consequence of the
helix axis passing through the approximate center of each
base pair. However, the grooves are of unequal size (Fig.
5-11) because (1) the top edge of each base pair, as drawn
in Fig. 5-12, is structurally distinct from the bottom edge;
and (2) the deoxyribose residues are asymmetric. The minor
groove exposes that edge of a base pair from which its C1’
atoms extend (opening toward the bottom in Fig. 5-12),
whereas the major groove exposes the opposite edge of
each base pair (the top of Fig. 5-12).

Although B-DNA is, by far, the most prevalent form of
DNA in the cell, double helical DNAs and RNAs can as-
sume several distinct structures. The structures of these
other double helical nucleic acids are discussed in Section
29-1B.

B. DNA Is Semiconservatively Replicated

The Watson—Crick structure can accommodate any se-
quence of bases on one polynucleotide strand if the oppo-
site strand has the complementary base sequence. This im-
mediately accounts for Chargaff’s rules. More importantly,
it suggests that hereditary information is encoded in the se-
quence of bases on either strand. Furthermore, each
polynucleotide strand can act as a template for the forma-
tion of its complementary strand through base pairing in-
teractions (Fig. 1-17). The two strands of the parent mole-
cule must therefore separate so that a complementary
daughter strand may be enzymatically synthesized on the
surface of each parent strand. This results in two molecules
of duplex (double-stranded) DNA, each consisting of one
polynucleotide strand from the parent molecule and a
newly synthesized complementary strand. Such a mode of
replication is termed semiconservative in contrast with
conservative replication, which, if it occurred, would result
in a newly synthesized duplex copy of the original DNA
molecule with the parent DNA molecule remaining intact.
The mechanism of DNA replication is the main subject of
Chapter 30.

The semiconservative nature of DNA replication was
elegantly demonstrated in 1958 by Matthew Meselson and
Franklin Stahl. The density of DNA was increased by label-
ing it with N, a heavy isotope of nitrogen (**N is the natu-
rally abundant isotope). This was accomplished by growing
E. coli for 14 generations in a medium that contained
SNH,CI as the only nitrogen source. The labeled bacteria
were then abruptly transferred to an '*N-containing
medium, and the density of their DNA was monitored as a
function of bacterial growth by equilibrium density gradi-

ent ultracentrifugation (a technique for separating macro-
molecules according to their densities, which Meselson,
Stahl, and Jerome Vinograd had developed for the purpose
of distinguishing °N-labeled DNA from unlabeled DNA;
Section 6-5Bb).

The results of the Meselson—Stahl experiment are dis-
played in Fig. 5-13. After one generation (doubling of the
cell population), all of the DNA had a density exactly
halfway between the densities of fully "N-labeled DNA
and unlabeled DNA. This DNA must therefore contain
equal amounts of "N and °N, as is expected after one gen-
eration of semiconservative replication. Conservative
DNA replication, in contrast, would result in the preserva-
tion of the parental DNA, so that it maintained its original
density, and the generation of an equal amount of unla-
beled DNA. After two generations, half of the DNA mole-
cules were unlabeled and the remainder were ““N-°N hy-
brids. This is also in accord with the predictions of the
semiconservative replication model and in disagreement
with the conservative replication model. In succeeding
generations, the amount of unlabeled DNA increased rel-
ative to the amount of hybrid DNA, although the hybrid
never totally disappeared. This is again in harmony with
semiconservative replication but at odds with conservative
replication, which predicts that the fully labeled parental
DNA will always be present and that hybrid DNA never
forms.

C. Denaturation and Renaturation

When a solution of duplex DNA is heated above a charac-
teristic temperature, its native structure collapses and its
two complementary strands separate and assume a flexi-
ble and rapidly fluctuating conformational state known as
a random coil (Fig. 5-14). This denaturation process is
accompanied by a qualitative change in the DNA’s phys-
ical properties. For instance, the characteristic high vis-
cosity of native DNA solutions, which arises from the re-
sistance to deformation of its rigid and rodlike duplex
molecules, drastically decreases when the duplex DNA
decomposes (denatures) to two relatively freely jointed
single strands.

a. DNA Denaturation Is a Cooperative Process

The most convenient way of monitoring the amount of
nucleic acid present is by its ultraviolet (UV) absorbance
spectrum. A solution containing a solute that absorbs light
does so according to the Beer—-Lambert law,

A= —log(ll> = ecl [5.1]
0

where A is the solute’s absorbance (alternatively, its optical
density), I, is the incident intensity of light at a given wave-
length A, [ is its transmitted intensity at A, € is the molar ex-
tinction coefficient of the solute at A, ¢ is its molar concen-
tration, and / is the length of the light path in centimeters.
The value of € varies with A; a plot of € versus A for the
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Figure 5-13 Demonstration of the semiconservative nature of
DNA replication in E. coli by density gradient ultracentrifuga-
tion. The DNA was dissolved in an aqueous CsCl solution of
density 1.71 g - cm > and was subjected to an acceleration of
140,000 times that of gravity in an analytical ultracentrifuge (a
device in which the rapidly spinning sample can be optically
observed). This enormous acceleration induced the CsCl to
redistribute in the solution such that its concentration increased
with its radius in the ultracentrifuge. Consequently, the DNA
migrated within the resulting density gradient to its position of
buoyant density. The left panels are ultraviolet absorption
photographs of ultracentrifuge cells (DNA strongly absorbs
ultraviolet light) and are arranged such that regions of equal
density have the same horizontal positions. The middle panels
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are microdensitometer traces of the corresponding photographs
in which the vertical displacement is proportional to the DNA
concentration. The buoyant density of DNA increases with its
5N content. The bands farthest to the right (of greatest radius
and density) arise from DNA that is fully N labeled, whereas
unlabeled DNA, which is 0.014 g - cm > less dense, forms the
leftmost bands. The bands in the intermediate position result
from duplex DNA in which one strand is ’N-labeled and the
other strand is unlabeled. The accompanying interpretive
drawings (right) indicate the relative numbers of DNA strands
at each generation donated by the original parents (blue,

5N labeled) and synthesized by succeeding generations (red,
unlabeled). [From Meselson, M. and Stahl, EW., Proc. Natl. Acad.
Sci. 44, 671 (1958).] ¢ See the Animated Figures
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Native (double helix)

Denatured
(random coil)

Figure 5-14 Schematic representation of the strand separation
in duplex DNA resulting from its heat denaturation.
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solute is called its absorbance spectrum. The absorbance
spectra of the five nucleic acid bases are shown in Fig. 5-15a.
The spectra of the corresponding nucleosides and nu-
cleotides are closely similar above 190 nm because, in this
wavelength range, the molar extinction coefficients of ri-
bose and phosphate groups are vanishingly small relative
to those of the aromatic bases. As expected, the spectrum
of native DNA (Fig. 5-15b) resembles that of its compo-
nent bases in shape.

When DNA denatures, its UV absorbance increases by
~40% at all wavelengths (Fig. 5-15b). This phenomenon,
which is known as the hyperchromic effect (Greek: hyper,
above + chroma, color), results from the disruption of the
electronic interactions among nearby bases. DNA’s hyper-
chromic shift, as monitored at a particular wavelength
(usually 260 nm), occurs over a narrow temperature range
(Fig. 5-16). This indicates that the collapse of one part of
the duplex DNA’s structure destabilizes the remainder, a
phenomenon known as a cooperative process. The denatu-
ration of DNA may be described as the melting of a one-
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Figure 5-15 UV absorbance spectra of the nucleic acid bases
and DNA. (a) Spectra of adenine, guanine, cytosine, thymine, and
uracil near pH 7. (b) Spectra of native and heat-denatured E. coli
DNA. Note that denaturation does not change the general shape
of the absorbance spectrum but increases its absorbance at all
wavelengths. [After Voet, D., Gratzer, W.B., Cox, R.A., and Doty,
P., Biopolymers 1,193 (1963).] ¢ See the Animated Figures
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Figure 5-16 Example of a DNA melting curve. The relative
absorbance is the ratio of the absorbance (customarily measured
at 260 nm) at the indicated temperature to that at 25°C. The
melting temperature, 7,,, is defined as the temperature at which
half of the maximum absorbance increase is attained. ."?, See the
Animated Figures

dimensional solid, so Fig. 5-16 is referred to as a melting
curve and the temperature at its midpoint is known as the
melting temperature, T,

The stability of the DNA double helix, and hence its
T,, depends on several factors, including the nature of the
solvent, the identities and concentrations of the ions in so-
lution, and the pH. For example, duplex DNA denatures
(its 7,, decreases) under alkaline conditions that cause
some of the bases to ionize and thereby disrupt their base
pairing interactions. The T, increases linearly with the
mole fraction of G - C base pairs (Fig. 5-17), which indi-
cates that triply hydrogen bonded G - C base pairs are
more stable than doubly hydrogen bonded A - T base
pairs.

b. Denatured DNA Can Be Renatured

If a solution of denatured DNA is rapidly cooled to
well below its 7, the resulting DNA will be only partially
base paired (Fig. 5-18) because its complementary strands
will not have had sufficient time to find each other before
the partially base paired structures become effectively
“frozen in.” If, however, the temperature is maintained
~25°C below the T,, enough thermal energy is available
for short base paired regions to rearrange by melting and
reforming but not enough to melt out long complemen-
tary stretches. Under such annealing conditions, as Julius
Marmur discovered in 1960, denatured DNA eventually
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Figure 5-17 Variation of the melting temperatures, 7', of
DNA with its G + C content. The DNAs were dissolved in a
solution containing 0.15M NaCl and 0.015M sodium citrate.
[After Marmur, J. and Doty, P, J. Mol. Biol. 5,113 (1962).]

completely renatures. Likewise, complementary strands
of RNA and DNA, in a process known as hybridization,
form RNA-DNA hybrid double helices that are only
slightly less stable than the corresponding DNA double
helices.

\

Intramolecular
aggregation

Intermolecular
aggregation

Figure 5-18 Partially renatured DNA. A schematic represen-
tation showing the imperfectly base paired structures assumed by
DNA that has been heat denatured and then rapidly cooled to
well below its T,,. Note that both intramolecular and intermolec-
ular aggregation may occur.
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D. The Size of DNA

DNA molecules are generally enormous (Fig. 5-19). The
molecular mass of DNA has been determined by a variety
of techniques including ultracentrifugation (Section 6-5A)
and through length measurements by electron microscopy
[a base pair of Na™ B-DNA has an average molecular mass
of 660 D and a length (thickness) of 3.4 A] and autoradiog-
raphy (a technique in which the position of a radioactive
substance in a sample is recorded by the blackening of a
photographic emulsion that the sample is laid over or em-
bedded in; Fig. 5-20). The number of base pairs and the con-
tour lengths (the end-to-end lengths of the stretched-out
native molecules) of the DNAs from a selection of organ-
isms of increasing complexity are listed in Table 5-2. Not
surprisingly, an organism’s haploid quantity (unique
amount) of DNA varies more or less with its complexity
(although there are notable exceptions to this generaliza-
tion, such as the last entry in Table 5-2).

The visualization of DNAs from prokaryotes has
demonstrated that their entire genome (complement of ge-
netic information) is contained on a single, often circular,
length of DNA. Similarly, Bruno Zimm demonstrated that
the largest chromosome of the fruit fly Drosophila
melanogaster contains a single molecule of DNA by com-
paring the molecular mass of this DNA with the cytologi-
cally measured length of DNA contained in the chromo-
some. Likewise, other eukaryotic chromosomes contain
only single molecules of DNA.

The highly elongated shape of duplex DNA (recall B-
DNA is only 20 A in diameter), together with its stiffness,
make it extremely susceptible to mechanical damage outside
the cell’s protective environment (for instance, if the
Drosophila DNA of Fig. 5-20 were enlarged by a factor of
500,000, it would have the shape and some of the mechanical
properties of a 6-km-long strand of uncooked spaghetti). The
hydrodynamic shearing forces generated by such ordinary

Table 5-2 Sizes of Some DNA Molecules

Figure 5-19 Electron micrograph of a T2 bacteriophage and
its DNA. The phage has been osmotically lysed (broken open) in
distilled water so that its DNA spilled out. Without special
treatment, duplex DNA, which is only 20 A in diameter, is
difficult to visualize in the electron microscope. In the
Kleinschmidt procedure used here, DNA is fattened to ~200 A
in diameter by coating it with a denatured basic protein.

[From Kleinschmidt, A.K., Lang, D., Jacherts, D., and Zahn,
R.K., Biochim. Biophys. Acta 61, 857 (1962).]

laboratory manipulations as stirring, shaking, and pipetting
break DNA into relatively small pieces so that the isolation
of an intact molecule of DNA requires extremely gentle

Number of Base Pairs Contour Length
Organism (kb)“ (pm)
Viruses
Polyoma, SV40 52 1.7
A Bacteriophage 48.6 17
T2, T4, T6 bacteriophage 166 55
Fowlpox 280 193
Bacteria
Mycoplasma hominis 760 260
Escherichia coli 4,600 1,600
Eukaryotes
Yeast (in 17 haploid chromosomes) 12,000 4,100
Drosophila (in 4 haploid chromosomes) 180,000 61,000
Human (in 23 haploid chromosomes) 3,000,000 1,000,000
Lungfish (in 19 haploid chromosomes) 102,000,000 35,000,000

“kb = kilobase pair = 1000 base pairs (bp).

Source: Mainly Kornberg, A. and Baker, T.A., DNA Replication (2nd ed.), p. 20, Freeman (1992).



Figure 5-20 Autoradiograph of Drosophila melanogaster
DNA. Lysates of D. melanogaster cells that had been cultured
with *H-labeled thymidine were spread on a glass slide and cov-
ered with a photographic emulsion that was developed after a
5-month exposure. The white curve, which resulted from the ra-
dioactive decay of the *H, traces the path of the DNA in this
photographic positive. The DNA’s measured contour length is
1.2 cm. [From Kavenoff, R., Klotz, L.C., and Zimm, B.H., Cold
Spring Harbor Symp. Quant. Biol. 38, 4 (1973). Copyright © 1974
by Cold Spring Harbor Laboratory Press.]

handling. Before 1960, when this was first realized, the meas-
ured molecular masses of DNA were no higher than ~10 mil-
lion D (~15 kb, where 1 kb = 1 kilobase pair = 1000 bp).
DNA fragments of uniform molecular mass and as small as a
few hundred base pairs may be generated by shear degrading
DNA in a controlled manner; for instance, by forcing the
DNA solution through a small orifice or by sonication (expo-
sure to intense high-frequency sound waves).

4 GENE EXPRESSION AND
REPLICATION: AN OVERVIEW

"?,See Guided Exploration 1: Overview of transcription and translation
How do genes function, that is, how do they direct the synthe-
sis of RNA and proteins, and how are they replicated? The
answers to these questions form the multifaceted discipline
known as molecular biology. In 1958, Crick neatly encapsu-
lated the broad outlines of this process in a flow scheme he
called the central dogma of molecular biology: DNA directs
its own replication and its transcription to yield RNA which,
in turn, directs its translation to form proteins (Fig. 5-21).
Here the term “transcription” indicates that in transferring

DNA 5 — A-G-A-G-G-T-G-C-T—3
3'— T-C-T-C-C-A-C-G-A—5’

transcription ¢

mRNA 5'— A-G-A-G-G-U-G-C-U—3'

tRNAs U-C-U C-C-A C-G-A
L N |1 N |1 N |
Arginine Glycine Alanine
translation ¢
Polypeptide —Arg-Gly—-Ala—
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Replication

-

Translation

Figure 5-21 The central dogma of molecular biology. Solid
arrows indicate the types of genetic information transfers that
occur in all cells. Special transfers are indicated by the dashed
arrows: RNA-directed RNA polymerase is expressed both by
certain RNA viruses and by some plants; RNA-directed DNA
polymerase (reverse transcriptase) is expressed by other RNA
viruses; and DNA directly specifying a protein is unknown but
does not seem beyond the realm of possibility. However, the
missing arrows are information transfers the central dogma pos-
tulates never occur: protein specifying either DNA, RNA, or pro-
tein. In other words, proteins can only be the recipients of genetic
information. [ After Crick, F., Nature 227, 561 (1970).]

information from DNA to RNA, the “language” encoding
the information remains the same, that of base sequences,
whereas the term “translation” indicates that in transferring
information from RNA to proteins, the “language” changes
from that of base sequences to that of amino acid sequences
(Fig. 5-22). The machinery required to carry out the complex
tasks of gene expression and DNA replication in an organ-
ized manner and with high fidelity occupies a major portion
of every cell. In this section we summarize how gene expres-
sion and replication occur to provide the background for un-
derstanding the techniques of recombinant DNA technology
(Section 5-5). This subject matter is explored in considerably
greater detail in Chapters 29 to 34.

A. RNA Synthesis: Transcription

The enzyme that synthesizes RNA is named RNA poly-
merase. [t catalyzes the DNA-directed coupling of the nu-
cleoside triphosphates (NTPs) adenosine triphosphate

Figure 5-22 Gene expression. One strand of DNA directs the
synthesis of RNA, a process known as transcription. The base se-
quence of the transcribed RNA is complementary to that of the
DNA strand. The RNAs known as messenger RNAs (mRNAs)
are translated when molecules of transfer RNA (tRNA) align
with the mRNA via complementary base pairing between seg-
ments of three consecutive nucleotides known as codons. Each
type of tRNA carries a specific amino acid. These amino acids
are covalently joined by the ribosome to form a polypeptide.
Thus, the sequence of bases in DNA specifies the sequence of
amino acids in a protein.
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RNA synthesis proceeds in a stepwise manner in the 5" — 3’
direction, that is, the incoming nucleotide is appended to
the free 3'—OH group of the growing RNA chain (Fig.
5-23). RNA polymerase selects the nucleotide it incorpo-
rates into the nascent (growing) RNA chain through the
requirement that it form a Watson—Crick base pair with the
DNA strand that is being transcribed, the template strand
(only one of duplex DNA’s two strands is transcribed at a
time). This is possible because, as the RNA polymerase
moves along the duplex DNA it is transcribing, it separates
a short (~14 bp) segment of its two strands to form a so-
called transcription bubble, thereby permitting this portion
of the template strand to transiently form a short
DNA-RNA hybrid helix with the newly synthesized RNA
(Fig. 5-24). Like duplex DNA, a DNA-RNA hybrid helix
consists of antiparallel strands, and hence the DNA’s tem-
plate strand is read in its 3" — 5’ direction.

All cells contain RNA polymerase. In bacteria, one
species of this enzyme synthesizes nearly all of the cell’s
RNA. Certain viruses generate RNA polymerases that syn-

Figure 5-23 Action of
RNA polymerases.

These enzymes assemble
incoming ribonucleoside
triphosphates on templates
consisting of single-stranded
segments of DNA

such that the growing strand
is elongated in the

5" to 3’ direction.

Newly synthesized RNA

thesize only virus-specific RNAs. Eukaryotic cells contain
four or five different types of RNA polymerases that each
synthesize a different class of RNA.

a. Transcriptional Initiation Is a Precisely

Controlled Process

The DNA template strand contains control sites consist-
ing of specific base sequences that specify both the site at
which RNA polymerase initiates transcription (the site on
the DNA at which the RNA'’s first two nucleotides are
joined) and the rate at which RNA polymerase initiates
transcription at this site. Specific proteins known in
prokaryotes as activators and repressors and in eukaryotes
as transcription factors bind to these control sites or to
other such proteins that do so and thereby stimulate or in-
hibit transcriptional initiation by RNA polymerase. For the
RNAs that encode proteins, which are named messenger
RNAs (mRNAs), these control sites precede the initiation
site (that is, they are “upstream” of the initiation site rela-
tive to the RNA polymerase’s direction of travel).

The rate at which a cell synthesizes a given protein, or
even whether the protein is synthesized at all, is mainly gov-
erned by the rate at which the synthesis of the corresponding
mRNA is initiated. The way that prokaryotes regulate the
rate at which many genes undergo transcriptional initiation

Nascent RNA RNA\ DNA template
4 [V polymerase . strand
5 (5" — 3) 3
(3 — 5
5 / 5
3 3

Figure 5-24 Function of the transcription bubble. RNA
polymerase unwinds the DNA double helix by about a turn in
the region being transcribed, thereby permitting the DNA’s
template strand to form a short segment of DNA-RNA hybrid
double helix with the RNA’s newly synthesized 3’ end. As the

Transcription
bubble

RNA polymerase advances along the DNA template (here to the
right), the DNA unwinds ahead of the RNA’s growing 3’ end and
rewinds behind it, thereby stripping the newly synthesized RNA
from the template strand.



can be relatively simple. For example, the transcriptional
initiation of numerous prokaryotic genes requires only that
RNA polymerase bind to a control sequence, known as a
promoter, that precedes the transcriptional initiation site.
However, not all promoters are created equal: RNA poly-
merase initiates transcription more often at so-called effi-
cient promoters than at those with even slightly different
sequences. Thus the rate at which a gene is transcribed is
governed by the sequence of its associated promoter.

A more complex way in which prokaryotes control the
rate of transcriptional initiation is exemplified by the E.
coli lac operon, a cluster of three consecutive genes (Z, Y,
and A) encoding proteins that the bacterium requires to
metabolize the sugar lactose (Section 11-2B). In the ab-
sence of lactose, a protein named the lac repressor specifi-
cally binds to a control site in the /ac operon known as an
operator (Section 31-3B). This prevents RNA polymerase
from initiating the transcription of /ac operon genes (Fig.
5-25a), thereby halting the synthesis of unneeded proteins.
However, when lactose is available, the bacterium meta-

(a) Absence of inducer

lac operon —
rpez [ v [
Repressor binds to

operator, preventing
transcription of lac operon

@

Repressor

(b) Presence of inducer

P 2 [ v A
RNA/ l l l
polymerase lac MRNA

@D

Transcription of
lac structural genes

®
Induce%
@

Inducer-repressor
complex does not
bind to operator

Figure 5-25 Control of transcription of the E. coli lac operon.
(a) In the absence of an inducer such as allolactose, the lac
repressor binds to the operator (O), thereby preventing RNA
polymerase from transcribing the Z, Y, and A genes of the lac
operon. (b) On binding inducer, the lac repressor dissociates
from the operator, which permits RNA polymerase to bind to
the promoter (P) and transcribe the Z, Y, and A genes. ¢ See
Guided Exploration 2: Regulation of gene expression by the /ac repres-
sor system
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bolically modifies a small amount of it to form the related
sugar allolactose. This so-called inducer specifically binds
to the lac repressor, thereby causing it to dissociate from
the operator DNA so that RNA polymerase can initiate
the transcription of the lac operon genes (Fig. 5-25b).

In eukaryotes, the control sites regulating transcrip-
tional initiation can be quite extensive and surprisingly dis-
tant from the transcriptional initiation site (by as much as
several tens of thousands of base pairs; Section 34-3).
Moreover, the eukaryotic transcriptional machinery that
binds to these sites and thereby induces RNA polymerase
to commence transcription can be enormously complex
(consisting of up to 50 or more proteins; Section 34-3).

b. Transcriptional Termination Is a Relatively

Simple Process

The site on the template strand at which RNA poly-
merase terminates transcription and releases the completed
RNA is governed by the base sequence in this region. How-
ever, the control of transcriptional termination is rarely in-
volved in the regulation of gene expression. In keeping with
this, the cellular machinery that mediates transcriptional
termination is relatively simple compared with that in-
volved in transcriptional initiation (Section 31-2D).

c. Eukaryotic RNA Undergoes Post-Transcriptional

Modifications

Most prokaryotic mRNA transcripts participate in
translation without further alteration. However, most pri-
mary transcripts in eukaryotes require extensive post-
transcriptional modifications to become functional. For
mRNAs, these modifications include the addition of a 7-
methylguanosine-containing “cap” that is enzymatically
appended to the transcript’s 5’ end and ~250-nucleotide
polyadenylic acid [poly(A)] “tail” that is enzymatically ap-
pended to its 3" end. However, the most striking modifica-
tion that most eukaryotic transcripts undergo is a process
called gene splicing in which one or more often lengthy
RNA segments known as introns (for “intervening se-
quences”) are precisely excised from the RNA and the re-
maining exons (for “expressed sequences”) are rejoined in
their original order to form the mature mRNA (Fig. 5-26;
Section 31-4A). Different mRNAs can be generated from

Intron Exon
5’ 3
[ 2 [17] 2 INENEIEN
Prlmary transcript
Capping, polyadenylation,
L+ |+| m | and splicing
3
Cap-l 1 []-Poly (1)
mRNA tail

Figure 5-26 Post-transcriptional processing of eukaryotic
mRNAs. Most primary transcripts require further covalent
modification to become functional, including the addition of a
5" cap and a 3’ poly(A) tail, and splicing to excise its introns
from between its exons.
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the same gene through the selection of alternate transcrip-
tional initiation sites and/or alternative splice sites, leading
to the production of somewhat different proteins, usually
in a tissue-specific manner (Section 34-3C).

B. Protein Synthesis: Translation

Polypeptides are synthesized under the direction of the cor-
responding mRNA by ribosomes, numerous cytosolic or-
ganelles that consist of about two-thirds RNA and one-
third protein and have molecular masses of ~2500 kD in
prokaryotes and ~4200 kD in eukaryotes. Ribosomal
RNAs (rRNAs), of which there are several kinds, are tran-
scribed from DNA templates, as are all other kinds of RNA.

a. Transfer RNAs Deliver Amino Acids to

the Ribosome

mRNAs are essentially a series of consecutive 3-nu-
cleotide segments known as codons, each of which specifies
a particular amino acid. However, codons do not bind
amino acids. Rather, on the ribosome, they specifically bind
molecules of transfer RNA (tRNA) that are each covalently
linked to the corresponding amino acid (Fig. 5-27). A tRNA
typically consists of ~76 nucleotides (which makes it com-
parable in mass and structural complexity to a medium-
sized protein) and contains a trinucleotide sequence, its an-
ticodon, which is complementary to the codon(s) specifying
its appended amino acid (see below). An amino acid is co-
valently linked to the 3’ end of its corresponding tRNA to
form an aminoacyl-tRNA (a process called “charging”)
through the action of an enzyme that specifically recognizes
both the tRNA and the amino acid (see below). During

OH
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Growing protein chain
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R—C—H residue
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5 p 3
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Figure 5-27 Transfer RNA (tRNA) drawn in its “cloverleaf”
form. Its covalently linked amino acid residue forms an amino-
acyl-tRNA (fop), and its anticodon (bottom), a trinucleotide
segment, base pairs with the complementary codon on mRNA
during translation.

translation, the mRNA is passed through the ribosome such
that each codon, in turn, binds its corresponding aminoacyl-
tRNA (Fig. 5-28). As this occurs, the ribosome transfers the
amino acid residue on the tRNA to the C-terminal end of

Amino acid
residue

Transfer
RNA

Messenger RNA

direction of ribosome
movement on mRNA

Figure 5-28 Schematic diagram of translation. The ribosome
binds an mRNA and two tRNAs and facilitates their specific as-
sociation through consecutive codon—anticodon interactions. The
ribosomal binding site closer to the 5’ end of the mRNA binds a
peptidyl-tRNA (left,a tRNA to which the growing polypeptide
chain is covalently linked) and is therefore known as the P site,
whereas the ribosomal site closer to the 3’ end of the mRNA
binds an aminoacyl-tRNA (right) and is hence called the A site.

The ribosome catalyzes the transfer of the polypeptide from the
peptidyl-tRNA to the aminoacyl-tRNA, thereby forming a new
peptidyl-tRNA whose polypeptide chain has increased in length
by one residue at its C-terminus. The discharged tRNA in the P
site is then ejected, and the peptidyl-tRNA, together with its
bound mRNA, is shifted from the A site to the P site, thereby
permitting the next codon to bind its corresponding aminoacyl-
tRNA in the ribosomal A site.
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Figure 5-29 The ribosomal reaction forming a peptide bond.

The amino group of the aminoacyl-tRNA in the ribosomal A site
nucleophilically displaces the tRNA of the peptidyl-tRNA ester

the growing polypeptide chain (Fig. 5-29). Hence, the
polypeptide grows from its N-terminus to its C-terminus.

b. The Genetic Code

The correspondence between the sequence of bases in a
codon and the amino acid residue it specifies is known as
the genetic code (Table 5-3). Its near universality among all
forms of life is compelling evidence that life on Earth arose
from a common ancestor and makes it possible, for exam-
ple, to express human genes in E. coli (Section 5-5Ga).
There are four possible bases (U, C, A, and G) that can oc-
cupy each of the three positions in a codon, and hence
there are 4° = 64 possible codons. Of these codons, 61 spec-
ify amino acids (of which there are only 20) and the re-
maining three, UAA, UAG, and UGA, are Stop codons
that instruct the ribosome to cease polypeptide synthesis
and release the resulting transcript. All but two amino
acids (Met and Trp) are specified by more than one codon
and three (Leu, Ser, and Arg) are specified by six codons.
Consequently, in a term borrowed from mathematics, the
genetic code is said to be degenerate (taking on several dis-
crete values).

Note that the arrangement of the genetic code is non-
random: Most codons that specify a given amino acid,
which are known as synonyms, occupy the same box in
Table 5-3, that is, they differ in sequence only in their third
(3") nucleotide. Moreover, most codons specifying non-
polar amino acid residues have a G in their first position
and/or a U in their second position (Table 5-3).

A tRNA may recognize as many as three synonymous
codons because the 5" base of a codon and the 3’ base of a

Uncharged tRNA Peptidyl-tRNA

in the ribosomal P site, thereby forming a new peptide bond and
transferring the growing polypeptide to the A site tRNA.

corresponding anticodon do not necessarily interact via a
Watson—Crick base pair (Section 32-2D; keep in mind that
the codon and the anticodon associate in an antiparallel
fashion to form a short segment of an RNA double helix).
Thus, cells can have far fewer than the 61 tRNAs that
would be required for a 1:1 match with the 61 amino
acid-specifying codons, although, in fact, some eukaryotic
cells contain over 500 different tRNAs.

c. tRNAs Acquire Amino Acids Through the Actions

of Aminoacyl-tRNA Synthetases

In synthesizing a polypeptide, a ribosome does not rec-
ognize the amino acid appended to a tRNA but only
whether its anticodon binds to the mRNA’s codon (the
anticodon and the amino acid on a charged tRNA are ac-
tually quite distant from one another, as Fig. 5-27 sug-
gests). Thus, the charging of a tRNA with the proper amino
acid is as critical a step for accurate translation as is the
proper recognition of a codon by its corresponding anti-
codon. The enzymes that catalyze these additions are
known as aminoacyl-tRNA synthetases (aaRSs). Cells
typically contain 20 aaRSs, one for each amino acid, and
therefore a given aaRS will charge all the tRNAs that
bear codons specifying its corresponding amino acid.
Consequently, each aaRS must somehow differentiate its
cognate (corresponding) tRNAs from among the many
other types of structurally and physically quite similar
tRNAs that each cell contains. Although many aaRSs rec-
ognize the anticodons of their cognate tRNAs, not all of
them do so. Rather, they recognize other sites on their
cognate tRNAs.
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“Nonpolar residues are tan, basic residues are blue, acidic residues are red, and polar uncharged residues are purple.
®AUG forms part of the initiation signal as well as coding for internal Met residues.

d. Translation Is Initiated at Specific AUG Codons

Ribosomes read mRNAs in their 5’ to 3’ direction (from
“upstream” to “downstream”). The initiating codon is
AUG, which specifies a Met residue. However, the tRNA
that recognizes this initiation codon differs from the tRNA

that delivers a polypeptide’s internal Met residues to the
ribosome, although both types of tRNA are charged by the
same methionyl-tRNA synthetase (MetRS).

If a polypeptide is to be synthesized with the correct
amino acid sequence, it is essential that the ribosome main-
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Figure 5-30 Nucleotide reading frames. An mRNA might be
read in any of three different reading frames, each of which
yields a different polypeptide.

tain the proper register between the mRNA and the incom-
ing tRNAs, that is, that the ribosome maintain the correct
reading frame. As is illustrated in Fig. 5-30, a shift of even
one nucleotide along an mRNA will lead to the synthesis of
an entirely different polypeptide from the point of the shift
onward. Thus, the AUG codon that initiates polypeptide
synthesis also sets the polypeptide’s reading frame. Yet
AUG also specifies a polypeptide’s internal Met residues,
and an mRNA is likely to contain numerous AUGs in differ-
ent reading frames. How then does the ribosome select the
initiation codon from among the many AUGs in an mRNA?
In prokaryotes, the answer is that each mRNA contains a se-
quence on the upstream (5') side of the initiating codon (a
region that does not encode polypeptide chain) through
which the ribosome identifies this codon. In eukaryotes, the
answer is simpler; the initiating codon is usually the first
AUG that is downstream of the mRNA’s 5’ cap.

e. Prokaryotic mMRNAs Have Short Lifetimes

In prokaryotes, transcription and translation both take
place in the same cellular compartment, the cytosol (Figs.
1-2 and 1-13). Consequently ribosomes often attach to the
5" end of an mRNA before its synthesis is complete and
commence synthesizing the corresponding polypeptide.
This is essential because, since the mRNAs in prokaryotes
have average lifetimes of only 1 to 3 minutes before being
hydrolytically degraded by enzymes known as nucleases,
the 5" end of an mRNA may be degraded before its 3’ end
is synthesized. This rapid turnover of its mRNAs permits a
prokaryote to respond quickly to changes in its environ-
ment by synthesizing the proteins appropriate for its new
situation within minutes of the change (recall that prokary-
otes are adapted to live in environments in which there are
rapid fluctuations in the available nutrients; Section 1-2).

Eukaryotic cells, in contrast, mostly lead a more seden-
tary existence. Their RNAs are transcribed and post-tran-
scriptionally modified in the nucleus, whereas ribosomes
occupy the cytosol where translation takes place (Fig. 1-5).
Hence, mature mRNAs must be transported from the nu-
cleus to the cytosol in order to participate in translation.
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Eukaryotic mRNAs therefore tend to have lifetimes on the
order of several days.

f. Proteins Are Subject to Post-Translational

Modifications and Degradation

Newly synthesized polypeptides often require post-
translational modifications to become functional. In many
proteins, the leading (N-terminal) Met residue that was
specified by its mRNA’s initiating codon is excised by a
specific protease (an enzyme that hydrolytically cleaves
peptide bonds). Proteins are then subject to numerous
other chemical modifications at specific residues, including
specific proteolytic cleavages, acylation, hydroxylation,
methylation, and phosphorylation (Section 4-3A). In addi-
tion, eukaryotic proteins, but not prokaryotic proteins, are
subject to glycosylation (the addition of polysaccharides)
at specific sites (Sections 11-3C and 23-3B). Indeed, glyco-
proteins (proteins that have been glycosylated) are the
most common type of eukaryotic protein and can consist of
up to 90% or more by mass of polysaccharide groups.

All cells have several mechanisms for degrading pro-
teins to their component amino acids. This enables cells to
eliminate damaged or abnormal proteins, destroy proteins
that are no longer needed, and utilize proteins as nutrients.
The lifetime of a protein in a cell can be surprisingly short,
as little as a fraction of a minute, although many proteins in
eukaryotes have lifetimes of days or weeks. Thus cells are
dynamic entities that are constantly turning over most of
their components, in particular their RNA and proteins.

C. DNA Replication

The chemical reaction by which DNA is replicated (Fig.
5-31) is nearly identical to that synthesizing RNA (Fig. 5-23),
but with two major differences: (1) deoxynucleoside
triphosphates (dNTPs) rather than nucleoside triphos-
phates are the reactants and (2) the enzyme that catalyzes
the reaction is DNA polymerase rather than RNA poly-
merase. The properties of DNA polymerase result in a
third major difference between RNA and DNA synthesis:
Whereas RNA polymerase can link together two nu-
cleotides on a DNA template, DNA polymerase can only
extend (in the 5' to 3' direction) an existing polynucleotide
that is base paired to the DNA’s template strand. Thus,
whereas RNA polymerase can initiate RNA synthesis de
novo (from the beginning), DNA polymerase requires an
oligonucleotide primer, which it lengthens.

a. Primers Are RNA

If DNA polymerase cannot synthesize DNA de novo,
where do primers come from? It turns out that they are not
DNA, as might be expected, but rather RNA. In E. coli, these
RNA primers are synthesized by both RNA polymerase (the
same enzyme that synthesizes all other RNAs) and by a spe-
cial RNA polymerase known as primase. DNA polymerase
then extends this RNA primer, which is eventually excised
and replaced by DNA, as is explained below. This extra com-
plexity in DNA synthesis increases the fidelity of DNA repli-
cation. Whereas a cell makes many copies of an RNA and
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Figure 5-31 Action of DNA polymerases. DNA polymerases
assemble incoming deoxynucleoside triphosphates on single-

hence can tolerate an occasional mistake in its synthesis, a
mistake (mutation) in the synthesis of DNA, the archive of
genetic information, may be passed on to all of the cell’s de-
scendants. Since a Watson—Crick base pair is partially stabi-
lized by its neighboring base pairs (a cooperative interac-
tion), the first few base pairs that are formed in a newly
synthesized polynucleotide will initially be less stable than
the base pairs that are formed later. Consequently, these first
few bases are more likely to be erroneously incorporated due
to mispairing than those at the end of a longer chain. If a
primer were DNA, there would be no way to differentiate it
from other DNA so as to selectively replace it with more ac-
curately synthesized DNA. Since the primer is RNA, how-
ever, it is readily identified and replaced.
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stranded DNA templates such that the growing strand is elon-
gated in the 5’ to 3’ direction.

b. DNA’s Two Strands Are Replicated in

Different Ways

A fourth major difference between RNA and DNA syn-
thesis is that, whereas only one DNA strand at a time is
transcribed, in most cases both of its strands are simultan-
eously replicated. This takes place at a replication fork, the
junction where the two strands of the parental DNA are
pried apart and where the two daughter strands are synthe-
sized (Fig. 1-17), each by a different molecule of DNA poly-
merase. One of these DNA polymerase molecules continu-
ously copies the parental strand that extends in its 3’ to 5’
direction from the replication fork, thereby synthesizing the
resulting daughter strand, which is known as the leading
strand, in its 5’ to 3’ direction. However, since the second

Figure 5-32 Replication of duplex DNA in E. coli. (a) Since
the two DNA polymerase molecules at the replication fork are
linked together and DNA polymerase can only synthesize DNA
in its 5’ to 3’ direction, the leading strand can be synthesized con-
tinuously but the lagging strand must be synthesized discontinu-
ously, that is, in segments. (b) This is because the lagging strand
template can only be copied if it loops around so as to feed through
the DNA polymerase in its 3' to 5’ direction. Consequently, when
the DNA polymerase that is synthesizing the lagging strand en-
counters the previously synthesized lagging strand segment, it
releases the lagging strand template and rebinds to it farther up-
stream so as to extend the next RNA primer to be synthesized.
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Figure 5-33 The 5’ — 3’ exonuclease function of DNA
polymerase 1. This enzymatic activity excises up to 10 nucleotides
from the 5’ end of a single-strand nick. The nucleotide
immediately past the nick (X) may or may not be base paired.

DNA polymerase at the replication fork also synthesizes
DNA in the 5’ to 3’ direction and yet must travel with the
replication fork, how does it copy the parental strand that
extends from the replication fork in its 5’ to 3’ direction?
The answer is that it synthesizes the so-called lagging strand
discontinuously, that is, in pieces (Fig. 5-32a, opposite). It
does so by binding the looped-around lagging strand tem-
plate so as to extend its newly synthesized RNA primer in
its 5" to 3’ direction (Fig. 5-32b; in effect, reversing its direc-
tion of travel) until it encounters the previously synthesized
primer. The DNA polymerase then disengages from the lag-
ging strand template and rebinds to it upstream of its previ-
ous position, where it then extends the next RNA primer to
be synthesized. Thus the lagging strand is synthesized dis-
continuously, whereas the leading strand is synthesized con-
tinuously. The synthesis of lagging strand primers in E. coli
is catalyzed by primase, which accompanies the replication
fork (Fig. 5-32b), whereas the synthesis of leading strand
primers, a much rarer event, occurs most efficiently when
both primase and RNA polymerase are present.
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Figure 5-34 Replacement of RNA primers by DNA in lagging
strand synthesis. In £. coli, the RNA primer on the 5’ end of a
newly synthesized DNA segment is excised through the action of
DNA polymerase I's 5" — 3’ exonuclease activity and is simulta-
neously replaced by DNA as catalyzed by the enzyme’s DNA
polymerase activity.
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c. Lagging Strand Synthesis Requires

Several Enzymes

Escherichia coli contains two species of DNA polymerase
that are essential for its survival. Of these, DNA polymerase
III (Pol II) is the DNA replicase, that is, it synthesizes the
leading strand and most of the lagging strand. DNA poly-
merase I (Pol I) has a different function, that of removing
the RNA primers and replacing them with DNA. Pol I can
do so because it has a second enzymatic activity besides that
of a DNA polymerase; it is also a 5’ — 3’ exonuclease (an
exonuclease hydrolytically removes one or more nu-
cleotides from the end of a polynucleotide rather than cleav-
ing it at an internal position). The 5" — 3’ exonuclease func-
tion binds to single-strand nicks (places where successive
nucleotides are not covalently linked such as on the 5’ side of
an RNA primer after the succeeding lagging strand segment
has been synthesized). It then excises a 1- to 10-nucleotide
segment of the nicked strand in the 5’ to 3’ (5" — 3’) direc-
tion past the nick (Fig. 5-33). Pol I's 5’ — 3’ exonuclease and
DNA polymerase activities work in concert, so as Pol I's
5" — 3’ exonuclease removes the primer, its DNA polymerase
activity replaces this RNA with DNA (Fig. 5-34).

The synthesis of the leading strand is completed by the
replacement of its single RNA primer with DNA. How-
ever, the completion of lagging strand synthesis requires
that the nicks between its multiple discontinuously synthe-
sized segments be sealed. This is the job of an independent
enzyme named DNA ligase that covalently links adjacent
3’-OH and 5'-phosphate groups (Fig. 5-35).

d. Errors in DNA Sequences Are Subject

to Correction

In E. coli, RNA polymerase has an error rate of ~1
wrong base for every 10* nucleotides it transcribes. In con-
trast, newly replicated DNA contains only ~1 error per 108
to 10'° base pairs. We have already seen that the use of
RNA primers increases the fidelity of lagging strand syn-
thesis. However, the main reason for the enormous fidelity
of DNA replication is that both Pol I and Pol IIT have
3" — 5’ exonuclease activities. The 3’ — 5’ exonuclease
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Figure 5-35 Function of DNA ligase. DNA ligase seals single-
strand nicks in duplex DNA. It does so in a reaction that is pow-
ered by the hydrolysis of ATP or a similar compound.
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Figure 5-36 The 3’ — 5’ exonuclease function of DNA poly-
merase I and DNA polymerase IIL. In E. coli, this enzymatic ac-
tivity excises mispaired nucleotides from the 3’ end of a growing
DNA strand.

degrades the newly synthesized 3’ end of a daughter strand
one nucleotide at a time (Fig. 5-36), thereby annulling the
polymerase reaction. This enzymatic function is activated
by non-Watson—Crick base pairing and consequently acts
to edit out the occasional mistakes made by the poly-
merase function, thereby greatly increasing the fidelity of
replication. However, in addition to this proofreading func-
tion on both Pol I and Pol I1I, all cells contain batteries of
enzymes that detect and correct residual errors in replica-
tion as well as damage which DNA incurs through the ac-
tion of such agents as UV radiation and mutagens (sub-
stances that damage DNA by chemically reacting with it)
as well as by spontaneous hydrolysis (Section 30-5). In E.
coli, Pol T also functions to replace the damaged DNA seg-
ments that these enzymes have excised.

5 MOLECULAR CLONING

A major problem in almost every area of biochemical re-
search is obtaining sufficient quantities of the substance of
interest. For example, a 10-L culture of E. coli grown to its
maximum titer of ~10' cells - mL ™! contains, at most, 7 mg
of DNA polymerase I, and many of its proteins are present
in far lesser amounts. Yet it is rare that even as much as half
of any protein originally present in an organism can be re-
covered in pure form (Chapter 6). Eukaryotic proteins may
be even more difficult to obtain because many eukaryotic
tissues, whether acquired from an intact organism or grown
in tissue culture, are available only in small quantities. As far
as the amount of DNA is concerned, our 10-L E. coli culture
would contain ~0.1 mg of any 1000-bp length of chromoso-
mal DNA (a length sufficient to contain most prokaryotic
genes), but its purification in the presence of the rest of the
chromosomal DNA (which consists of 4.6 million bp) would
be an all but impossible task. These difficulties have been
largely eliminated through the development of molecular
cloning techniques (a clone is a collection of identical organ-
isms that are derived from a single ancestor). These meth-
ods, which are also referred to as genetic engineering and re-
combinant DNA technology, deserve much of the credit for

the enormous progress in biochemistry and the dramatic rise
of the biotechnology industry since the late 1970s.

The main idea of molecular cloning is to insert a DNA
segment of interest into an autonomously replicating DNA
molecule, a so-called cloning vector or vehicle, so that the
DNA segment is replicated with the vector. Cloning such a
chimeric vector (chimera: a monster in Greek mythology
that has a lion’s head, a goat’s body, and a serpent’s tail) in
a suitable host organism such as E. coli or yeast results in
the production of large amounts of the inserted DNA seg-
ment. If a cloned gene is flanked by the properly positioned
control sequences for transcription and translation, the
host may also produce large quantities of the RNA and
protein specified by that gene. The techniques of genetic
engineering, whose understanding is prerequisite to under-
standing many of the experiments discussed in this text-
book, are outlined in this section.

A. Restriction Endonucleases

In order to effectively carry out molecular cloning, it is nec-
essary to be able to manipulate precisely sequence-defined
DNA fragments. This is done through the use of enzymes
known as restriction endonucleases.

Bacteriophages that propagate efficiently on one bacter-
ial strain, such as FE. coli K12, have a very low rate of infec-
tion (~0.001%) in a related bacterial strain such as E. coli
B. However, the few viral progeny of this latter infection
propagate efficiently in the new host but only poorly in the
original host. Evidently, the new host modifies these bacte-
riophages in some way. What is the molecular basis of this
host-specific modification? Werner Arber showed that it re-
sults from a restriction—-modification system in the bacterial
host, which consists of a restriction endonuclease (alterna-
tively, restriction enzyme; endonucleases are enzymes that
hydrolytically cleave polynucleotides at internal sites) and a
matched DNA methyltransferase. Restriction endonucle-
ases recognize a specific base sequence of four to eight bases
in double-stranded DNA and cleave both strands of the du-
plex. DNA methyltransferases methylate a specific base (at
the amino group of an adenine or either the 5 position or
the amino group of a cytosine) in the same base sequence
recognized by the matched restriction enzyme.

A restriction enzyme does not cleave its corresponding
methylated DNA. A newly replicated strand of bacterial
DNA, which is protected from degradation by the methy-
lated parent strand with which it forms a duplex, is
methylated before the next cycle of replication. A restric-
tion—modification system therefore protects the bacterium
against invasion by foreign (usually viral) DNAs which,
once they have been cleaved by a restriction endonuclease,
are further degraded by bacterial exonucleases. Invading
DNAs are only rarely methylated before being attacked by
restriction enzymes. Yet if a viral DNA does become
methylated, it is able to reproduce in its new host. Its prog-
eny, however, are no longer methylated in the way that per-
mits them to propagate in the original host (which has dif-
ferent restriction-modification systems).

There are four types of restriction endonucleases, Types
I, II, 111, and IV. Type I and Type III restriction enzymes
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Table 5-4 Recognition and Cleavage Sites of Some Type II Restriction Enzymes

Enzyme Recognition Sequence* Microorganism

Alul AGIC*T Arthrobacter luteus

BamHI GIGATC*C Bacillus amyloliquefaciens H
Bgll GCCNNNNINGCC Bacillus globigii

Bglll AIGATCT Bacillus globigii

EcoRI GIAA*TTC Escherichia coli RY13
EcoRII lcc*(H)GG Escherichia coli R245
EcoRV GA*TIATC Escherichia coli 162 pLG74
Haell RGCGClY Haemophilus aegyptius
Haelll GGlc*C Haemophilus aegyptius
HindIII A*|AGCTT Haemophilus influenzae Ry
Hpall ClC*GG Haemophilus parainfluenzae
Mspl cxlCGG Moraxella species

Pstl CTGCA*G Providencia stuartii 164
Pvull CAGIC*TG Proteus vulgaris

Sall GITCGAC Streptomyces albus G

Taql TICGA* Thermus aquaticus

Xhol CITCGAG Xanthomonas holcicola

“The recognition sequence is abbreviated so that only one strand, reading 5’ to 3', is given. The cleavage site is
represented by an arrow (i) and the modified base, where it is known, is indicated by a following asterisk (A*
is N®-methyladenine and C* is 5-methylcytosine). R, Y, and N represent purine nucleotide, pyrimidine

nucleotide, and any nucleotide, respectively.

Source: REBASE. The restriction enzyme database (http:/rebase.neb.com).

each carry both the endonuclease and the DNA methyl-
transferase activity on a single protein molecule. Type I re-
striction enzymes cleave the DNA at a possibly random
site located at least 1000 bp from the recognition sequence,
Type III enzymes do so 24 to 26 bp distant from the recog-
nition sequence, and Type IV enzymes cleave methylated
DNA. Type II restriction enzymes, which were discovered
and characterized by Hamilton Smith and Daniel Nathans
in the late 1960s, are separate entities from their correspon-
ding DNA methyltransferases. They cleave DNAs at spe-
cific sites within or near the recognition sequence, a property
that makes Type II restriction enzymes indispensable bio-
chemical tools for DNA manipulation. In what follows, we
discuss only Type II restriction enzymes.

Nearly 4000 species of Type II restriction enzymes from
a variety of bacteria that have over 270 different sequence
specificities have been characterized. Several of the more
widely used species are listed in Table 5-4. A restriction en-
donuclease is named by the first letter of the genus of the
bacterium that produced it and the first two letters of its
species, followed by its serotype or strain designation, if
any, and a roman numeral if the bacterium expresses more
than one type of restriction enzyme. For example, EcoRI is
produced by E. coli strain RY13.

a. Most Restriction Endonucleases Recognize

Palindromic DNA Sequences

Most Type II restriction enzyme recognition sites pos-
sess exact twofold rotational symmetry, as is diagrammed
in Fig. 5-37. Such sequences are known as palindromes (a
palindrome is a word, verse, or sentence that reads the

same backward and forward; two examples are “Madam,
I’'m Adam” and “Sex at noon taxes”). Many restriction en-
zymes, such as EcoRI (Fig. 5-37a), catalyze cleavage of the
two DNA strands at positions that are symmetrically stag-
gered about the center of the palindromic recognition se-
quence. This yields restriction fragments with complemen-
tary single-stranded ends that are from one to four
nucleotides in length. Restriction fragments with such co-
hesive or sticky ends can associate by complementary base
pairing with other restriction fragments generated by the
same restriction enzyme. Some restriction cuts, such as that
of EcoRV (Fig. 5-37b), pass through the twofold axis of the

(@) EcoRI (b) EcoRV

i i

5—GTA—-A-—T-T-C—3 5—G—A—T-A—T—-C—-3%

F—C—T-T—A-A-G—% 3 CE T A IS CE 5

l Cleavage site <« Twofold symmetry axis

Figure 5-37 Restriction sites. The recognition sequences of the
restriction endonucleases (a) EcoRI and (b) EcoRV have
twofold (palindromic) symmetry (red symbol). The cleavage sites
are indicated (arrows). Note that EcoRI generates DNA
fragments with sticky ends, whereas EcoRV generates
blunt-ended fragments.
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palindrome to yield restriction fragments with fully base
paired blunt ends. Since a given base has a one-fourth
probability of occurring at any nucleotide position (assum-
ing the DNA has equal proportions of all bases), a restric-
tion enzyme with an n-base pair recognition site produces
restriction fragments that are, on average, 4" base pairs
long. Thus Alul (4-bp recognition sequence) and EcoRI
(6-bp recognition sequence) restriction fragments should
average 4* = 256 and 4° = 4096 bp in length, respectively.

ABCDEFGHI

Figure 5-38 Agarose gel electrophoretogram of restriction
digests. The Agrobacterium radiobacter plasmid pAgK84 was
digested with (A) BamHI, (B) Pstl, (C) Bglll, (D) Haelll, (E)
HinclI, (F) Sacl, (G) Xbal, and (H) Hpal. Lane I contains A
phage DNA digested with HindlIII as standards since these frag-
ments have known sizes. The DNA fragments in the elec-
trophoretogram are made visible by fluorescence against a black
background. [From Slota, J.E. and Farrand, S.F., Plasmid 8, 180
(1982). Copyright © 1982 by Academic Press.]
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b. Restriction-Fragment Length Polymorphisms

Provide Markers for Characterizing Genes

The treatment of a DNA molecule with a restriction en-
donuclease produces a series of precisely defined fragments
that can be separated according to size by gel electrophore-
sis (Fig. 5-38). (In gel electrophoresis, charged molecules are
applied to one end of a thin slab of polyacrylamide or
agarose gel and are separated through the application of an
electric field. Under the conditions used to separate DNA
fragments, the molecules move according to size, with the
smallest fragments moving fastest. Gel electrophoresis is
further discussed in Section 6-4B.) Complementary single
strands can be separated either by melting the DNA and
subjecting it to gel electrophoresis, or by using density gra-
dient ultracentrifugation in alkaline CsCl solution (recall
that DNA is denatured under alkaline conditions).

Individuality in humans and other species derives from
their genetic polymorphism; homologous human chromo-
somes differ in sequence, on average, every ~1250 bp.
These genetic differences create and eliminate restriction
sites (Fig. 5-39). Restriction enzyme digests of the corre-
sponding segments from homologous chromosomes there-
fore contain fragments with different lengths; that is, these
DNAs have restriction-fragment length polymorphisms
(RFLPs; Fig. 5-40). Since, with the exception of identical
twins, each individual has a unique set of RFLPs (its haplo-
type), RFLPs can be used for purposes of identification.

B. Cloning Vectors

Plasmids, viruses, and artificial chromosomes are used as
cloning vectors in genetic engineering.

a. Plasmid-Based Cloning Vectors

Plasmids are circular DNA duplexes of 1 to 200 kb that
contain the requisite genetic machinery, such as a replica-
tion origin (a site at which DNA replication is initiated;
Section 30-3Ca), to permit their autonomous propagation
in a bacterial host or in yeast. Plasmids may be considered
molecular parasites but in many instances they benefit

Figure 5-39 Restriction-fragment length
polymorphisms. A mutational change that
affects a restriction site in a DNA segment
alters the number and sizes of its restriction
fragments.
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Figure 5-40 Inheritance of RFLPs according to the rules of
Mendelian genetics. Four alleles of a particular gene, each char-
acterized by different restriction markers, can occur in all possi-
ble pairwise combinations and segregate independently in each
generation (circles in the upper panel represent females and
squares represent males). In the P (parental) generation, two in-
dividuals have heterozygous haplotypes (CD and BD) and the
other two have homozygous haplotypes (AA and BB). Their
children, the F| generation, have the haplotypes AC or BB. Con-
sequently, every individual in the F, generation (grandchildren)
inherited either an A or a C from their mother and a B from
their father. The lower panel shows a gel electrophoretogram of
these restriction fragments run in parallel lanes. [Courtesy of Ray
White, University of Utah Medical School.]

their host by providing functions, such as resistance to an-
tibiotics, that the host lacks. Indeed, the widespread and
alarming appearance, since antibiotics came into use, of an-
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tibiotic-resistant pathogens is partially the result of the
rapid proliferation among these organisms of plasmids
containing genes that confer resistance to antibiotics.

Some types of plasmids, which are present in one or a
few copies per cell, replicate once per cell division as does
the bacterial chromosome; their replication is said to be un-
der stringent control. Most plasmids used in molecular
cloning, however, are under relaxed control; they are nor-
mally present in 10 to as many as 700 copies per cell. More-
over, if protein synthesis in the bacterial host is inhibited,
for example, by the antibiotic chloramphenicol (Section 32-
3Gb), thereby preventing cell division, these plasmids con-
tinue to replicate until 2 or 3 thousand copies have accumu-
lated per cell (which represents about half of the cell’s total
DNA). The plasmids that have been constructed (by genetic
engineering techniques; Section 5-5C) for use in molecular
cloning are relatively small, replicate under relaxed control,
carry genes specifying resistance to one or more antibiotics,
and contain a number of conveniently located restriction
endonuclease sites into which the DNA to be cloned may
be inserted. Indeed, many plasmid vectors contain a strate-
gically located short (<100 bp) segment of DNA known as
a polylinker that has been synthesized to contain a variety
of restriction sites that are not present elsewhere in the
plasmid. The E. coli plasmid designated pUC18 (Fig. 5-41) is
representative of the cloning vectors presently in use
(“pUC?” stands for “plasmid-Universal Cloning”).

The expression of a chimeric plasmid in a bacterial host
was first demonstrated in 1973 by Herbert Boyer and Stan-
ley Cohen.The host bacterium takes up a plasmid when the
two are mixed together in a process that is greatly en-
hanced by the presence of divalent cations such as Ca**

Figure 5-41 The pUCI1S cloning vector. A
restriction map of the plasmid pUC18 indicates
the positions of its amp®, lacZ’, and lacI genes.
The amp® gene confers resistance to the antibi-
otic ampicillin (a penicillin derivative; Section
11-3Bb); lacZ' is a modified form of the lacZ
gene, which encodes the enzyme B-galactosi-
dase (Section 11-2B); and lacI encodes the lac
repressor, a protein that controls the transcrip-
tion of lacZ (Section 5-4Aa). The polylinker,
which encodes an 18-residue polypeptide
segment inserted near the N-terminus of
3-galactosidase, incorporates 13 different
restriction sites that do not occur elsewhere

in the plasmid.

Pvull
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and brief heating to ~42°C (which increases cell mem-
brane permeability to DNA; such cells are said to be trans-
formation competent). Nevertheless, an absorbed plasmid
vector becomes permanently established in its bacterial
host (transformation) with an efficiency of only ~0.1%.

Plasmid vectors cannot be used to clone DNAs of more
than ~10 kb. This is because the time required for plasmid
replication increases with plasmid size. Hence intact plas-
mids with large, unessential (to them) inserts are lost
through the faster proliferation of plasmids that have elim-
inated these inserts by random deletions.

b. Virus-Based Cloning Vectors

Bacteriophage \ (Fig. 5-42) is an alternative cloning vehi-
cle that can be used to clone DNAs of up to 16 kb. The cen-
tral third of this virus’s 48.5-kb genome is not required for
phage infection (Section 33-3Aa) and can therefore be re-
placed by foreign DNAs of up to slightly greater size using
techniques discussed in Section 5-5C. The chimeric phage
DNA can then be introduced into the host cells by infecting
them with phages formed from the DNA by an in vitro pack-
aging system (Section 33-3Bc). The use of phages as cloning
vectors has the additional advantage that the chimeric DNA
is produced in large amounts and in easily purified form.

Figure 5-42 Electron micrograph of bacteriophage \. Bac-
teriophage \ reproduces in certain strains of E. coli. On binding
to a susceptible E. coli, the DNA contained in the “head” of the
phage particle is injected, through its “tail,” into the bacterial
cell, where it is replicated ~100 times and packaged to form
progeny phage (Section 33-3). [Courtesy of A.F. Howatson. From
Lewin, B., Gene Expression, Vol. 3, Fig. 5.23, Wiley (1977).]

A Phages can be used to clone even longer DNA inserts.
The viral apparatus that packages DNA into phage heads
requires only that the DNA have a specific 16-bp sequence
known as a cos site located at each end and that these ends
be 36 to 51 kb apart (Section 33-3Bc). Placing two cos sites
the proper distance apart on a plasmid vector yields, via an
in vitro packaging system, a so-called cosmid vector, which
can contain foreign DNA of up to ~49 kb. Cosmids have
no phage genes and hence, on introduction into a host cell
via phage infection, reproduce as plasmids.

The filamentous bacteriophage M13 (Fig. 5-43) is also a
useful cloning vector. It has a single-stranded circular DNA
that is contained in a protein tube composed of ~2700 he-
lically arranged identical protein subunits. This number is
controlled, however, by the length of the phage DNA being
coated; insertion of foreign DNA in a nonessential region
of the M13 chromosome results in the production of longer
phage particles. Although M13 cloning vectors cannot sta-
bly maintain DNA inserts of >1 kb, they are widely used in
the production of DNA for sequence analysis (Section 7-
2Ba) because these phages directly produce the single-
stranded DNA that the technique requires.

Baculoviruses are a large and diverse group of pathogenic
viruses that infect mainly insects (but not vertebrates, so that
they are safe for laboratory use) and hence can be grown in
cultures of insect cells. A segment of the double-stranded
DNA that forms the genome of some of these viruses is un-
necessary for viral replication in tissue cultures of insect cells
and hence can be replaced by a foreign DNA of up to 15 kb.

c. YAC and BAC Vectors
DNA segments larger than those that can be carried by cos-
mids may be cloned in yeast artificial chromosomes (YACs)
and in bacterial artificial chromosomes (BACs). YACs are
linear DNA segments that contain all the molecular para-
phernalia required for replication in yeast: a replication

Figure 5-43 Electron micrograph of the filamentous bacterio-
phage M13. Note that some filaments appear to be pointed at
one end (arrows). [Courtesy of Robley Williams, Stanford
University, and Harold Fisher, University of Rhode Island.]
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Figure 5-44 Construction of a recombinant DNA molecule. A
restriction fragment is inserted in a cloning vector’s correspon-
ding restriction cut. The sticky ends of the vector and the foreign

origin [known as an autonomously replicating sequence
(ARS)], a centromere (the chromosomal segment that at-
taches to the spindle during mitosis and meiosis), and telom-
eres (the ends of linear chromosomes that permit their repli-
cation; Section 30-4D). BACs, which replicate in E. coli, are
derived from circular plasmids that normally replicate long
regions of DNA and are maintained at a level of approxi-
mately one copy per cell (properties similar to those of ac-
tual chromosomes). These vectors contain the minimal se-
quences required for autonomous replication, copy-number
control, and proper partitioning of the plasmid during cell
division. YACs and BACs containing inserts of several hun-
dred kilobase pairs have been successfully cloned.

C. Gene Manipulation

A DNA to be cloned is, in many cases, obtained as a se-
quence-defined fragment through the application of restric-
tion endonucleases (for M13 vectors, the restriction en-
zymes’ requirement of duplex DNA necessitates
converting this phage DNA to its double-stranded form
through the use of DNA polymerase I). Recall that most
restriction endonucleases cleave duplex DNA at specific
palindromic sites so as to yield single-stranded ends that
are complementary to each other (cohesive or sticky ends;
Section 5-5Aa). Therefore, as Janet Mertz and Ron Davis
first demonstrated in 1972, a restriction fragment may be in-
serted into a cut made in a cloning vector by the same restric-
tion enzyme (Fig. 5-44). The complementary (cohesive)
ends of the two DNAs specifically associate under annealing
conditions and are covalently joined (spliced) through the
action of DNA ligase (Fig. 5-35; the DNA ligase produced
by bacteriophage T4 must be used for blunt-ended restric-
tion cuts such as those generated by Alul, EcoRYV, and
Haelll; Table 5-4). A great advantage of using a restriction
enzyme to construct a chimeric vector is that the DNA insert
can be precisely excised from the cloned vector by cleaving
it with the same restriction enzyme.

If the foreign DNA and cloning vector have no common
restriction sites at innocuous positions, they may still be
spliced, using a procedure pioneered by Dale Kaiser and Paul
Berg, through the use of terminal deoxynucleotidyl trans-
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DNA anneal and are subsequently covalently joined by DNA
ligase to yield a chimeric DNA. ."Z See the Animated Figures

ferase (terminal transferase). This mammalian enzyme adds
nucleotides to the 3'-terminal OH group of a DNA chain; it is
the only known DNA polymerase that does not require a
template. Terminal transferase and dTTP, for example, can
build up poly(dT) tails of ~100 residues on the 3" ends of the
DNA segment to be cloned (Fig. 5-45). The cloning vector is
enzymatically cleaved at a specific site and the 3" ends of the
cleavage site are similarly extended with poly(dA) tails. The
complementary homopolymer tails are annealed, any gaps re-
sulting from differences in their lengths filled in by DNA poly-
merase I, and the strands joined by DNA ligase.

A disadvantage of the above technique is that it elimi-
nates the restriction sites that were used to generate the
foreign DNA insert and to cleave the vector. It may there-
fore be difficult to recover the insert from the cloned vec-
tor. This difficulty is circumvented by a technique in which
a chemically synthesized palindromic “linker” having a re-
striction site matching that of the cloning vector is ap-
pended to both ends of the foreign DNA (the chemical

DNA to be cloned
5

Cloning vector

3

terminal
transferase

terminal dTTP
transferase

dATP

B E—

Recombinant DNA

Figure 5-45 Splicing DNA using terminal transferase. Two
DNA fragments may be joined through the generation of
complementary homopolymer tails via the action of the enzyme
terminal transferase. The poly(dA) and poly(dT) tails shown

in this example may be replaced by poly(dC) and poly(dG) tails.
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Figure 5-46 Construction of a recombinant DNA molecule
through the use of synthetic oligonucleotide adaptors. In this ex-

synthesis of oligonucleotides is discussed in Section 7-6A).
The linker is attached to the foreign DNA by blunt end lig-
ation with T4 DNA ligase and then cleaved with the appro-
priate restriction enzyme to yield the correct cohesive ends
for ligation to the vector (Fig. 5-46).

a. Properly Transformed Cells Must Be Selected

Both transformation and the proper construction of
chimeric vectors occur with low efficiency. How can one se-
lect only those host organisms that have been transformed
by the properly constructed vector? In the case of plasmid
transformation, this is usually done through a double screen
using antibiotics and/or chromogenic (color-producing)
substrates. For example, the pUCI18 plasmid contains the
lacZ’ gene (Fig. 5-41; a modified form of the lac operon’s
Z gene; Fig. 5-25). The lacZ’ gene encodes the enzyme
B-galactosidase, which catalyzes the hydrolysis of the bond
from O1 of the sugar B-D-galactose to a substituent.

HOCH,
HO 0. OH
H + ROH
OH H
H
H OH

B-p-Galactose

ample, the adaptor and the cloning vector have EcoRI restriction
sites (red arrows).

Thus, when grown in the presence of 5-bromo-4-chloro-3-
indolyl-B-p-galactoside (commonly known as X-gal), a col-
orless substance which when hydrolyzed by B-galactosi-
dase yields a blue product,

cl
HOCH, 5
HO 0. 0 r
H
OH H
H H N
H OH

5-Bromo-4-chloro-3-indolyl-B-p-galactoside (X-gal)
(colorless)

H,0 B-galactosidase

Cl
HO i Br
N
H

5-Bromo-4-chloro-3-hydroxyindole
(blue)

HOCH,
HO 0. OH
H +
OH H
H H
H OH

B-pD-Galactose
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Figure 5-47 Cloning of foreign DNA in A phages. A nonessen-
tial portion of the phage genome can be replaced by a foreign
DNA and packaged to form an infectious phage particle only if

E. coli transformed by an unmodified pUC18 plasmid form
blue colonies. However, E. coli transformed by a pUC18
plasmid containing a foreign DNA insert in its polylinker
region form colorless colonies because the insert interrupts
the protein-encoding sequence of the lacZ’ gene and hence
they lack B-galactosidase activity. Bacteria that have failed
to take up any plasmid, which would otherwise also form
colorless colonies in the presence of X-gal, are excluded by
adding the antibiotic ampicillin (Fig. 11-25) to the growth
medium. Bacteria that do not contain the plasmid are sen-
sitive to ampicillin, whereas bacteria containing the plas-
mid will grow, because the plasmid’s intact amp® gene con-
fers ampicillin resistance. Genes such as amp® are
therefore known as selectable markers.

Genetically engineered N\ phage variants contain restric-
tion sites that flank the dispensable central third of the
phage genome (Section 5-5Bb). This segment may there-
fore be replaced, as is described above, by a foreign DNA
insert (Fig. 5-47). DNA is only packaged in A phage heads
if its length is from 75 to 105% of the 48.5-kb wild-type A
genome. Consequently, A phage vectors that have failed to
acquire a foreign DNA insert are unable to propagate be-
cause they are too short to form infectious phage particles.
Cosmid vectors are subject to the same limitation. More-
over, cloned cosmids are harvested by repackaging them
into phage particles. Hence, any cosmids that have lost suf-
ficient DNA through random deletion to make them
shorter than the above limit are not recovered. This is why
cosmids can support the proliferation of large DNA inserts,
whereas most other types of plasmids cannot.

D. The Identification of Specific DNA Sequences:
Southern Blotting

DNA with a specific base sequence may be identified
through a procedure developed by Edwin Southern known

the foreign DNA is approximately the same size as the DNA
segment it replaced. .'Q, See the Animated Figures

as the Southern transfer technique or, more colloquially, as
Southern blotting (Fig. 5-48). This procedure takes advan-
tage of the valuable property of nitrocellulose that it tena-
ciously binds single-stranded (but not duplex) DNA [nylon
and polyvinylidene fluoride (PVDF) membranes also have
this property]. Following the gel electrophoresis of double-
stranded DNA, the gel is soaked in 0.5M NaOH solution,
which converts the DNA to its single-stranded form. The
gel is then overlaid by a sheet of nitrocellulose paper
which, in turn, is covered by a thick layer of paper towels,
and the entire assembly is compressed by a heavy plate.
The liquid in the gel is thereby forced (blotted) through the
nitrocellulose so that the single-stranded DNA binds to it
at the same position it had in the gel (the transfer to nitro-
cellulose can alternatively be accomplished by an elec-
trophoretic process called electroblotting). After vacuum
drying the nitrocellulose at ~80°C, which permanently fixes
the DNA in place, the nitrocellulose sheet is moistened
with a minimal quantity of solution containing **P-labeled
single-stranded DNA or RNA (the “probe”) that is com-
plementary in sequence to the DNA of interest. The mois-
tened sheet is held at a suitable renaturation temperature
for several hours to permit the probe to anneal to its target
sequence(s), washed to remove the unbound radioactive
probe, dried, and then autoradiographed by placing it for a
time (hours to days) over a sheet of X-ray film. The posi-
tions of the molecules that are complementary to the ra-
dioactive sequences are indicated by a blackening of the
developed film. Alternatively, a phosphorimager, essen-
tially “electronic film” that detects radioactivity with ten-
fold greater sensitivity than X-ray film, can be used.

A DNA segment containing a particular base sequence
(e.g., an RFLP) may, in this manner, be detected and iso-
lated. The radioactive probe used in this procedure can be
the corresponding mRNA if it is produced in sufficient
quantity to be isolated [e.g., reticulocytes (immature red
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Figure 5-48 Detection of DNAs containing specific base sequences by the Southern transfer technique.

blood cells), which produce little protein besides hemoglo-
bin (the red protein that transports O, in the blood), are
rich in the mRNAs that specify hemoglobin]. Alternatively,
the gene specifying a protein of known amino acid se-
quence may be found by synthesizing a probe that is a mix-
ture of all oligonucleotides, which, according to the genetic
code (Table 5-3), can specify a segment of the gene that has
low degeneracy (Fig. 5-49).

Southern blotting may be used for the diagnosis and pre-
natal detection of genetic diseases. These diseases often result
from a specific change in a single gene such as a base substi-
tution, deletion, or insertion. The temperature at which
probe hybridization is carried out may be adjusted so that
only an oligonucleotide that is perfectly complementary to

a length of DNA will hybridize to it. Even a single base
mismatch, under appropriate conditions, will result in a
failure to hybridize. For example, the genetic disease sickle-
cell anemia arises from a single A — T base change in the
gene specifying the  subunit of hemoglobin, which causes
the amino acid substitution Glu 36 — Val (Section 7-3Aa).
A 19-residue oligonucleotide that is complementary to the
sickle-cell gene’s mutated segment hybridizes, at the
proper temperature, to DNA from homozygotes for the
sickle-cell gene but not to DNA from normal individuals.
An oligonucleotide that is complementary to the gene en-
coding the B subunit for normal hemoglobin yields oppo-
site results. DNA from sickle-cell heterozygotes (who have
one hemoglobin 3 gene bearing the sickle-cell anemia mu-
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Figure 5-49 A degenerate oligonucleotide probe. Such a
probe is a mixture of all oligonucleotides that can encode a
polypeptide segment of known sequence. In practice, such a seg-
ment is chosen to contain a high proportion of residues specified
by low-degeneracy codons. In the pentapeptide segment shown
here, Trp and Met are each specified by only one codon and Lys,
Gln, and Cys are each specified by two codons that differ in only
their third positions (blue and red; Table 5-3) for a total of 1 X

2 X 2 X2 X1 =8 oligonucleotides. The oligonucleotides are
32P_labeled for use in Southern blotting,

tation and one that is normal) hybridizes to both probes
but in reduced amounts relative to the DNAs from ho-
mozygotes. The oligonucleotide probes may consequently
be used in the prenatal diagnosis of sickle-cell anemia.
(Note that the availability of fetal genetic testing has actu-
ally increased the number of births because many couples
who knew they had a high risk of conceiving a genetically
defective child previously chose not to have children.) The
use of DNA probes is also rapidly replacing the much
slower and less accurate culturing techniques for the iden-
tification of pathogenic bacteria.

In a variation of the Southern blotting procedure, spe-
cific DNAs may be detected by linking the probe to an en-
zyme that generates a colored or fluorescent deposit on the
blot when exposed to the proper reagents. Alternatively, a
probe that is covalently linked to a dye that fluoresces
when stimulated by a laser may be used. Such nonradioac-
tive detection techniques are desirable in a clinical setting
because of the health hazards, disposal problems, and more
cumbersome nature of radiographic methods. Specific
RNA sequences may be detected through a different vari-
ation of the Southern transfer, punningly named a North-
ern transfer (Northern blot), in which the RNA is immobi-
lized on nitrocellulose paper and detected through the use
of complementary RNA or DNA probes.

E. Genomic Libraries

In order to clone a particular DNA fragment, it must first
be obtained in relatively pure form. The magnitude of this
task may be appreciated when it is realized that, for exam-
ple, a 1-kb fragment of human DNA represents only
0.000033% of the 3 billion-bp human genome. A DNA
fragment may be identified by Southern blotting of a re-
striction digest of the genomic DNA under investigation.
In practice, however, it is usually more difficult to identify
a particular gene from an organism and then clone it than
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it is to clone the organism’s entire genome as DNA frag-
ments and then identify the clone(s) containing the se-
quence(s) of interest. Such a set of cloned fragments is
known as a genomic library. A genomic library of a partic-
ular organism need only be made once since it can be per-
petuated for use whenever a new probe becomes available.

Genomic libraries are generated according to a proce-
dure known as shotgun cloning. The chromosomal DNA of
the organism of interest is isolated, cleaved to fragments of
clonable size, and inserted in a cloning vector by the meth-
ods described in Section 5-5B. The DNA is fragmented by
partial rather than exhaustive restriction digestion (permit-
ting the restriction enzyme to act for only a short time) so
that the genomic library contains intact representatives of
all the organism’s genes, including those whose sequences
contain restriction sites. Shear fragmentation by rapid stir-
ring of a DNA solution or by sonication is also used but re-
quires further treatment of the fragments to insert them
into cloning vectors. Genomic libraries have been estab-
lished for numerous organisms including yeast,
Drosophila, mice, and humans.

a. Many Clones Must Be Screened to Obtain a Gene

of Interest

The number of random cleavage fragments that must be
cloned to ensure a high probability that a given sequence is
represented at least once in the genomic library is calcu-
lated as follows: The probability P that a set of N clones
contains a fragment that constitutes a fraction f; in bp, of
the organism’s genome is

P=1-(1-pH" [5.2]
Consequently,
N =log(1 — P)/log(1 — f) [5.3]

Thus, to have P = 0.99 with fragments averaging 10 kb in
length, for the 4639-kb E. coli chromosome (f = 0.00216),
N = 2134 clones, whereas for the 180,000-kb Drosophila
genome (f = 0.0000566), N = 83,000. The use of YAC- or
BAC-based genomic libraries therefore greatly reduces the
effort necessary to obtain a given gene segment from a
large genome.

Since a genomic library lacks an index, it must be
screened for the presence of a particular gene. This is done
by a process known as colony or in situ hybridization (Fig.
5-50; Latin: in situ, in position). The cloned yeast colonies,
bacterial colonies, or phage plaques to be tested are trans-
ferred, by replica plating (Fig. 1-30), from a master plate to
a nitrocellulose filter. The filter is treated with NaOH,
which lyses the cells or phages and denatures the DNA so
that it binds to the nitrocellulose (recall that single-
stranded DNA is preferentially bound to nitrocellulose).
The filter is then dried to fix the DNA in place, treated un-
der annealing conditions with a radioactive probe for the
gene of interest, washed, and autoradiographed. Only those
colonies or plaques containing the sought-after gene will
bind the probe and thereby blacken the film. The correspon-
ding clones can then be retrieved from the master plate.
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Figure 5-50 Colony (in situ) hybridization. This technique identifies the clones containing a DNA of interest.

Using this technique, even an ~1 million clone human ge-
nomic library can be readily screened for the presence of
one particular DNA segment.

Many eukaryotic genes and gene clusters span enor-
mous tracts of DNA (Section 34-2); some consist of >1000
kb. With the use of plasmid-, phage-, or cosmid-based ge-
nomic libraries, such long DNAs can only be obtained as a
series of overlapping fragments (Fig. 5-51). Each gene frag-

DNA too large to sequence in one piece
I
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e _:. Pick a clone and sequence
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use as a probe to identify an
overlapping clone

Sequence the insert
Over-
lapping < "
clones ete.
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Figure 5-51 Chromosome walking. A DNA segment too large
to sequence in one piece is fragmented and cloned. A clone is
picked and the DNA insert it contains is sequenced. A small
fragment of the insert near one end is subcloned (cloned from a
clone) and used as a probe to select a clone containing an
overlapping insert, which, in turn, is sequenced. The process is
repeated so as to “walk” down the chromosome. Chromosome
walking can, of course, extend in both directions.

~

ment that has been isolated is, in turn, used as a probe to
identify a successive but partially overlapping fragment of
that gene, a process called chromosome walking. The use of
YACs and BACs, however, greatly reduces the need for this
laborious and error-prone process.

F. The Polymerase Chain Reaction

."ZSee Guided Exploration 3: PCR and site-directed mutagenesis Al-
though molecular cloning techniques are indispensable to
modern biochemical research, the use of the polymerase
chain reaction (PCR) offers a faster and more convenient
method of amplifying a specific DNA segment of up to 6 kb.
In this technique (Fig. 5-52), which was formulated in 1985
by Kary Mullis, a heat denatured (strand-separated) DNA
sample is incubated with DNA polymerase, dNTPs, and
two oligonucleotide primers whose sequences flank the
DNA segment of interest so that they direct the DNA
polymerase to synthesize new complementary strands.
Multiple cycles of this process, each doubling the amount
of DNA present, geometrically amplify the DNA starting
from as little as a single gene copy. In each cycle, the two
strands of the duplex DNA are separated by heat denatu-
ration at 95°C, the temperature is then lowered to permit
the primers to anneal to their complementary segments on
the DNA, and the DNA polymerase directs the synthesis of
the complementary strands (Section 5-4C). The use of a
heat-stable DNA polymerase, such as those from the ther-
mophilic bacteria Thermus aquaticus (Taq DNA poly-
merase) or Pyroccocus furiosus (Pfu DNA polymerase),
both of which are stable at 95°C, eliminates the need to add
fresh enzyme after each heat denaturation step. Hence, in
the presence of sufficient quantities of primers and dNTPs,
the PCR is carried out simply by cyclically varying the tem-
perature in an automatic device called a thermocycler.
Twenty cycles of PCR amplification theoretically in-
crease the amount of the target sequence by 2% =~ 10°-fold
with high specificity (in practice, the number of copies of
target sequence largely doubles with each PCR cycle until
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Figure 5-52 The polymerase chain reaction (PCR). In each
cycle of the reaction, the strands of the duplex DNA are separated
by heat denaturation, the preparation is cooled such that
synthetic DNA primers anneal to a complementary segment

on each strand, and the primers are extended by DNA polymerase.
The process is then repeated for numerous cycles. The number
of “unit-length” strands doubles with every cycle after the
second cycle.

more primer—template complex accumulates than the
DNA polymerase can extend during a cycle, whereon the
rate of increase of target DNA becomes linear rather than
geometric; the actual yield is typically ~20% of the theo-
retical yield). Indeed, the method has been shown to am-
plify a target DNA present only once in a sample of 10°
cells, thereby demonstrating that the method can be used
without prior DNA purification (although, as a conse-
quence of this enormous amplification, particular care
must be taken that the DNA sample of interest is not con-
taminated by extraneous DNA that is similar in sequence
to that under investigation). The amplified DNA can be
characterized by a variety of techniques including RFLP
analysis, Southern blotting, and direct sequencing (Section
7-2A). PCR amplification is therefore a form of “cell-free
molecular cloning” that can accomplish in an automated in
vitro procedure requiring as little as 30 minutes what would
otherwise take days or weeks via the cloning techniques
discussed above.

a. PCR Has Many Uses

PCR amplification has become an indispensable tool in a
great variety of applications. Clinically, it is used for the
rapid diagnosis of infectious diseases and the detection of
rare pathological events such as mutations leading to can-
cer (Section 19-3Ba). Forensically, the DNA from a single
hair, sperm, or drop of blood can be used to identify the
donor. This is most commonly done through the analysis of
short tandem repeats (STRs), segments of DNA that con-
tain repeating sequences of 2 to 7 bp such as (CA), and
(ATGC), and that are scattered throughout the genome
[e.g., the human genome contains ~100,000 (CA), STRs].
The number of tandem repeats, n, in many STRs is geneti-
cally variable [n varies from 1 to 40 for particular (CA),
STRs] and hence such repeats are markers of individuality
(much as are RFLPs). The DNA of a particular STR can be
PCR-amplified through the use of primers that are com-
plementary to the unique (nonrepeating) sequences flank-
ing the STR. The number of tandem repeats in that STR
from a particular individual can then be determined, either
by the measurement of its molecular mass through poly-
acrylamide gel electrophoresis (Section 6-6C) or by direct
sequencing (Section 7-2A). The determination of this num-
ber for several well-characterized STRs (those whose num-
bers of repeats have been determined in numerous individ-
uals of multiple ethnicities), that is, the DNA’s haplotype,
can unambiguously identify the DNA’s donor.

STRs are also widely used to prove or disprove familial
relationships. For example, oral tradition suggests that
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Thomas Jefferson, the third American president, fathered a
son, Eston Hemings (born in 1808), with his slave Sally
Hemings (Eston Hemings was said to bear a striking phys-
ical resemblance to Jefferson). Only the tips of the Y chro-
mosome undergo recombination (with the X chromosome)
and the rest of it is passed unchanged from father to son
(except for occasional mutations). The finding that the
Y chromosomes of male-line descendants of both Eston
Hemings and Jefferson’s father’s brother (Jefferson had no
surviving legitimate sons) had identical STR-based haplo-
types indicates that Thomas Jefferson was probably Eston
Hemings’ father (although this could also be true of any of
Jefferson’s contemporary male-line relatives).

RNA may also be amplified via PCR by first reverse-
transcribing it into a complementary strand of DNA
(cDNA) through the action of an enzyme named RNA-
directed DNA polymerase (commonly known as reverse
transcriptase). This enzyme, which is produced by certain
RNA-containing viruses known as retroviruses (Section
30-4C), uses an RNA template but is otherwise similar in
the reaction it catalyzes to DNA polymerase L.

Variations on the theme of PCR have found numerous
applications. For instance, single-stranded DNA (which is
required for DNA sequencing; Section 7-2A) can be rap-
idly generated via asymmetric PCR, in which such a small
amount of one primer is used that it is exhausted after sev-
eral PCR cycles. In subsequent cycles, only the strand ex-
tended from the other primer, which is present in excess, is
synthesized (note that PCR amplification becomes linear
rather than geometric after one primer is used up). In cases
that primers may anneal to more than one site in the target
DNA, nested primers can be used to ensure that only the
target sequence is amplified. In this technique, PCR ampli-
fication is normally carried out using one pair of primers.
The products of this amplification are then further ampli-
fied through the use of a second pair of primers that anneal
to the target DNA within its amplified region. It is highly
unlikely that both pairs of primers will incorrectly anneal
in a nested fashion to a nontarget DNA, and hence only the
target DNA will be amplified.

b. Neanderthals Are Not Ancestors

of Modern Humans

PCR is also largely responsible for the budding science
of molecular archeology. For example, PCR-based tech-
niques have been used by Svante Pddbo to determine
whether or not Neanderthals form a different species from
modern human beings. Neanderthals (Homo neandertalen-
sis; also called Neandertals) are extinct hominids that were
about 30% larger than are modern humans, apparently had
great muscular strength, and had low foreheads and pro-
truding brows. According to the radiodated fossil record,
they became extinct ~28,000 years ago after having inhab-
ited Europe and western Asia for over 300,000 years. Dur-
ing the latter part of this period they coexisted with our di-
rect ancestors (who might well have been responsible for
their demise). Thus, an important anthropological issue is
whether Neanderthals constituted an ancient race of
Homo sapiens ancestral to modern humans or were a sep-

arate species. The morphological evidence has been cited
as supporting both possibilities. A convincing way to settle
this dispute would be by the comparison of the DNA se-
quences of modern humans with those of Neanderthals.
The DNA was extracted from a 0.4-g sample of a Nean-
derthal bone, and its mitochondrial DNA (mtDNA) was
amplified by PCR (mtDNA rather than nuclear DNA was
amplified because cells contain numerous mitochondria
and hence an mtDNA sequence is 100- to 1000-fold more
abundant than is any particular sequence of nuclear
DNA). The sequence of the Neanderthal mtDNA was
compared to those of 986 modern human lineages of a
wide variety of ethnicities and 16 common lineages of
chimpanzees (the closet living relatives of modern hu-
mans). A phylogenetic tree based on their sequence differ-
ences indicates that humans and chimpanzees diverged
(had their last common ancestor) about 4 million years
ago, humans and Neanderthals diverged around 660,000
years ago, and modern humans diverged from one another
about 150,000 years ago. These sequence comparisons indi-
cate that Neanderthals did not contribute significant ge-
netic information to modern humans during their many
thousand-year coexistence and hence that Homo neander-
talensis and Homo sapiens are separate species. This con-
clusion was confirmed by similar analyses of eleven Nean-
derthal samples from diverse locations throughout Europe.

c. DNA Decays Quickly on the Geological Time Scale

There have been reports in the literature of DNAs that
were PCR-amplified from fossils that were several million
years old and from amber-entombed insects (amber is fos-
silized tree resin) that were as old as 135 million years (a
phenomenon that formed the “basis” for the novel and
movie Jurassic Park).Yet, over geological time spans, DNA
decomposes, mostly through hydrolysis of the sugar—phos-
phate backbone and oxidative damage to the bases. How
old can a fossil become before its DNA has decayed be-
yond recognition?

The amino acid residues in hydrated proteins racemize
at a rate similar to the rate at which DNA decomposes.
Since proteins in organisms are far more abundant than are
specific DNA sequences, the enantiomeric (D/L) ratios of
an amino acid residue can be determined directly (rather
than requiring some sort of amplification, as in the case of
DNA). The determination, in a variety of archeological
specimens whose age could be authenticated, of the enan-
tiomeric ratio of Asp (the fastest racemizing amino acid
residue) revealed that DNA sequences can only be re-
trieved from samples in which the Asp D/L ratio is less than
0.08. These studies indicate that the survival of recogniza-
ble DNA sequences is limited to a few thousand years in
warm regions such as Egypt and to as much as 100,000
years in cold regions such as Siberia. It therefore appears
that the putatively very ancient DNAs, in reality, resulted
from the artifactual amplification of contaminating mod-
ern DNAs, particularly those from the human operators
carrying out the PCR amplifications. Indeed, the DNA in
the above Neanderthal fossil had decomposed to the point
that it appeared unlikely that its nuclear DNA could have



been successfully sequenced, which is why its mtDNA was
amplified instead [although with contemporary methods
of DNA sequencing (Section 7-2C) this has now become
possible].

Despite the foregoing, there is credible evidence that
certain bacterial spores can remain viable almost indefi-
nitely. Bacterial spores, which several bacterial groups in-
cluding bacilli form under adverse conditions, function to
permit the bacterium’s survival until conditions become fa-
vorable for growth. Bacterial spores have thick protective
protein coats, their cytoplasm is partially dehydrated and
mineralized, and their DNA is specifically stabilized by
specialized proteins (Section 29-1Ba). Thus, a bacillus was
cultured from a 25- to 40-million-year-old (Myr) amber-
entombed bee after the surface of the amber had been chem-
ically sterilized. Similarly, a halophilic (salt-loving) bacillus
was cultured from a tiny (~9 pL) brine-filled inclusion in a
surface-sterilized salt crystal from a 250-Myr salt deposit.

G. Production of Proteins

One of the most important uses of recombinant DNA tech-
nology is the production of large quantities of scarce and/or
novel proteins. This is a relatively straightforward proce-
dure for bacterial proteins: A cloned structural gene (a
gene that encodes a protein) is inserted into an expression
vector, a plasmid or virus that contains the properly posi-
tioned transcriptional and translational control sequences
for the protein’s expression. With the use of a relaxed con-
trol plasmid and an efficient promoter, the production of a
protein of interest may reach 30% of the host bacterium’s
total cellular protein. Such genetically engineered organ-
isms are called overproducers.

Bacterial cells often sequester such large amounts of
useless (to the bacterium) protein as insoluble and dena-
tured inclusion bodies (Fig. 5-53). A protein extracted from
such inclusion bodies must therefore be renatured, usually
by dissolving it in a solution of urea or guanidinium ion
(substances that induce proteins to denature)

I i
H,N—C—NH, H,N—C—NH,
Urea Guanidinium ion

and then slowly removing the denaturant via a membrane
through which the denaturant but not the protein can pass
[dialysis or ultrafiltration (Section 6-3Bc); protein denatu-
ration and renaturation are discussed in Section 9-1A].

A strategy for avoiding the foregoing difficulty is to en-
gineer the gene for the protein of interest so that is pre-
ceded with a bacterial signal sequence that directs the pro-
tein synthesizing machinery of gram-negative bacteria such
as E. coli to secrete the protein to their periplasmic space
(the compartment between their plasma membrane and
cell wall; signal sequences are discussed in Section 12-4Ba).
The signal sequence is then removed by a specific bacterial
protease. Secreted proteins, which are relatively few in
number, can be released into the medium by the osmotic
disruption (Section 6-1B) of the bacterial outer membrane
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Figure 5-53 Electron micrograph of an inclusion body of the
protein prochymosin in an E. coli cell. [Courtesy of Teruhiko
Beppu, Nikon University, Japan.]

(Section 1-1B; the bacterial cell wall is porous), so their pu-
rification is greatly simplified relative to that of intracellu-
lar proteins.

Another problem encountered when producing a for-
eign protein is that the protein may be toxic to the host cell
(e.g., producing a protease may destroy the cell’s proteins),
thus killing the bacterial culture before sufficient amounts
of the protein can be generated. One way to circumvent
this problem is to place the gene encoding the toxic protein
under the control of an inducible promoter, for example,
the lac promoter in a plasmid that also includes the gene
for the lac repressor (Section 5-4Aa). Then, the binding of
the lac repressor to the /lac promoter will prevent the ex-
pression of the foreign protein in the same way that it pre-
vents the expression of the lac operon genes (Fig. 5-25a).
However, after the cells have grown to a high concentra-
tion, an inducer is added that releases the repressor from
the promoter and permits the expression of the foreign
protein (Fig. 5-25b). The cells are thereby killed but not be-
fore they have produced large amounts of the foreign pro-
tein. For the lac repressor, the inducer of choice is iso-
propylthiogalactoside (IPTG; Section 31-1Aa), a synthetic,
nonmetabolizable analog of the lac repressor’s natural in-
ducer, allolactose.

A problem associated with inserting a DNA segment
into a vector, as is indicated in Fig. 5-44, is that any pair of
sticky ends that have been made by a given restriction en-
zyme can be ligated together. Consequently, the products
of a ligation reaction will include tandemly (one-after-the-
other) linked vectors, inserts, and their various combina-
tions in both linear and circular arrangements. Moreover,
in the case of expression systems, 50% of the structural
genes that are inserted into circular expression vectors will
be installed backward with respect to the expression vector’s
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transcriptional and translational control sequences and
hence will not be properly expressed. The efficiency of the
ligation process can be greatly enhanced through the use of
directional cloning (Fig. 5-54). In this process, two different
restriction enzymes are employed to generate two differ-
ent types of sticky ends on both the insert and the vector. In
expression systems, these are arranged such that the struc-
tural gene can only be inserted into the expression vector
in the correct orientation for expression.

Cleavage site
for restriction
__— endonulease A

Cloning
vector

Foreign
DNA

Cleavage site
for restriction
endonulease B

restriction
endonuclease
A and B

Discard /

fragments

N\

Isolate foreign
DNA fragment,
anneal to
cloning vector,
ligate

Figure 5-54 Construction of a recombinant DNA molecule by
directional cloning. Two restriction enzymes, which yield differ-
ent sticky ends, are used so that the foreign DNA fragment can
only be inserted into the cloning vector in one orientation.

a. Eukaryotic Proteins Can Be Produced in Bacteria

and in Eukaryotic Cells

The synthesis of a eukaryotic protein in a prokaryotic
host presents several problems not encountered with
prokaryotic proteins:

1. The eukaryotic control elements for RNA and pro-
tein synthesis are not recognized by bacterial hosts.

2. Bacteria lack the cellular machinery to excise the in-
trons that are present in most eukaryotic transcripts, that is,
bacteria cannot carry out gene splicing (Section 5-4Ac).

3. Bacteria lack the enzyme systems to carry out the
specific post-translational processing that many eukaryotic
proteins require for biological activity (Section 32-5). Most
conspicuously, bacteria do not glycosylate proteins (al-
though, in many cases, glycosylation does not seem to af-
fect protein function).

4. Eukaryotic proteins may be preferentially degraded
by bacterial proteases (Section 32-6A).

The problem of nonrecognition of eukaryotic control el-
ements can be eliminated by inserting the protein-encod-
ing portion of a eukaryotic gene into a vector containing
correctly placed bacterial control elements. The need to ex-
cise introns can be circumvented by cloning the cDNA of
the protein’s mature mRNA. Alternatively, genes encoding
small proteins of known sequence can be chemically syn-
thesized (Section 7-6A). Neither of these strategies is uni-
versally applicable, however, because few mRNAs are suf-
ficiently abundant to be isolated and the genes encoding
many eukaryotic proteins are much larger than can
presently be reliably synthesized. Likewise, no general ap-
proach has been developed for the post-translational mod-
ification of eukaryotic proteins.

The preferential bacterial proteolysis of certain eukary-
otic proteins may be prevented by inserting the eukaryotic
gene after a bacterial gene such that both have the same
reading frame. The resulting hybrid or fusion protein has an
N-terminal polypeptide of bacterial origin that, in some
cases, prevents bacterial proteases from recognizing the eu-
karyotic segment as being foreign. The purification of a fu-
sion protein may be greatly facilitated by the specific binding
properties of its N-terminal portion via a process known as
affinity chromatography (Section 6-3C). Moreover, the for-
mation of a fusion protein may render soluble its otherwise
insoluble C-terminal portion. The two polypeptide segments
can later be separated by treatment with a protease that
specifically cleaves a susceptible site that had been engi-
neered into the boundary between the segments (see below).

The development of cloning vectors that propagate in
eukaryotic hosts, such as yeast or cultured animal cells, has
led to the elimination of many of the above problems (al-
though post-translational processing, and in particular gly-
cosylation, may vary among different eukaryotes). Bac-
ulovirus-based vectors, which replicate in cultured insect
cells, have been particularly successful in this regard. More-
over, shuttle vectors are available that can propagate in
both yeast and E. coli and thus transfer (shuttle) genes be-
tween these two types of cells.



b. Recombinant Protein Production Has Important

Practical Consequences

The ability to synthesize a given protein in large quanti-
ties has had an enormous medical, agricultural, and indus-
trial impact. Those that are in routine clinical use include
human insulin (a polypeptide hormone that regulates fuel
metabolism and whose administration is required for sur-
vival by certain types of diabetics; Section 27-3B), human
growth hormone [somatotropin, which induces the prolif-
eration of muscle, bone, and cartilage and is used to stimu-
late growth in children of abnormally short stature (Sec-
tion 19-1J); before the advent of recombinant DNA
techniques, somatotropin was only available in small quan-
tities from the pituitaries of cadavers], erythropoietin (a
protein growth factor secreted by the kidney that stimu-
lates the production of red blood cells and is used in the
treatment of anemia arising from kidney disease), several
types of colony-stimulating factors (which stimulate the
production and activation of white blood cells and are used
clinically to counter the white cell-killing effects of
chemotherapy and to facilitate bone marrow transplanta-
tion), and tissue-type plasminogen activator (t-PA, which
is used to promote the dissolution of the blood clots re-
sponsible for heart attacks and stroke; Section 35-1F). Syn-
thetic vaccines consisting of harmless but immunogenic
components of pathogens, for example, hepatitis B vaccine,
are eliminating the risks attendant in using killed or atten-
uated viruses or bacteria in vaccines as well as making pos-
sible new strategies of vaccine development. The use of re-
combinant blood clotting factors in treating individuals
with the inherited disease hemophilia (in which these fac-
tors are defective; Section 35-1Da) has replaced the need
to extract these scarce proteins from large quantities of hu-
man blood and has thereby eliminated the high risk that
hemophiliacs previously faced of contracting such blood-
borne diseases as hepatitis and AIDS. Bovine soma-
totropin (bST) has long been known to stimulate milk pro-
duction in dairy cows by ~15%. Its use has been made
cost-effective, however, by the advent of recombinant
DNA technology since bST could previously only be ob-
tained in small quantities from cow pituitaries. Recombi-
nant porcine somatotropin (pST), which is administered to
growing pigs, induces ~15% greater growth on ~20% less
feed while producing leaner meat.

c. Site-Directed and Cassette Mutagenesis Generate

Proteins with Specific Sequence Changes

Of equal importance to protein production is the ability
to tailor proteins to specific applications by altering their
amino acid sequences at specific sites. This is frequently
done via a method pioneered by Michael Smith known as
site-directed mutagenesis. In this technique, an oligonu-
cleotide containing a short gene segment with the desired
altered base sequence corresponding to the new amino
acid sequence (and synthesized by techniques discussed in
Section 7-6Aa) is used as a primer in the DNA polymerase
I-smediated replication of the gene of interest. Such a
primer can be made to hybridize to the corresponding
wild-type sequence if there are only a few mismatched base
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Mismatched primer

I 8 N\

3 C GT 5’
7/ \ 7/ \

TCG AGTC CATGT

5’ 3’

DNA dATP + dCTP +
polymerase dGTP + dTTP
3 C GT 5’
/\ /N
TCG AGTC CATGT
AGCTTCAGAGGTACA
5’ 3’

Altered gene

Figure 5-55 Site-directed mutagenesis. A chemically synthe-
sized oligonucleotide incorporating the desired base changes is
hybridized to the DNA encoding the gene to be altered (green
strand). The mismatched primer is then extended by DNA poly-
merase I, thereby generating the mutated gene (blue strand). The
mutated gene can subsequently be inserted into a suitable host
organism so as to yield the mutant DNA, or its corresponding
RNA, in quantity, produce a specifically altered protein, and/or
generate a mutant organism. ‘Q See the Animated Figures

pairs, and its extension, by DNA polymerase I, yields the
desired altered gene (Fig. 5-55). The altered gene can then
be inserted in a suitable organism via techniques discussed
in Section 5-5C and grown (cloned) in quantity. Similarly,
PCR may be used as a vehicle for site-directed mutagene-
sis simply by using a mutagenized primer in amplifying a
gene of interest so that the resulting DNA contains the al-
tered sequence.

Using site-directed mutagenesis, the development of a
variant form of the bacterial protease subtilisin (Section
15-3Bb) in which Met 222 has been changed to Ala (Met
222 — Ala or M222A) has permitted its use in laundry de-
tergent that contains bleach (which largely inactivates
wild-type subtilisin by oxidizing Met 222). Monoclonal an-
tibodies (a single species of antibody produced by a clone
of an antibody-producing cell; Sections 6-1Da and 35-2Bd)
can be targeted against specific proteins and hence are
used as antitumor agents. However, since monoclonal anti-
bodies, as usually made, are mouse proteins, they are inef-
fective as therapeutic agents in humans because humans
mount an immune response against mouse proteins. This
difficulty has been rectified by “humanizing” monoclonal
antibodies by replacing their mouse-specific sequences
with those of humans (which the human immune system ig-
nores) through site-directed mutagenesis. Thus the mono-
clonal antibody known as trastuzumab (trade name Her-
ceptin), which binds specifically to the growth factor
receptor HER2 that is overexpressed in ~25% of breast
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cancers, blocks HER2’s growth-signaling activity, thereby
causing the tumor to stop growing or even regress.

In an alternative mutagenesis technique called cassette
mutagenesis, complementary oligonucleotides containing
the mutation(s) of interest are chemically synthesized
(Section 7-6Aa) and annealed to create a duplex “cas-
sette.” The cassette is then ligated into the target gene,
which must therefore contain an appropriately placed
unique restriction site (which can be introduced through
site-directed mutagenesis; the cassette must, of course,
have the corresponding sticky ends) or, if the cassette is to
replace an existing segment of the target gene, two possibly
different restriction sites flanking the replaceable segment.
Cassette mutagenesis is particularly useful for the insertion
of short peptide sequences into a protein of interest (e.g.,
for the introduction of a proteolytic target site for the
cleavage of a fusion protein), when a specific region of the
protein is to be subjected to extensive and/or repeated mu-
tagenesis, and for the generation of proteins containing all
possible sequences in a short segment (by synthesizing a
mixture of cassettes containing all possible variants of the
corresponding codons; Section 7-6C).

We will see numerous instances throughout this text-
book of protein function being mutagenically character-

Figure 5-56 Use of green fluorescent protein (GFP) as a
reporter gene. The gene for GFP was placed under the control
of the Drosophila per gene promoter and transformed into
Drosophila. The per gene encodes a so-called clock protein that
is involved in controlling the fruit fly’s circadian (daily) rhythm.
The intensity of the green fluorescence of the isolated fly head
seen here, which also occurs in other body parts, follows a daily
oscillation that can be reset by light. These observations indicate
that individual cells in Drosophila have photoreceptors and sug-
gest that each of these cells possesses an independent clock.
Evidently the head, which was previously thought to be the

fly’s master oscillator, does not coordinate all of its rhythms.
[Courtesy of Steve A. Kay, The Scripps Research Institute,

La Jolla, California. ]

ized through the replacement of a specific residue(s) or a
polypeptide segment suspected of having an important
mechanistic or structural role. Indeed, mutagenesis has be-
come an indispensable tool in the practice of enzymology.

d. Reporter Genes Can Be Used to Monitor

Transcriptional Activity

The rate at which a structural gene is expressed depends
on its upstream control sequences. Consequently, the rate
of expression of a gene can be monitored by replacing its
protein-encoding portion with or fusing it in frame to a
gene expressing a protein whose presence can be easily de-
termined. An already familiar example of such a reporter
gene is the lacZ gene in the presence of X-gal (Section 5-5Ca)
because its level of expression is readily quantitated by the
intensity of the blue color that is generated. Although nu-
merous reporter genes have been developed, that which
has gained the greatest use encodes green fluorescent pro-
tein (GFP). GFP, a product of the bioluminescent jellyfish
Aequorea victoria, fluoresces with a peak wavelength of
508 nm (green light) when irradiated by UV or blue light
(optimally 400 nm). This nontoxic protein, whose use was
pioneered by Osamu Shimomura and Martin Chalfie, is in-
trinsically fluorescent; its light-emitting group is the prod-
uct of the spontaneous cyclization and oxidation by O, of
three consecutive residues, Ser-Tyr-Gly, to yield a conju-
gated system of double bonds that gives the protein its flu-
orescent properties.

OH
(‘)H
T i
—NH—CH—C—NH—CH—C—NH—CH,—C—
Ser Tyr Gly
OH
CH
OH g
| N0
c,N” Ne” 0
N Il

—NH—CH—C—N—CH,—C—
Fluorophore of green fluorescent protein

Hence GFP requires no substrate or small molecule cofac-
tor to fluoresce as do other highly fluorescent proteins. Its
presence can therefore be monitored through the use of
UV light or a fluorometer, and its cellular location can be
determined through fluorescence microscopy (Fig. 5-56).
Consequently, when the GFP gene is placed under control of
the gene expressing a particular protein (GFP’s fluorescence



Figure 5-57 Fluorescence of solutions of GFP and ten of its
variants. Note that each of these proteins fluoresces with a
different color. [Courtesy of Roger Tsien, University of
California at San Diego.]

is unaffected by the formation of a fusion protein), the pro-
tein’s expressional activity can be readily determined. In
fact, a number of GFP variants with distinct sets of excita-
tion and emission wavelengths were developed by Roger
Tsien through genetic engineering (Fig. 5-57) and hence
the expressional activities of several different genes can be
monitored simultaneously. Moreover, the development of
pH-sensitive GFP variants permits the monitoring of the
pH in subcellular compartments.

H. Transgenic Organisms and Gene Therapy

For many purposes it is preferable to tailor an intact organ-
ism rather than just a protein—true genetic engineering.
Multicellular organisms expressing a foreign (from another
organism) gene are said to be transgenic and their trans-
planted foreign genes are often referred to as transgenes.
For the change to be permanent, that is, heritable, a trans-
gene must be stably integrated into the organism’s germ
cells. For mice, in techniques pioneered by Mario Capecchi,
Martin Evans, and Oliver Smithies, this is accomplished by
microinjecting (transfecting) DNA encoding the desired
altered characteristics into a pronucleus of a fertilized
ovum (Fig. 5-58; a fertilized ovum contains two pronuclei,

Figure 5-58
a fertilized mouse ovum. The ovum is being held in place by
gentle suction from the pipette on the left. [Science Vu/Visuals
Unlimited.]

Microinjection of DNA into the pronucleus of
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one from the sperm and the other from the ovum, which
eventually fuse to form the nucleus of the one-celled em-
bryo) and implanting it into the uterus of a foster mother.
The DNA integrates at a random position in the genome of
the pronucleus through a poorly understood mechanism.
Alternatively, an embryonic stem cell (an undifferentiated
embryonic cell that can give rise, in utero, to an entire or-
ganism) may be transfected with an altered gene, which oc-
casionally replaces its normal counterpart via recombina-
tion. A normal gene may, in this manner, be “knocked out”
(permanently inactivated) by transfection with a defective
version of the gene. With either method, mating heterozy-
gotes for the altered gene yields progeny that are homozy-
gotes for the altered gene. The use of transgenic mice, and
in particular knockout mice, has greatly enhanced our un-
derstanding of vertebrate gene expression (Section 34-3).

a. Transgenic Organisms Have Many Uses

Procedures are being developed to generate transgenic
farm animals such as cows, goats, pigs, and sheep. Animals
may thus be induced to grow larger on lesser amounts of
feed and/or to be resistant to particular diseases, although
this will require a greater understanding of the genes in-
volved than is presently available. An intriguing applica-
tion of transgenic farm animals is for them to secrete phar-
maceutically useful proteins, such as human growth
hormone and blood clotting factors, into their milk. Such a
transgenic cow, it is expected, will yield several grams of a
foreign protein per liter of milk (tens of kilograms per
year), which can thereby be produced far more economi-
cally than it can by bacteria. A small herd of such “pharm
animals” could satisfy the world’s need for a particular
medicinally useful protein.

The transplantation between humans of organs such as
hearts, lungs, livers, and kidneys (a process known as allo-
transplantation; Greek: allos, other) has saved tens of thou-
sands of lives since the late 1960s. However, the demand for
transplantable organs has so outstripped the supply that as
little as 5% of the organs needed in the United States be-
come available. This organ shortage could be entirely elim-
inated if organs from human-sized animals such as pigs
could be transplanted into humans (a process known as
xenotransplantation; Greek: xenos, strange or foreign).
However, the xenotransplantation of a pig organ into a hu-
man results in the destruction of that organ in as little as a
six minutes through a series of complement system-medi-
ated reactions that are triggered by the foreign antigens
lining the blood vessels of the xenograft (the complement
system constitutes the body’s first line of immunological
defenses; Section 35-2F). This hyperacute rejection occurs
because the porcine tissue lacks the human proteins that
inhibit the human complement system. However, when the
organs from pigs that were made transgenic in these hu-
man inhibitory proteins were transplanted into baboons,
the hyperacute rejection of these organs did not occur.
Thus, although not all the problems of xenotransplantation
have been eliminated (baboons with transplanted pig
hearts have survived as long as six months), it now seems
likely that genetic engineering techniques will eventually
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make xenotransplantation a practical alternative to allo-
transplantation.

Transgenic plants are becoming increasingly available,
promising a significant extension of the “green revolution”
that has changed the face of agriculture throughout the
world since the 1950s. For example, during sporulation, var-
ious strains of the soil microbe Bacillus thuringiensis (Bt)
express proteins that specifically bind to the intestinal cells
of certain insects in a manner that lyses these cells, thereby
killing the insect through starvation and infection. These
so-called 8-endotoxins (also known as crystal proteins be-
cause Bt spores contain them in microcrystalline form) are
innocuous to vertebrates and, hence, Bt spores have been
used to control such pests as the gypsy moth. Unfortu-
nately, Bt decays after a short time. However, the gene for
a d-endotoxin has been cloned into corn, where, for exam-
ple, it confers protection against the European corn borer
(a commercially significant pest that, for much of its life cy-
cle, lives inside the corn plant, where it is largely inaccessi-
ble to chemical insecticides). The use of such Bt corn, which
is now widely planted in the United States, has greatly re-
duced the need for chemical insecticides. 8-Endotoxin
genes have likewise been successfully cloned into a variety
of agriculturally significant plants including potatoes, soy-
beans, and cotton.

Among the properties of crop plants that have been gen-
erated through genetic engineering are increased herbicide
resistance (which permits the more selective use of herbi-
cides to control weeds); resistance to viruses, bacteria, and
fungi; control of ripening (to permit a crop to be brought to
market at the optimum time); altered plant architecture
such as height (which can improve crop productivity); in-
creased tolerance to environmental stresses such as cold,
heat, drought and salinity; and modified or additional vita-
mins, starch, proteins, and oils (for improved nutritional
properties and the production of sustainable supplies of raw
materials). For example, a strain of rice has been developed
that contains the foreign genes encoding the enzymes that
synthesize B-carotene (Section 24-2Ad), an orange pigment
that is a precursor of vitamin A. This genetically modified
rice, which is named golden rice (Fig. 5-59), could help alle-
viate vitamin A deficiency, which afflicts ~400 million peo-
ple and causes an estimated 1.5 million deaths and 400,000
cases of irreversible blindness per year, mainly in children.
Unfortunately, the irrational fear of genetically modified
organisms fostered by certain environmental and anti-
globalization organizations has led to a thicket of regula-
tions on transgenic crops that, as yet, has prevented golden
rice from being made available to farmers in the poor
countries where vitamin A deficiency is widespread.

b. Gene Therapy Has Enormous Medical Potential

Gene therapy, the transfer of new genetic material to
the cells of an individual resulting in therapeutic benefit to
that individual, has been under clinical investigation since
1990, when W. French Anderson and Michael Blaese em-
ployed this technology with two children (Section 28-4A)
in an effort to alleviate their severe combined immunodefi-
ciency disease (SCID; any of several genetic diseases that

Figure 5-59 Golden rice. The rice grains on the left are the wild
type. The grains on the right have been engineered to synthesize
B-carotene, which gives them their yellow color. [Courtesy of
Golden Rice Humanitarian Board, http://www.goldenrice.org.|

so impair the immune system that a victim must be kept in
a sterile environment in order to survive). Around 4000 ge-
netic diseases are presently known and are therefore po-
tential targets of gene therapy.

Hundreds of gene-transfer protocols are currently un-
der development for use in gene therapy. Ideally, these
would deliver the gene(s) of interest to only their target
cells such that the gene is permanently installed in these
cells in a way that it undergoes sustained expression at the
proper level and without causing any adverse side effects.
Both nonviral and viral vectors are under development.
Nonviral vectors deliver naked DNA to target cells, for ex-
ample, by direct injection and via liposomes (membrane
enveloped vesicles that are designed to be taken up by spe-
cific cells; Section 12-2B). A large variety of viral vectors
are under investigation including those whose genetic ma-
terial is DNA and those in which it is RNA. These viral vec-
tors have been engineered so as to replace the genes en-
coding essential viral proteins with therapeutic genes.
Hence, cells that have been “infected” by these “viruses”
contain the therapeutic genes in their chromosomes but
they lack the genetic information to replicate the virus.

There are three categories of gene therapy:

1. Inthe ex vivo (out of the body) approach, cells are re-
moved from the body, incubated with a vector, and then re-
turned to the body. This procedure is usually done with
bone marrow cells, which are blood cell precursors.

2. In the in situ approach, the vector is applied directly
to affected tissues. Such methods are being developed, for
example, to treat tumors by injecting into the tumor a vec-
tor bearing the gene for a toxin or a gene that would make
the tumor susceptible to a chemotherapeutic agent or to at-
tack by the immune system; and to treat cystic fibrosis, by
inhaling an aerosol containing a vector encoding the nor-
mal protein. (Cystic fibrosis, one of the most common ge-
netic diseases, is caused by a defect in a protein involved in
the secretion of chloride ion in the lungs and other tissues.
This causes the secretion of abnormally thick mucus, which
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results in recurrent and often damaging lung infections
leading to early death.)

3. In the in vivo (in the body) approach, the vector
would be injected directly into the bloodstream. There are,
as yet, no clinical examples of this approach, although vec-
tors to do so must ultimately be developed if gene therapy
is to fulfill its promise.

In the first well-documented clinical success of gene ther-
apy, Alain Fischer reported that several infants appear to
have been cured, via the ex vivo treatment of their bone mar-
row cells, of a form of SCID called SCID-X1 (which is caused
by a mutation in the gene encoding the ye cytokine receptor,
a receptor for certain protein growth factors, whose proper
function is essential for the differentiation, growth, and
survival of the white blood cells known as T cells; Section
35-2A). However, because the viral vector containing the yc
cytokine receptor gene integrates into the genome at ran-
dom, the location of the transgene may affect the expression
of other genes, triggering cancer (Section 34-4Ca). In fact,
two children have developed leukemia (a white blood cell
cancer) as a result of gene therapy for SCID-X1.

Recently, several patients with the rare inherited blind-
ing disease Leber’s congenital amaurosis 2 (LCA2; which
results in degeneration of the retina) have shown improved
vision without significant adverse side effects, after the sub-
retinal injection of a viral vector bearing a normal copy of
the defective gene responsible for LCA2. This gene, named
RPEG65, encodes an enzyme that helps convert vitamin A
to retinal (Section 12-3Ab), the light-sensing pigment of
the eye. Evidently, steady progress is being made in our un-
derstanding of the requirements for the construction and
administration of effective gene therapy vectors. It there-
fore seems likely that, over the next few decades, gene ther-
apy will revolutionize the practice of medicine.

I. Social, Ethical, and Legal Considerations

In the early 1970s, when strategies for genetic engineering
were first being discussed, it was realized that little was
known about the safety of the proposed experiments. Cer-
tainly it would be foolhardy to attempt experiments such as
introducing the gene for diphtheria toxin (Section 32-3Ge)
into E. coli so as to convert this human symbiont into a
deadly pathogen. But what biological hazards would result,
for example, from cloning tumor virus genes in E. coli (a
useful technique for analyzing these viruses)? Conse-
quently, in 1975, molecular biologists declared a voluntary
moratorium on molecular cloning experiments until these
risks could be assessed. There ensued a spirited debate, at
first among molecular biologists and later in the public
arena, between two camps: those who thought that the
enormous potential benefits of recombinant DNA re-
search warranted its continuation once adequate safety
precautions had been instituted, and those who felt that its
potential dangers were so great that it should not be pur-
sued under any circumstances.

The former viewpoint eventually prevailed with the
promulgation, in 1976, of a set of U.S. government regula-
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tions for recombinant DNA research. Experiments that are
obviously dangerous were forbidden. In other experiments,
the escape of laboratory organisms was to be prevented by
both physical and biological containment. By biological
containment it is meant that vectors will only be cloned in
host organisms with biological defects that prevent their
survival outside the laboratory. For example, y1776, the
first approved “safe” strain of E. coli,has among its several
defects the requirement for diaminopimelic acid, an inter-
mediate in lysine biosynthesis (Section 26-5Ba), which is
neither present in human intestines nor commonly avail-
able in the environment.

As experience with recombinant DNA research accu-
mulated, it became evident that the foregoing reservations
were largely groundless. No genetically altered organism yet
reported has caused an unexpected health hazard. Indeed,
recombinant DNA techniques have, in many cases, elimi-
nated the health hazards of studying dangerous pathogens
such as the virus causing acquired immune deficiency syn-
drome (AIDS). Consequently, since 1979, the regulations
governing recombinant DNA research have been gradu-
ally relaxed.

There are other social, ethical, and legal considerations
that will have to be faced as new genetic engineering tech-
niques become available (Fig. 5-60). Recombinant erythro-
poietin is now routinely prescribed to treat the effects of
certain types of kidney disease. However, should athletes
be permitted to use this protein, as many reportedly have,
to increase the number of red cells in their blood and hence
its oxygen-carrying capacity (a dangerous procedure if un-
controlled since the increased number of cells in the blood
can put a great strain on the heart)? Few would dispute the
use of gene therapy, if it can be developed, to cure such
devastating genetic defects as sickle-cell anemia (a painful
and debilitating condition caused by deformed red blood
cells that often results in early death; Section 10-3B) and
Tay-Sachs disease (which is caused by the absence of the
lysosomal enzyme hexosaminidase A and results in pro-
gressive neuronal dysfunction that is invariably fatal by
around age 3; Section 25-8Ce). If, however, it becomes pos-
sible to alter complex (i.e., multigene) traits such as athletic
ability or intelligence, which changes would be considered
desirable, under what circumstances would they be made,
and who would decide whether to make them? Should
gene therapy be used on individuals with inherited diseases
only to correct defects in their somatic cells or should it
also be used to alter genes in their germ cells, which could
then be transmitted to succeeding generations? Animals
such as sheep, cows, dogs, and mice have already been
cloned. Should humans with particularly desirable traits, ei-
ther naturally occurring or generated through genetic engi-
neering, be cloned? When it becomes easy to determine an
individual’s genetic makeup, should this information be
used, for example, in evaluating applications for educa-
tional and employment opportunities, or in assessing a per-
son’s eligibility for health insurance (which has recently
been made illegal in the United States)? These conun-
drums have led to the advent of a branch of philosophy
named bioethics designed to deal with them.
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USING PLASMIDS, YOU PRODUCED ENTIRELY NEW PLANTS
WITH NITROGEN-FIXING ABILITY, ENORMOUSLY-ENHANCED
PHOTOSYNTHESIS, AND DROUGHT-RESISTANCE ~LIKE

R

SO PRESENT THIS MEDAL TO ---- %,

Mg

Figure 5-60 [Drawing by T.A. Bramley, in Andersen, K.,
Shanmugam, K.T., Lim, S.T., Csonka, L.N., Tait, R., Hennecke, H.,
Scott, D.B., Hom, S.S.M., Haury, J.E,, Valentine, A., and Valentine,

CHAPTER SUMMARY

1 Nucleotides and Nucleic Acids A nucleotide consists
of either a ribose or a 2’-deoxyribose residue whose C1’ atom
forms a glycosidic bond with a nitrogenous base and whose 3’
or 5 position is esterified to a phosphate group. Nucleosides
lack the phosphate groups of nucleotides. The nitrogenous
bases in the great majority of nucleotides are the purines ade-
nine and guanine and the pyrimidines cytosine and either
thymine in DNA or uracil in RNA. Nucleic acids are linear
polymers of nucleotides containing either ribose residues in
RNA or deoxyribose residues in DNA and whose 3" and 5’ po-
sitions are linked by phosphate groups. In double helical
DNAs and RNAs, the base compositions obey Chargaff’s
rules: A = T(U) and G = C. RNA, but not DNA, is susceptible
to base-catalyzed hydrolysis.

2 DNA Is the Carrier of Genetic Information Extracts of
virulent S-type pneumococci transform nonpathogenic R-type
pneumococci to the S form. The transforming principle is
DNA. Similarly, radioactive labeling has demonstrated that
the genetically active substance of bacteriophage T2 is its
DNA. The viral capsid serves only to protect its enclosed DNA
and to inject it into the bacterial host. This establishes that
DNA is the hereditary molecule.

THE MAGNIFICENT SPECIMEN ON MY RlGHT"‘Vﬁ%M

(FLOWER Suow,
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R.C., Trends Biochem. Sci. 5, 35 (1980). Copyright © Elsevier
Biomedical Press, 1980. Used by permission. ]

3 Double Helical DNA B-DNA consists of a right-
handed double helix of antiparallel sugar—phosphate chains
with ~10 bp per turn of 34 A and with its bases nearly perpen-
dicular to the helix axis. Bases on opposite strands hydrogen
bond in a geometrically complementary manner to form A - T
and G - C Watson—Crick base pairs. DNA replicates in a semi-
conservative manner, as has been demonstrated by the Mesel-
son—Stahl experiment. When heated past its melting tempera-
ture, 7,,, DNA denatures and undergoes strand separation.
This process may be monitored by the hyperchromism of the
DNA’s UV spectrum. Denatured DNA can be renatured by
maintaining it at ~25°C below its 7,,. DNA occurs in nature as
molecules of enormous lengths which, because they are also
quite stiff, are easily mechanically cleaved by laboratory ma-
nipulations.

4 Gene Expression and Replication: An Overview Genes
are expressed according to the central dogma of molecular bi-
ology: DNA directs its own replication and its transcription to
yield RNA, which, in turn, directs its translation to form pro-
teins. RNA is synthesized from ribonucleoside triphosphates
on DNA templates by RNA polymerase, a process in which
the DNA template strand is read in its 3’ to 5’ direction and the



RNA is synthesized in its 5’ to 3’ direction. The rate at which a
particular gene is transcribed is governed by control sites,
which, for mRNAs, are located upstream of the transcriptional
initiation site and can be quite extensive, particularly in eu-
karyotes. Eukaryotic mRNAs often require substantial post-
transcriptional modifications, including gene splicing (the ex-
cision of introns and the rejoining of their flanking exons), to
become functional.

mRNAs direct the ribosomal synthesis of polypeptides. In
this process, ribosomes facilitate the binding of the mRNA’s
codons to the anticodons of tRNAs bearing their cognate
amino acids, and the ribosomes then catalyze the formation of
peptide bonds between successive amino acids. The corre-
spondence between codons and the amino acid carried by the
tRNAs that bind to them is called the genetic code. Enzymes
known as aminoacyl-tRNA synthetases covalently link their
corresponding tRNAs to their cognate amino acids. The selec-
tion of the correct initiation site on the mRNA also sets the
reading frame for the polypeptide being synthesized. Newly
synthesized proteins often require post-translational modifi-
cations to be functional, including specific proteolytic cleav-
ages and, in eukaryotes only, glycosylation. The lifetime of a
protein in a cell varies from fractions of a minute to days or
weeks.

DNA is synthesized from deoxynucleoside triphosphates
by DNA polymerase, an enzyme that can only extend existing
polynucleotides bound to the template DNA and hence re-
quires a primer. In cells, primers are RNA, which are synthe-
sized on DNA templates by an RNA polymerase. The replica-
tion of both strands of duplex DNA takes place at a
replication fork. In E. coli, duplex DNA replication is carried
out by two molecules of DNA polymerase III, one of which
synthesizes the leading strand and the other of which synthe-
sizes the lagging strand. The leading strand is synthesized con-
tinuously. However, since all DNA polymerases can only ex-
tend DNA in its 5’ to 3’ direction, the lagging strand template
must loop around to be read in its 3’ to 5’ direction, which re-
quires that the lagging strand be synthesized discontinuously.
The RNA primers for the lagging strand are synthesized by
primase, and once a lagging strand segment has been synthe-
sized, its primer is replaced through the combined actions of
DNA polymerase I's 5" — 3’ exonuclease and DNA poly-
merase activities. The single-strand nicks between successive
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1. One-Dimensional Electrophoresis. Perform an SDS-PAGE electrophoresis simulation with known and unknown proteins.
2. Two-Dimensional Electrophoresis. Explore the predicted and observed electrophoretic parameters (p/, molecular mass, and fragmen-

tation pattern) for a known protein.
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PROBLEMS

1. The base sequence of one of the strands of a 20-bp duplex
DNA is

5'-GTCCGTTCGACGGTACATC-3'
What is the base sequence of its complementary strand?

2. Non-Watson—Crick base pairs are of biological importance.
For example: (a) Hypoxanthine (6-oxopurine) is often one of the
bases of the anticodon of tRNA. With what base on mRNA is hy-
poxanthine likely to pair? Draw the structure of this base pair. (b)
The third position of the codon-anticodon interaction between
tRNA and mRNA is often a G - U base pair. Draw a plausible
structure for such a base pair. (c) Many species of tRNA contain a
hydrogen bonded U - A - U assembly. Draw two plausible struc-
tures for this assembly in which each U forms at least two hydro-
gen bonds with the A. (d) Mutations may arise during DNA repli-
cation when mispairing occurs as a result of the transient
formation of a rare tautomeric form of a base. Draw the structure
of a base pair with proper Watson—Crick geometry that contains a
tautomeric form of adenine. What base sequence change would be
caused by such mispairing?

3. (a) What is the molecular mass and contour length of a seg-
ment of B-DNA that specifies a 40-kD protein? (b) How many
helical turns does this DNA have and what is its axial ratio (length
to width ratio)?

*4. The antiparallel orientation of complementary strands in
duplex DNA was elegantly demonstrated in 1960 by Arthur Korn-
berg by nearest-neighbor analysis. In this technique, DNA is syn-
thesized by DNA polymerase I from one deoxynucleoside
triphosphate whose a-phosphate group is radioactively labeled
with 2P and three unlabeled deoxynucleoside triphosphates. The
resulting product is treated with an enzyme, DNase I, that cat-
alyzes the hydrolysis of the phosphodiester bonds on the 3’ sides
of all deoxynucleotides.

ppp*A + pppC + pppG + pppT
PP, /| DNA polymerase

-+ -pCpTp*ApCpCp“ApGp“Ap“ApTp- - -

H2O \ DNase I

< +Cp+Tp“+Ap+Cp+Cp“+Ap+Gp +Ap“+Ap+Tp +- - -

In this example, the relative frequencies of occurrence of ApA,
CpA, GpA, and TpA in the DNA can be determined by measur-
ing the relative amounts of Ap*, Cp*, Gp*, and Tp*, respectively,
in the product (where p* represents a **P-labeled phosphate
group). The relative frequencies with which the other 12 dinu-
cleotides occur may likewise be determined by labeling, in turn,
the other 3 nucleoside triphosphates in the above reactions. There
are equivalencies between the amounts of certain pairs of dinu-
cleotides. However, the identities of these equivalencies depend
on whether the DNA consists of parallel or antiparallel strands.
What are these equivalences in both cases?

5. What would be the effect of the following treatments on the
melting curve of B-DNA dissolved in 0.5M NaCl solution? Ex-
plain. (a) Decreasing the NaCl concentration. (b) Squirting the
DNA solution, at high pressure, through a narrow orifice.
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(c) Bringing the solution to 0.1M adenine. (d) Heating the solu-
tion to 25°C above the DNA’s melting point and then rapidly cool-
ing it to 35°C below the DNA’s melting point.

6. What is the mechanism of alkaline denaturation of duplex
DNA? [Hint: Some of the bases are relatively acidic.]

7. The following duplex DNA is transcribed from right to left
as is printed here.

5S-"TCTGACTATTCAGCTCTCTGGCACATAGCA-3'
3'-AGACTGATAAGTCGAGAGACCGTGTATCGT-5'

(a) Identify the template strand. (b) What is the amino acid se-
quence of the polypeptide that this DNA sequence encodes? As-
sume that translation starts at the first initiation codon. (c¢) Why
doesn’t the UGA sequence in the mRNA transcript cause tran-
scription to terminate?

8. After undergoing splicing, a mature mRNA has the follow-
ing sequence, where the vertical line indicates the position of the
splice junction (the nucleotides from between which an intron had
been removed).

5'-CUAGAUGGUAGI
GUACGGUUAUGGGAUAACUCUG-3’

(a) What is the sequence of the polypeptide specified by this
mRNA? Assume that translation starts at the first initiation
codon. (b) What would the polypeptide sequence be if the splicing
system had erroneously deleted the GU on the 3’ side of the splice
junction? (c) What would the polypeptide sequence be if the splic-
ing system had erroneously failed to excise a G at the splice junc-
tion? (d) Is there any relationship between the polypeptides spec-
ified in b and c and, if so, why?

9. Explain why the charging of a tRNA with the correct amino
acid is equally as important for accurate translation as is the cor-
rect recognition of a codon by its corresponding aminoacyl-
tRNA.

10. Describe how to select recombinant clones if a foreign
DNA is inserted into the polylinker site of pUC18 and then intro-
duced into E. coli cells.

11. Describe the possible outcome of a PCR experiment in
which (a) one of the primers is inadvertently omitted from the re-
action mixture; (b) one of the primers is complementary to several
sites in the starting DNA sample; (c) there is a single-stranded
break in the target DNA sequence, which is present in only one
copy in the starting sample; (d) there is a double-stranded break in
the target DNA sequence, which is present in only one copy in the
starting sample.

12. In DNA replication, the leading strand and lagging strand
are so named because any particular portion of the lagging strand
is always synthesized after the corresponding portion of the lead-
ing strand has been synthesized. Explain why this must be the
case.

13. SV40 DNA is a circular molecule of 5243 bp that is 40%
G + C.In the absence of sequence information, how many restric-
tion cuts would Taql, EcoRII, Pstl, and Haell be expected to
make, on average, in SV40 DNA?

14. Which of the restriction endonucleases listed in Table 5-4
produce blunt ends? Which sets of them are isoschizomers (enzymes
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that have the same recognition sequence but do not necessarily
cleave at the same sites; Greek: isos, equal + schizein, to cut);
which of them are isocaudamers (enzymes that produce identical
sticky ends; Latin: cauda, tail)?

15. The plasmid pBR322 contains the amp® and ter® genes,
which respectively confer resistance to the antibiotics ampicillin
and tetracycline (Section 32-3Gd). The tef® gene contains a cleav-
age site for the restriction enzyme Sall, the only such site in the
entire plasmid. Describe how one can select for E. coli that had
been transformed by pBR322 that contains a foreign DNA insert
in its Sall site.

16. A blood stain from a crime scene and blood samples from
four suspects were analyzed by PCR using fluorescent primers
associated with three STR loci (positions): D3S1358, vVWA, and
FGA. The resulting electrophoretograms are shown below. The
numbers beneath each peak identify the allele (green box) and
the height of the peak in relative fluorescence units (red box).
(a) Since everyone has two copies of each chromosome and
therefore two copies of each gene, what accounts for the appear-
ance of only one allele at some loci? (b) Which suspect, if any, is a
possible source of the blood? (c) Could the suspect be identified
using just one of the three STR loci? (d) What can you conclude
about the amount of DNA obtained from Suspect 1 compared to
Suspect 4?7

17. How many yeast DNA fragments of average length 5 kb
must be cloned in order to be 90%,99%, and 99.9% certain that a
genomic library contains a particular segment? The yeast genome
consists of 12,100 kb.

18. Many of the routine operations in genetic engineering are
carried out using commercially available “kits.” Genbux Inc., a
prospective manufacturer of such kits, has asked your advice on
the feasibility of supplying a kit of intact N\ phage cloning vectors
with the nonessential central section of their DNA already re-
moved. Presumably a “gene jockey” could then grow the required
amount of phage, isolate its DNA, and restriction cleave it without
having to go to the effort of separating out the central section.
What advice would you give the company?

19. Indicate the sequences of the two 10-residue primers that
could be used to amplify the central 40-nucleotide region of the
following 50-nucleotide single-stranded DNA by PCR.

5'-AGCTGGACCACTGATCATTGACTGCTAGCGTCA
GTCCTAGTAGACTGACG-3'

20. A protein segment of sequence -Phe-Cys-Gly-Val-Leu-
His-Lys-Met-Glu-Thr- is encoded by the following DNA segment:

5-"TTCTGCGGAGTCCTACACAAGATGGAGACA-3'

Design an 18-base oligonucleotide that could be used to change the
protein’s Leu-His segment to Ile-Pro via site-directed mutagenesis.
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A major portion of most biochemical investigations in-
volves the purification of the materials under considera-
tion because these substances must be relatively free of
contaminants if they are to be properly characterized. This
can be a formidable task because a typical cell contains
thousands of different substances, many of which closely
resemble other cellular constituents in their physical and
chemical properties. Furthermore, the material of interest
may be unstable and exist in vanishingly small amounts.
Typically, a substance that comprises <0.1% of a tissue’s
dry weight must be brought to ~98% purity. Purification
problems of this magnitude would be considered unrea-
sonably difficult by most synthetic chemists. It is therefore

CHAPTER 6

hardly surprising that our understanding of biochemical
processes has by and large paralleled our ability to purify
biological materials.

This chapter presents an overview of the most com-
monly used techniques for the isolation, the purification,
and, to some extent, the characterization of proteins and
nucleic acids, as well as other types of biological molecules.
These methods are the basic tools of biochemistry whose
operation dominates the day-to-day efforts of the practic-
ing biochemist. Furthermore, many of these techniques are
routinely used in clinical applications. Indeed, a basic com-
prehension of the methods described here is necessary for
an appreciation of the significance and the limitations of
much of the information presented in this text. This chapter
should therefore be taken as reference material to be con-
sulted repeatedly as the need arises while reading other
chapters. Many of the techniques used for protein and nu-
cleic acid fractionation are similar. Consequently, we shall
first focus on how proteins are purified and only then con-
centrate on how these techniques are used in nucleic acid
fractionation.

1 PROTEIN ISOLATION

Proteins constitute a major fraction of the mass of all or-
ganisms. A particular protein, such as hemoglobin in red
blood cells, may be the dominant substance present in a tis-
sue. Alternatively, a protein such as the lac repressor of
E. coli (Section 31-3B) may normally have a population of
only a few molecules per cell. Similar techniques are used
for the isolation and purification of both proteins,
although, in general, the lower the initial concentration
of a substance, the more effort is required to isolate it in
pure form.

In this section we discuss the care and handling of pro-
teins and outline the general strategy for their purification.
For many proteins, the isolation and purification procedure
is an exacting task requiring days of effort to obtain only a
few milligrams or less of the desired product. However, as
we shall see, modern analytical techniques have achieved
such a high degree of sensitivity that this small amount of
material is often sufficient to characterize a protein exten-
sively. You should note that the techniques described in
this chapter are applicable to the separations of most types
of biological molecules.

129
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A. Selection of a Protein Source

Proteins with identical functions generally occur in a vari-
ety of organisms. For example, most of the enzymes that
mediate basic metabolic processes or that are involved in
the expression and transmission of genetic information are
common to all cellular life. Of course, there is usually con-
siderable variation in the properties of a particular protein
from various sources. In fact, different variants of a given
protein may occur in different tissues from the same organ-
ism or even in different compartments in the same cell.
Therefore, if flexibility of choice is possible, the isolation of
a protein may be greatly simplified by a judicious choice of
the protein source. This choice should be based on such cri-
teria as the ease of obtaining sufficient quantities of the tis-
sue from which the protein is to be isolated, the amount of
the chosen protein in that tissue, and any properties pecu-
liar to the specific protein chosen that would aid in its sta-
bilization and isolation. Tissues from domesticated animals
such as chickens, cows, pigs, or rats are often chosen. Alter-
native sources might be easily obtainable microorganisms
such as E. coli or baker’s yeast (Saccharomyces cerevisiae).
We shall see, however, that proteins from a vast variety of
organisms have been studied.

Molecular cloning methods (Section 5-5) have rapidly
become equally if not more important protein production
techniques. Almost any protein-encoding gene can be iso-
lated from its parent organism, specifically altered (geneti-
cally engineered) if desired, and expressed at high levels
(overproduced) in a conveniently grown organism such as
E. coli or yeast, where it may constitute up to 30% of the
overproducer’s total cell protein. This high level of protein
production generally renders the cloned protein far easier
to isolate than it would be from its parent organism (in
which it may normally occur in vanishingly small amounts).

B. Methods of Solubilization

The first step in the isolation of a protein, or any other bio-
logical molecule, is to get it into solution. In some cases,
such as with blood serum proteins, nature has already done
so. However, a protein must usually be liberated from the
cells that contain it. The method of choice for this proce-
dure depends on the mechanical characteristics of the
source tissue as well as on the location of the required pro-
tein in the cell.

If the protein of interest is located in the cytosol of the
cell, its liberation requires only the breaking open (lysis) of
the cell. In the simplest and gentlest method of doing so,
which is known as osmetic lysis, the cells are suspended in
a hypotonic solution; that is, a solution in which the total
molar concentration of solutes is less than that inside the
cell in its normal physiological state. Under the influence of
osmotic forces, water diffuses into the more concentrated
intracellular solution, thereby causing the cells to swell and
burst. This method works well with animal cells, but with
cells that have a cell wall, such as bacteria or plant cells, it is
usually ineffective. The use of an enzyme, such as lysozyme,
which chemically degrades bacterial cell walls (Section 15-2),

is sometimes effective with such cells. Detergents or or-
ganic solvents such as acetone or toluene are also useful in
lysing cells, but care must be exercised in their use as they
may denature the protein of interest (Section 8-4E).

Many cells require some sort of mechanical disruption
process to break them open. This may include several cy-
cles of freezing and thawing, grinding with sand, alumina,
or glass beads, or the use of a high-speed blender (similar
to the familiar kitchen appliance), a homogenizer (an im-
plement for crushing tissue between a closely fitting piston
and sleeve that may be manually or mechanically driven), a
French press (a device that shears open cells by squirting
them at high pressure through a small orifice), or a sonica-
tor (which breaks open cells through ultrasonic vibra-
tions). Once the cells have been broken open, the crude
lysate may be filtered or centrifuged to remove the partic-
ulate cell debris, thereby leaving the protein of interest in
the supernatant solution.

If the required protein is a component of subcellular as-
semblies such as membranes or mitochondria, a consider-
able purification of the protein can be effected by first sep-
arating the subcellular assembly from the rest of the
cellular material. This is usually accomplished by differen-
tial centrifugation, a process in which the cell lysate is cen-
trifuged at a speed that removes only the cell components
denser than the desired organelle followed by centrifuga-
tion at a speed that spins down the component of interest.
The required protein is then usually separated from the pu-
rified subcellular component by extraction with concen-
trated salt solutions or, in the case of proteins tightly bound
to membranes, with the use of detergent solutions or or-
ganic solvents, such as butanol, that solubilize lipids.

C. Stabilization of Proteins

Once a protein has been removed from its natural environ-
ment, it becomes exposed to many agents that can irre-
versibly damage it. These influences must be carefully con-
trolled at all stages of a purification process or the yield of the
desired protein may be greatly reduced or even eliminated.

The structural integrity of many proteins is sensitive to
pH as a consequence of their numerous acid-base groups.
To prevent damage to biological materials due to varia-
tions in pH, they are routinely dissolved in buffer solutions
effective in the pH range over which the material is stable.

Proteins are easily denatured by high temperatures. Al-
though the thermal stabilities of proteins vary widely, many
of them slowly denature above 25°C. Therefore, the purifi-
cation of proteins is normally carried out at temperatures
near 0°C. However, there are numerous proteins that re-
quire lower temperatures, some even lower than —100°C,
for stability. Conversely, some cold-labile proteins become
unstable below characteristic temperatures.

The thermal stability characteristics of a protein can
sometimes be used to advantage in its purification. A heat-
stable protein in a crude mixture can be greatly purified by
briefly heating the mixture so as to denature and precipi-
tate most of the contaminating proteins without affecting
the desired protein.



Cells contain proteases (enzymes that catalyze the hy-
drolytic cleavage of peptide bonds) and other degradative
enzymes that, on cell lysis, are liberated into solution along
with the protein of interest. Care must be taken that the
protein is not damaged by these enzymes. Degradative en-
zymes may often be rendered inactive at pH’s and temper-
atures that are not harmful to the protein of interest. Alter-
natively, these enzymes can often be specifically inhibited
by chemical agents without affecting the desired protein.
Of course, as the purification of a protein progresses, more
and more of these degradative enzymes are eliminated.

Some proteins are more resistant than others to prote-
olytic degradation. The purification of a protein that is par-
ticularly resistant to proteases may be effected by main-
taining conditions in a crude protein mixture under which
the proteolytic enzymes present are active. This so-called
autolysis technique simplifies the purification of the resist-
ant protein because it is generally far easier to remove se-
lectively the degradation products of contaminating pro-
teins than it is the intact proteins.

Many proteins are denatured by contact with the
air-water interface, and, at low concentrations, a significant
fraction of the protein present may be lost by adsorption to
surfaces. Hence, a protein solution should be handled so as
to minimize frothing and should be kept relatively concen-
trated. There are, of course, other factors to which a protein
may be sensitive, including the oxidation of cysteine
residues to form disulfide bonds; heavy metal contami-
nants, which may irreversibly bind to the protein; and the
salt concentration and polarity of the solution, which must
be kept within the stability range of the protein. Finally,
many microorganisms consider proteins to be delicious, so
protein solutions should be stored under conditions that
inhibit the growth of microorganisms [e.g., in a refrigerator
and/or with small amounts of a toxic substance that does
not react with proteins, such as sodium azide (NaNj3)].

D. Assay of Proteins

To purify any substance, some means must be found for
quantitatively detecting its presence. A particular protein
rarely comprises more than a few percent by weight of its
tissue of origin and is usually present in much smaller
amounts. Yet much of the material from which it is being
extricated closely resembles the protein of interest. Ac-
cordingly, an assay must be specific for the protein being
purified and highly sensitive to its presence. Furthermore,
the assay must be convenient to use because it may be done
repeatedly, often at every stage of the purification process.

Among the most straightforward of protein assays are
those for enzymes that catalyze reactions with readily de-
tectable products. Perhaps such a product has a character-
istic spectroscopic absorption or fluorescence that can be
monitored. Alternatively, the enzymatic reaction may con-
sume or generate acid so that the enzyme can be assayed
by acid-base titrations. If an enzymatic reaction product is
not easily quantitated, its presence may still be revealed by
further chemical treatment to yield a more readily observ-
able product. Often, this takes the form of a coupled enzy-
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matic reaction, in which the product of the enzyme being
assayed is converted, by an added enzyme, to an observ-
able substance.

Proteins that are not enzymes may be assayed through
their ability to bind specific substances or through observa-
tion of their biological effects. For example, receptor pro-
teins are often assayed by incubating them with a radioac-
tive molecule that they specifically bind, passing the
mixture through a protein-retaining filter, and then meas-
uring the amount of radioactivity bound to the filter. The
presence of a hormone may be revealed by its effect on
some standard tissue sample or on a whole organism. The
latter type of assays are usually rather lengthy procedures
because the response elicited by the assay may take days to
develop. In addition, their reproducibility is often less than
satisfactory because of the complex behavior of living sys-
tems. Such assays are therefore used only when no alterna-
tive procedure is available.

a. Immunochemical Techniques Can Readily Detect

Small Quantities of Specific Proteins

Immunochemical procedures provide protein assay
techniques of high sensitivity and discrimination. These
methods employ antibodies, proteins that are produced by
an animal’s immune system in response to the introduction
of a foreign protein and that specifically bind to the foreign
protein (antibodies and the immune system are discussed
in Section 35-2).

Antibodies extracted from the blood serum of an animal
that has been immunized against a particular protein are the
products of many different antibody-producing cells. They
therefore form a heterogeneous mixture of molecules, which
vary in their exact specificities and binding affinities for their
target protein. Antibody-producing cells normally die after a
few cell divisions, so one of them cannot be cloned to pro-
duce a single species of antibody in useful quantities. Such
monoclonal antibodies may be obtained, however, by fusing
a cell producing the desired antibody with a cell of an im-
mune system cancer known as a myeloma (Section 35-2Bd).
The resulting hybridoma cell has an unlimited capacity to di-
vide and, when raised in cell culture, produces large quanti-
ties of the monoclonal antibody.

A protein can be directly detected, or even isolated,
through its precipitation by its corresponding antibodies.
Alternatively, in a so-called radioimmunoassay, a protein
can be indirectly detected by determining the degree with
which it competes with a radioactively labeled standard for
binding to the antibody (Section 19-1Aa). In an enzyme-
linked immunosorbent assay (ELISA; Fig. 6-1):

1. An antibody against the protein of interest is immo-
bilized on an inert solid such as polystyrene.

2. The solution being assayed for the protein is applied
to the antibody-coated surface under conditions in which
the antibody binds the protein. The unbound protein is
then washed away.

3. The resulting protein—antibody complex is further
reacted with a second protein-specific antibody to which
an easily assayed enzyme has been covalently linked.
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Figure 6-1 An enzyme-linked immunosorbent assay (ELISA).
‘Q,See the Animated Figures

4. After washing away any unbound antibody-linked
enzyme, the enzyme in the immobilized antibody—protein—
antibody-enzyme complex is assayed, thereby indicating
the amount of the protein present.

Both radioimmunoassays and ELISAs are widely used to
detect small amounts of specific proteins and other biolog-
ical substances in both laboratory and clinical applications.
For example, a commonly available pregnancy test, which
is reliably positive within a few days post conception, uses
an ELISA to detect the placental hormone chorionic go-
nadotropin (Section 19-1I) in the mother’s urine.

E. General Strategy of Protein Purification

The fact that proteins are well-defined substances was not
widely accepted until after 1926, when James Sumner first
crystallized an enzyme, jack bean urease. Before that, it
was thought that the high molecular masses of proteins re-
sulted from a colloidal aggregation of rather ill-defined
and mysterious substances of lower molecular mass. Once
it was realized that it was possible, in principle, to purify
proteins, work to do so began in earnest.

In the first half of the twentieth century, the protein pu-
rification methods available were extremely crude by to-
day’s standards. Protein purification was an arduous task
that was as much an art as a science. Usually, the develop-
ment of a satisfactory purification procedure for a given
protein was a matter of years of labor ultimately involving
huge quantities of starting material. Nevertheless, by 1940,
~20 enzymes had been obtained in pure form.

Since then, tens of thousands of proteins have been pu-
rified and characterized to varying extents. Modern tech-
niques of separation have such a high degree of discrimina-
tion that one can now obtain, in quantity, a series of
proteins with such similar properties that only a few years
ago their mixture was thought to be a pure substance. Nev-
ertheless, the development of an efficient procedure for the
purification of a given protein may still be an intellectually
challenging and time-consuming task.

Proteins are purified by fractionation procedures.In a se-
ries of independent steps, the various physicochemical
properties of the protein of interest are utilized to separate
it progressively from other substances. The idea here is not
necessarily to minimize the loss of the desired protein, but
to eliminate selectively the other components of the mix-
ture so that only the required substance remains.

It may not be philosophically possible to prove that a
substance is pure. However, the operational criterion for
establishing purity takes the form of the method of exhaus-
tion: the demonstration, by all available methods, that the
sample of interest consists of only one component. There-
fore, as new separation techniques are devised, standards
of purity may have to be revised. Experience has shown
that when a sample of material previously thought to be a
pure substance is subjected to a new separation tech-
nique, it occasionally proves to be a mixture of several
components.

The characteristics of proteins and other biomolecules
that are utilized in the various separation procedures are
solubility, ionic charge, polarity, molecular size, and binding
specificity for other biological molecules. Some of the pro-
cedures we shall discuss and the protein characteristics
they depend on are as follows:

Characteristic Procedure

Solubility

. Salting in
. Salting out

Ionic Charge . Ton exchange chromatography
. Electrophoresis

. Isoelectric focusing

Polarity Adsorption chromatography

. Paper chromatography

. Reverse-phase chromatography
. Hydrophobic interaction

chromatography

N N N L U S

Molecular Size . Dialysis and ultrafiltration
. Gel electrophoresis
. Gel filtration chromatography

. Ultracentrifugation

e N

Binding Specificity . Affinity chromatography



In the remainder of this chapter, we discuss these separa-
tion procedures.

2 SOLUBILITIES OF PROTEINS

A protein’s multiple acid-base groups make its solubility
properties dependent on the concentrations of dissolved
salts, the polarity of the solvent, the pH, and the temperature.
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Figure 6-2 Solubilities of several proteins in ammonium
sulfate solutions. [After Cohn, E.J. and Edsall, J.T., Proteins,
Amino Acids and Peptides, p. 602, Academic Press (1943).]
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Figure 6-3 Solubility of carboxy-hemoglobin at its isoelectric
point as a function of ionic strength and ion type. Here S and S’
are, respectively, the solubilities of the protein in the salt solution
and in pure water. The logarithm of their ratios is plotted so that
the solubility curves can be placed on a common scale. [After
Green, A.A.,J. Biol. Chem. 95,47 (1932).]
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Different proteins vary greatly in their solubilities under a
given set of conditions: Certain proteins precipitate from so-
lution under conditions in which others remain quite soluble.
This effect is routinely used as a basis for protein purification.

A. Effects of Salt Concentrations

The solubility of a protein in aqueous solution is a sensitive
function of the concentrations of dissolved salts (Figs. 6-2
through 6-4). The salt concentration in Figs. 6-2 and 6-3 is
expressed in terms of the ionic strength, 7, which is defined

1
I=3 >z} [6.1]

where ¢; is the molar concentration of the ith ionic species
and Z; is its ionic charge. The use of this parameter to ac-
count for the effects of ionic charges results from theoreti-
cal considerations of ionic solutions. However, as Fig. 6-3
indicates, a protein’s solubility at a given ionic strength
varies with the types of ions in solution. The order of effec-
tiveness of these various ions in influencing protein solubil-
ity is quite similar for different proteins and is apparently
mainly due to the ions’ size and hydration.

The solubility of a protein at low ionic strength generally
increases with the salt concentration (left side of Fig. 6-3 and
the different curves of Fig. 6-4). The explanation of this
salting in phenomenon is that as the salt concentration of
the protein solution increases, the additional counterions
more effectively shield the protein molecules’ multiple
ionic charges and thereby increase the protein’s solubility.
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Figure 6-4 Solubility of B-lactoglobulin as a function of pH at
several NaCl concentrations. [After Fox, S. and Foster, J.S.,
Introduction to Protein Chemistry, p. 242, Wiley (1975).]
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At high ionic strengths, the solubilities of proteins, as
well as those of most other substances, decrease. This effect,
known as salting out, is primarily a result of the competition
between the added salt ions and the other dissolved solutes
for molecules of solvation. At high salt concentrations, so
many of the added ions are solvated that the amount of bulk
solvent available becomes insufficient to dissolve other
solutes. In thermodynamic terms, the solvent’s activity (effec-
tive concentration; Appendix to Chapter 3) is decreased.
Hence, solute-solute interactions become stronger than
solute—solvent interactions and the solute precipitates.

Salting out is the basis of one of the most commonly
used protein purification procedures. Figure 6-2 shows that
the solubilities of different proteins vary widely as a func-
tion of salt concentration. For example, at an ionic
strength of 3, fibrinogen is much less soluble than the
other proteins in Fig. 6-2. By adjusting the salt concentra-
tion in a solution containing a mixture of proteins to just be-
low the precipitation point of the protein to be purified,
many unwanted proteins can be eliminated from the solu-
tion. Then, after the precipitate is removed by filtration or
centrifugation, the salt concentration of the remaining solu-
tion is increased so as to precipitate the desired protein. In
this manner, a significant purification and concentration of
large quantities of protein can be conveniently effected.
Consequently, salting out is often the initial step in protein
purification procedures. Ammonium sulfate is the most
commonly used reagent for salting out proteins because
its high solubility (3.9M in water at 0°C) permits the
achievement of solutions with high ionic strengths (up to
23.4 in water at 0°C).

Certain ions, notably 1", ClIO;, SCN™, Li*, Mg?*, Ca*,
and Ba*", increase the solubilities of proteins rather than
salting them out. These ions also tend to denature proteins
(Section 8-4E). Conversely, ions that decrease the solubili-
ties of proteins stabilize their native structures, so that pro-
teins which have been salted out are not denatured.

Table 6-1 Isoelectric Points of Several Common Proteins

Protein Isoelectric pH
Pepsin <1.0
Ovalbumin (hen) 4.6
Serum albumin (human) 4.9
Tropomyosin 5.1
Insulin (bovine) 5.4
Fibrinogen (human) 5.8
v-Globulin (human) 6.6
Collagen 6.6
Myoglobin (horse) 7.0
Hemoglobin (human) 7.1
Ribonuclease A (bovine) 7.8
Cytochrome c (horse) 10.6
Histone (bovine) 10.8
Lysozyme (hen) 11.0
Salmine (salmon) 12.1

B. Effects of Organic Solvents

Water-miscible organic solvents, such as acetone and
ethanol, are generally good protein precipitants because
their low dielectric constants reduce the solvating power
of their aqueous solutions for dissolved ions such as pro-
teins. The different solubilities of proteins in these mixed
solvents form the basis of a useful fractionation tech-
nique. This procedure is normally used near 0°C or less
because, at higher temperatures, organic solvents tend to
denature proteins. The lowering of the dielectric constant
by organic solvents also magnifies the differences in the
salting out behavior of proteins, so that these two tech-
niques can be effectively combined. Some water-miscible
organic solvents, however, such as dimethyl sulfoxide
(DMSO) or N,N-dimethylformamide (DMF), are rather
good protein solvents because of their relatively high di-
electric constants.

C. Effects of pH

Proteins generally bear numerous ionizable groups that
have a variety of pK’s. At a pH characteristic for each pro-
tein, the positive charges on the molecule exactly balance
its negative charges. At this pH, the protein’s isoelectric
point, p/ (Section 4-1D), the protein molecule carries no
net charge and is therefore immobile in an electric field.

Figure 6-4 indicates that the solubility of the protein
B-lactoglobulin is a minimum near its p/ of 5.2 in dilute
NaCl solutions and increases more or less symmetrically
about the p/ with changes in pH. This solubility behavior,
which is shared by most proteins, is easily explained.
Physicochemical considerations suggest that the solubility
properties of uncharged molecules are insensitive to the
salt concentration. To a first approximation, therefore, a
protein at its isoelectric point should not be subject to salt-
ing in. Conversely, as the pH is varied from a protein’s pl,
that is, as the protein’s net charge increases, it should be
increasingly subject to salting in because the electrostatic
interactions between neighboring molecules that promote
aggregation and precipitation should likewise increase.
Hence, in solutions of moderate salt concentrations, the sol-
ubility of a protein as a function of pH is expected to be at a
minimum at the protein’s pl and to increase about this point
with respect to pH.

Proteins vary in their amino acid compositions and
therefore, as Table 6-1 indicates, in their pI’s. This phenom-
enon is the basis of a protein purification procedure known
as isoelectric precipitation in which the pH of a protein
mixture is adjusted to the p/ of the protein to be isolated so
as to selectively minimize its solubility. In practice, this
technique is combined with salting out so that the protein
being purified is usually salted out near its p/.

D. Crystallization

Once a protein has been brought to a reasonable state of
purity, it may be possible to crystallize it. This is usually
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Figure 6-5 Protein crystals. (a) Azurin from Pseudomonas
aeruginosa, (b) flavodoxin from Desulfovibrio vulgaris,

(¢) rubredoxin from Clostridium pasteurianum, (d) azidomet
myohemerythrin from the marine worm Siphonosoma funafuti,
(e) lamprey hemoglobin, and (f) bacteriochlorophyll a protein
from Prosthecochloris aestuarii. These proteins are colored
because of their associated chromophores (light-absorbing groups);
proteins are colorless in the absence of such bound groups. [Parts
a—c courtesy of Larry Sieker, University of Washington; Parts d
and e courtesy of Wayne Hendrickson, Columbia University; and
Part f courtesy of John Olsen, Brookhaven National Laboratories,
and Brian Matthews, University of Oregon. |

(d) (e)

done by bringing the protein solution just past its satura-
tion point with the types of precipitating agents discussed
above. On standing for a time (as little as a few minutes, as
much as several months), often while the concentration of
the precipitating agent is being slowly increased, the pro-
tein may precipitate from the solution in crystalline form.
It may be necessary to attempt the crystallization under
different solution conditions and with various precipitat-
ing agents before crystals are obtained. The crystals may
range in size from microscopic to 1 mm or more across.
Crystals of the latter size, which generally require great
care to grow, may be suitable for X-ray crystallographic
analysis (Section 8-3A). Several such crystals are shown
in Fig. 6-5.

3 CHROMATOGRAPHIC SEPARATIONS

In 1903, the Russian botanist Mikhail Tswett described the
separation of plant leaf pigments in solution through the
use of solid adsorbents. He named this process chromato-
graphy (Greek: chroma, color + graphein, to write), pre-
sumably because of the colored bands that formed in the
adsorbents as the components of the pigment mixtures
separated from one another (and possibly because Tswett
means “color” in Russian).

Modern separation methods rely heavily on chromato-
graphic procedures. In all of them, a mixture of substances
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to be fractionated is dissolved in a liquid or gaseous fluid
known as the mobile phase. The resultant solution is perco-
lated through a column consisting of a porous solid matrix
known as the stationary phase, which in certain types of
chromatography may be associated with a bound liquid.
The interactions of the individual solutes with the station-
ary phase act to retard their progress through the matrix in
a manner that varies with the properties of each solute. If
the mixture being fractionated starts its journey through
the column in a narrow band, the different retarding forces
on each component that cause them to migrate at different
rates will eventually cause the mixture to separate into
bands of pure substances.

The power of chromatography derives from the contin-
uous nature of the separation processes. A single purifica-
tion step (or “theoretical plate” as it is often termed in
analogy with distillation processes) may have very little
tendency to separate a mixture into its components. How-
ever, since this process is applied in a continuous fashion so
that it is, in effect, repeated hundreds or even hundreds of
thousands of times, the segregation of the mixture into its
components ultimately occurs. The separated components
can then be collected into separate fractions for analysis
and/or further fractionation.

The various chromatographic methods are classified ac-
cording to their mobile and stationary phases. For example,
in gas-liquid chromatography the mobile and stationary
phases are gaseous and liquid, respectively, whereas in
liquid-liquid chromatography they are immiscible liquids,
one of which is bound to an inert solid support. Chromato-
graphic methods may be further classified according to the
nature of the dominant interaction between the stationary
phase and the substances being separated. For example, if
the retarding force is ionic in character, the separation
technique is referred to as ion exchange chromatography,
whereas if it is a result of the adsorption of the solutes onto
a solid stationary phase, it is known as adsorption chro-
matography.

As has been previously mentioned, a cell contains huge
numbers of different components, many of which closely
resemble one another in their various properties. There-
fore, the isolation procedures for most biological sub-
stances incorporate a number of independent chromato-
graphic steps in order to purify the substance of interest
according to several criteria. In this section, the most
commonly used of these chromatographic procedures are
described.

A. lon Exchange Chromatography

In the process of ion exchange, ions that are electrostatically
bound to an insoluble and chemically inert matrix are re-
versibly replaced by ions in solution.

R"A"+B = R'B + A~
Here, R*A™ is an anion exchanger in the A~ form and B~

represents anions in solution. Cation exchangers similarly
bear negatively charged groups that reversibly bind
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Figure 6-6 Ion exchange chromatography using stepwise
elution. Here the tan region of the column represents the ion
exchanger and the colored bands represent the various proteins.
(a) The protein mixture is bound to the topmost portion of the
ion exchanger in the chromatography column. (b) As the elution
progresses, the various proteins separate into discrete bands as a
consequence of their different affinities for the ion exchanger

cations. Polyanions and polycations therefore bind to anion
and cation exchangers, respectively. However, proteins and
other polyelectrolytes (polyionic polymers) that bear both
positive and negative charges can bind to both cation and
anion exchangers depending on their net charge. The affin-
ity with which a particular polyelectrolyte binds to a given
ion exchanger depends on the identities and concentrations
of the other ions in solution because of the competition
among these various ions for the binding sites on the ion ex-
changer. The binding affinities of polyelectrolytes bearing
acid-base groups are also highly pH dependent because of
the variation of their net charges with pH. These principles
are used to great advantage in isolating biological mole-
cules by ion exchange chromatography (Fig. 6-6), as de-
scribed below.

In purifying a given protein (or some other polyelec-
trolyte), the pH and the salt concentration of the buffer so-
lution in which the protein is dissolved are chosen so that
the desired protein is strongly bound to the selected ion ex-

under the prevailing solution conditions. Here the first band of
protein (red) has passed through the column and is being isolated
as a separate fraction, whereas the other, less mobile, bands
remain near the top of the column. (¢) The salt concentration in
the elution buffer is increased to increase the mobility of and
thus elute the remaining bands. (d) The elution diagram of the
protein mixture from the column. g2 See the Animated Figures

changer. A small volume of the impure protein solution is
applied to the top of a column in which the ion exchanger
has been packed, and the column is washed with this buffer
solution.

Various proteins bind to the ion exchanger with differ-
ent affinities. As the column is washed with the buffer, a
process known as elution, those proteins with relatively low
affinities for the ion exchanger move through the column
faster than the proteins that bind to the ion exchanger with
higher affinities. This occurs because the progress of a given
protein through the column is retarded relative to that of
the solvent due to interactions between the protein mole-
cules and the ion exchanger.

The greater the binding affinity of a protein for the ion
exchanger, the more it will be retarded. Thus, proteins
that bind tightly to the ion exchanger can be eluted by
changing the elution buffer to one with a higher salt con-
centration (and/or a different pH), a process called step-
wise elution.



With the use of a fraction collector, purification of a sub-
stance can be effected by selecting only those fractions of
the column effluent that contain it. Chromatographically
separated materials may be detected in a variety of ways.
The contents of the column effluent may be directly moni-
tored through column-mounted detectors according to its
UV absorbance at a specific wavelength [often 280 nm
for proteins (because the aromatic side chains of Phe, Trp,
and Tyr have strong absorbances at this wavelength; Sec-
tion 9-1Cb) and 260 nm for nucleic acids (their absorption
maximum; Fig. 5-15b)], its fluorescence, its radioactivity, its
refractive index, its pH, or its electrical conductivity. These
properties may also be measured for the individual column
fractions after the chromatographic run has been com-
pleted. In addition, biomolecules may be detected through
their enzymatic and biological activities, as is discussed in
Section 6-1D.

a. Gradient Elution Improves Chromatographic

Separations

The purification process can be further improved by
washing the protein-loaded column using the method of
gradient elution. Here the salt concentration and/or pH is
continuously varied as the column is eluted so as to release
sequentially the various proteins that are bound to the ion
exchanger. This procedure generally leads to a better sepa-
ration of proteins than does elution of the column by a sin-
gle solution or stepwise elution.

Many different types of elution gradients have been suc-
cessfully employed in purifying biological molecules. The
most widely used of these is the linear gradient, in which
the concentration of the eluant solution varies linearly with
the volume of solution passed. A simple device for generat-
ing such a gradient is illustrated in Fig. 6-7. Here the solute
concentration, ¢, in the solution being withdrawn from the
mixing chamber, is expressed by

c=c—(c—a)f [6.2]

where ¢ is the solution’s initial concentration in the mixing
chamber, ¢, is its concentration in the reservoir chamber,
and fis the remaining fraction of the combined volumes of
the solutions initially present in both reservoirs. Linear gra-
dients of increasing salt concentration are probably more
commonly used than all other means of column elution.
However, gradients of different shapes can be generated
by using two or more chambers of different cross-sectional
areas or programmed mixing devices.

CH,—OH
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Reservoir Mixing

chamber chamber
Solution of Solution of
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Figure 6-7 Device for generating a linear concentration
gradient. Two connected open chambers, which have identical
cross-sectional areas, are initially filled with equal volumes of
solutions of different concentrations. As the solution of
concentration c; drains out of the mixing chamber, it is partially
replaced by a solution of concentration ¢, from the reservoir
chamber. The concentration of the solution in the mixing chamber
varies linearly from its initial concentration, ¢y, to the final
concentration, ¢, as is expressed by Eq. [6.2].

b. Several Types of lon Exchangers Are Available

Ton exchangers consist of charged groups covalently at-
tached to a support matrix. The chemical nature of the
charged groups determines the types of ions that bind to
the ion exchanger and the strength with which they bind.
The chemical and mechanical properties of the support
matrix govern the flow characteristics, ion accessibility, and
stability of the ion exchanger.

Several classes of materials, colloquially referred to as
resins, are in general use as support matrices for ion ex-
changers in protein purification, including cellulose (Fig. 6-8),
polystyrene, agarose gels, and cross-linked dextran gels
(Section 6-3Bb). Table 6-2 contains descriptions of some
commercially available ion exchangers in common use.

Cellulosic ion exchangers are among the materials most
commonly employed to separate biological molecules. The
cellulose, which is derived from wood or cotton, is lightly
derivatized with ionic groups to form the ion exchanger.
The most often used cellulosic anion exchanger is diethyl-
aminoethyl (DEAE)-cellulose, whereas carboxymethyl

CH,—OH

0) OH 0]
o) 0
HO OH O HO OH

CH,—0—R

DEAE: R = —CH,—CH, —NH(CH,CH,),
CM: R = —CH,—COO~

Figure 6-8

Molecular formulas of cellulose-based ion exchangers.
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Table 6-2 Some Biochemically Useful Ion Exchangers

Name" Type

Ionizable Group Remarks

DEAE-cellulose Weakly basic

CM-cellulose Weakly acidic

P-cellulose Strongly and weakly
acidic
Bio-Rex 70 Weakly acidic,

polystyrene-based

DEAE-Sephadex Weakly basic cross-
linked dextran gel
SP-Sepharose Strongly acidic cross-
linked agarose gel

Diethylaminoethyl Used to separate acidic

—CH,CH,N(C,Hs), and neutral proteins
Carboxymethyl Used to separate basic and
—CH,COOH neutral proteins
Phosphate Dibasic; binds basic proteins
—OPO;H, strongly
Carboxylic acid Used to separate basic
—COOH proteins and amines
Diethylaminoethyl Combined chromatography
—CH,CH,N(C,Hs), and gel filtration of acidic
and neutral proteins
Methyl sulfonate Combined chromatography
—CH,SO;H and gel filtration of basic

proteins

“Sephadex and Sepharose are products of GE Healthcare; Bio-Rex resins are products of BioRad Laboratories.

(CM)-cellulose is the most popular cellulosic cation ex-
changer (Fig. 6-8).

Gel-type ion exchangers can have the same sorts of
charged groups as do cellulosic ion exchangers. The advan-
tage of gel-type ion exchangers is that they combine the
separation properties of gel filtration (Section 6-3B) with
those of ion exchange. Because of their high degree of sub-
stitution of charged groups, which results from their porous
structures, these gels have a higher loading capacity than
do cellulosic ion exchangers.

One disadvantage of cellulosic and gel-type matrices is
that they are easily compressed (usually by the high pres-
sures resulting from attempts to increase the eluant flow
rate), thereby greatly reducing eluant flow. This problem
has been alleviated by the fabrication of noncompressible
matrices such as derivatized silica
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or coated glass beads. Such materials allow very high flow
rates and pressures, even when they are very finely pow-
dered, and hence permit more effective chromatographic
separations (see HPLC in Section 6-3Dh).

B. Gel Filtration Chromatography

In gel filtration chromatography, which is also called size
exclusion and molecular sieve chromatography, molecules
are separated according to their size and shape. The station-
ary phase in this technique consists of beads of a hydrated,
spongelike material containing pores that span a relatively
narrow size range of molecular dimensions. If an aqueous

solution containing molecules of various sizes is passed
through a column containing such “molecular sieves,” the
molecules that are too large to pass through the pores are
excluded from the solvent volume inside the gel beads.
These larger molecules therefore traverse the column
more rapidly, that is, in a smaller eluant volume, than the
molecules that pass through the pores (Fig. 6-9).

The molecular mass of the smallest molecule unable to
penetrate the pores of a given gel is said to be the gel’s ex-
clusion limit. This quantity is to some extent a function of
molecular shape because elongated molecules, as a conse-
quence of their higher radius of hydration, are less likely to
penetrate a given gel pore than spherical molecules of the
same molecular volume.

The behavior of a molecule on a particular gel column
can be quantitatively characterized. If V, is the volume oc-
cupied by the gel beads and V, the void volume, is the vol-
ume of the solvent space surrounding the beads, then V,,
the total bed volume of the column, is simply their sum:

V,=V,+V, [6.3]

V, is typically ~35% of V..

The elution volume of a given solute, V,, is the volume
of solvent required to elute the solute from the column af-
ter it has first contacted the gel. The void volume of a col-
umn is easily measured as the elution volume of a solute
whose molecular mass is larger than the exclusion limit of
the gel. The behavior of a particular solute on a given gel is
therefore characterized by the ratio V,/V, the relative elu-
tion volume, a quantity that is independent of the size of
the particular column used.

Molecules with molecular masses ranging below the ex-
clusion limit of a gel will elute from the gel in the order of
their molecular masses, with the largest eluting first. This is
because the pore sizes in any gel vary over a limited range,
so that larger molecules have less of the gel’s interior vol-
ume available to them than do smaller molecules. This ef-
fect is the basis of gel filtration chromatography.
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Figure 6-9 Gel filtration chromatography. (a) A gel bead,
whose periphery is represented by a dashed line, consists of a gel
matrix (wavy solid lines) that encloses an internal solvent space.
Smaller molecules (red dots) can freely enter the internal solvent
space of the gel bead from the external solvent space. However,
larger molecules (blue dots) are too large to penetrate the gel
pores. (b) The sample solution begins to enter the gel column (in
which the gel beads are now represented by brown spheres).
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a. Gel Filtration Chromatography Can Be Used

to Estimate Molecular Masses

There is a linear relationship between the relative elution
volume of a substance and the logarithm of its molecular
mass over a considerable molecular mass range (Fig. 6-10).
If a plot such as Fig. 6-10 is made for a particular gel filtra-
tion column using macromolecules of known molecular
masses, the molecular mass of an unknown substance can be
estimated from its position on the plot. The precision of this
technique is limited by the accuracy of the underlying as-
sumption that the known and unknown macromolecules
have identical shapes. Nevertheless, gel filtration chro-
matography is often used to estimate molecular masses be-
cause it can be applied to quite impure samples (providing
that the molecule of interest can be identified) and because
it can be rapidly carried out using simple equipment.

b. Most Gels Are Made from Dextran, Agarose,

or Polyacrylamide

The most commonly used materials for making chromato-
graphic gels are dextran (a high molecular mass polymer of
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(c) The smaller molecules can penetrate the gel and consequently
migrate through the column more slowly than the larger molecules
that are excluded from the gel. (d) The larger molecules emerge
from the column to be collected separately from the smaller
molecules, which require additional solvent for elution from the
column. (e) The elution diagram of the chromatogram indicating
the complete separation of the two components, with the larger
component eluting first. ."ZSee the Animated Figures

glucose produced by the bacterium Leuconostoc mesen-
teroides), agarose (a linear polymer of alternating D-galac-
tose and 3,6-anhydro-L-galactose from red algae), and poly-
acrylamide (Section 6-4B). The properties of several gels that
are commonly employed in separating biological molecules
are listed in Table 6-3. The porosity of dextran-based gels,
sold under the trade name Sephadex, is controlled by the mo-
lecular mass of the dextran used and the introduction of glyc-
eryl ether units that cross-link the hydroxyl groups of the
polyglucose chains. The several classes of Sephadex that
are available have exclusion limits between 0.7 and 600 kD.
The pore size in polyacrylamide gels is similarly controlled
by the extent of cross-linking of neighboring polyacrylamide
molecules (Section 6-4B). They are commercially available
under the trade name of Bio-Gel P and have exclusion limits
between 0.2 and 400 kD. Very large molecules and supramol-
ecular assemblies can be separated using agarose gels, sold
under the trade names Sepharose and Bio-Gel A, which have
exclusion limits ranging up to 150,000 kD.

Gelfiltration is often used to “desalt” a protein solution.
For example, an ammonium sulfate—precipitated protein
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Orange bars represent glycoproteins (proteins with attached
carbohydrate groups). [After Andrews, P., Biochem. J. 96, 597

versus the logarithm of molecular mass for a variety of proteins (1965).]
on a cross-linked dextran column (Sephadex G-200) at pH 7.5.

Table 6-3 Some Commonly Used Gel Filtration Materials

Name* Type Fractionation Range (kD)
Sephadex G-10 Dextran 0.05-0.7
Sephadex G-25 Dextran 1-5
Sephadex G-50 Dextran 1-30
Sephadex G-100 Dextran 4-150
Sephadex G-200 Dextran 5-600
Sephacryl S-100 Dextran, cross-linked 1-100
Sephacryl S-200 Dextran, cross-linked 5-250
Sephacryl S-300 Dextran, cross-linked 4-150
Sephacryl S-400 Dextran, cross-linked 20-8000
Bio-Gel P-2 Polyacrylamide 0.1-1.8
Bio-Gel P-6 Polyacrylamide 1-6
Bio-Gel P-10 Polyacrylamide 1.5-20
Bio-Gel P-30 Polyacrylamide 2.5-40
Bio-Gel P-100 Polyacrylamide 5-100
Sepharose 6B Agarose 10-4,000
Sepharose 4B Agarose 60-20,000
Sepharose 2B Agarose 70-40,000

“Sephadex, Sephacryl, and Sepharose are products of GE Healthcare; Bio-Gel gels are products of BioRad

Laboratories.
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can be easily freed of ammonium sulfate by dissolving the
protein precipitate in a minimum volume of suitable buffer
and applying this solution to a column of gel with an exclu-
sion limit less than the molecular mass of the protein. On
elution of the column with buffer, the protein will precede
the ammonium sulfate through the column.

Dextran and agarose gels can be derivatized with
ionizable groups such as DEAE and CM to form ion
exchange gels (Section 6-3Ab). Substances that are chro-
matographed on these gels are therefore subject to separa-
tion according to their ionic charges as well as their sizes
and shapes.

c. Dialysis Is a Form of Molecular Filtration

Dialysis is a process that separates molecules according
to size through the use of semipermeable membranes con-
taining pores of less than macromolecular dimensions.
These pores allow small molecules, such as those of sol-
vents, salts, and small metabolites, to diffuse across the
membrane but block the passage of larger molecules. Cel-
lophane (cellulose acetate) is the most commonly used
dialysis material, although several other substances such as
cellulose and collodion are similarly employed. These are
available in a wide variety of molecular weight cutoff val-
ues (the size of the smallest particle that cannot penetrate
the membrane) that range from 0.1 to 500 kD.

Dialysis (which is not considered to be a form of chrom-
atography) is used to change the solvent in which macro-
molecules are dissolved. A macromolecular solution is
sealed inside a dialysis bag (usually made by knotting dialy-
sis membrane tubing at both ends), which is immersed in a
relatively large volume of the new solvent (Fig. 6-11a). After
several hours of stirring, the solutions will have equilibrated,
but with the macromolecules remaining inside the dialysis
bag (Fig. 6-11b). The process can be repeated several times
to replace one solvent system completely by another.

At start of (b)
dialysis

At equilibrium

| ___— Dialysis

membrane

Solvent

|~ Concentrated
solution

Figure 6-11 Use of dialysis to separate small and large
molecules. () Only small molecules can diffuse through the
pores in the bag, which is shown here as a tube knotted at both
ends. (b) At equilibrium, the concentrations of small molecules
are nearly the same inside and outside the bag, whereas the
macromolecules remain in the bag.
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Dialysis has been largely supplanted by a related tech-
nique known as ultrafiltration in which a macromolecular
solution is forced, under pressure or by centrifugation,
through a semipermeable membranous disk, which can be
made from a variety of materials including cellulose ac-
etate, nylon, and polyvinylidene fluoride (PVDF). Solvent
and small solutes pass through the membrane, leaving
behind a more concentrated macromolecular solution. Ul-
trafiltration can thus be used to desalt a macromolecular
solution. Since ultrafiltration membranes with different
pore sizes are available, ultrafiltration can also be used to
separate different-sized macromolecules.

Solvent may also be removed from a sample solution
through lyophilization (freeze-drying), a process in which
the solution is frozen and the solvent sublimed away under
vacuum. Lyophilization is usually used to prepare biologi-
cal materials for long-term storage or transport.

C. Affinity Chromatography

A striking characteristic of many proteins is their ability to
bind specific molecules tightly but noncovalently. This
property can be used to purify such proteins by affinity
chromatography (Fig. 6-12). In this technique, a molecule,

— >
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Figure 6-12 Affinity chromatography. A ligand (yellow) is
covalently anchored to a porous matrix. The sample mixture
(whose ligand-binding sites are represented by the cutout squares,
semicircles, and triangles) is passed through the column. Only
certain molecules (represented by orange circles) specifically bind
to the ligand; the others are washed through the column.
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known as a ligand (in analogy with the ligands of coordina-
tion compounds), which specifically binds to the protein of
interest, is covalently attached to an inert and porous ma-
trix. When an impure protein solution is passed through this
chromatographic material, the desired protein binds to the
immobilized ligand, whereas other substances are washed
through the column with the buffer. The desired protein can
then be recovered in highly purified form by changing the
elution conditions such that the protein is released from the
chromatographic matrix. The great advantage of affinity
chromatography is its ability to exploit the desired pro-
tein’s unique biochemical properties rather than the small
differences in physicochemical properties between pro-
teins that other chromatographic methods must utilize.

The chromatographic matrix in affinity chromatography
must be chemically inert, have high porosity, and have large
numbers of functional groups capable of forming covalent
linkages to ligands. Of the few materials available that meet
these criteria, agarose, which has numerous free hydroxyl
groups, is by far the most widely used. If the ligand has a pri-
mary amino group that is not essential for its binding to the
protein of interest, the ligand can be covalently linked to
the agarose in a two-step process (Fig. 6-13):

HO CH,—OH
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OH N + N=C—Br

_0
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Agarose bromide
1|0OH™
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2|-RNH, + H,0

[
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Figure 6-13 Covalent linking of ligand to agarose. The
formation of cyanogen bromide-activated agarose (top) and its
reaction with a primary amine to form a covalently attached
ligand for affinity chromatography (bottom).

1. Agarose is reacted with cyanogen bromide to form
an “activated” but stable intermediate (which is commer-
cially available).

2. Ligand reacts with the activated agarose to form co-
valently bound product.

Many proteins are unable to bind their cyanogen bro-
mide—coupled ligands due to steric interference with the
agarose matrix. This problem is alleviated by attaching the
ligand to the agarose by a flexible “spacer” group. This is
conveniently done through the use of commercially avail-
able activated resins. One such resin is “epoxy-activated”
agarose, in which a spacer group (containing, e.g., a chain of
12 atoms) links the resin to a reactive epoxy group. The
epoxy group can react with many of the nucleophilic
groups on ligands, thereby permitting the ligand of choice
to be covalently linked to the agarose via a tether of de-
fined length (Fig. 6-14).

The ligand used in the affinity chromatography isola-
tion of a particular protein must have an affinity for the
protein high enough to immobilize it on the agarose gel
but not so high as to prevent its subsequent release. If the
ligand is a substrate for an enzyme being isolated, the
chromatography conditions must be such that the enzyme
does not function catalytically or the ligand will be de-
stroyed.

After a protein has been bound to an affinity chro-
matography column and washed free of impurities, it must
be released from the column. One method of doing so is to
elute the column with a solution of a compound that has
higher affinity for the protein-binding site than the bound
ligand. Another is to alter the solution conditions such that
the protein-ligand complex is no longer stable, for exam-
ple, by changes in pH, ionic strength, and/or temperature.
However, care must be taken that the solution conditions
are not so inhospitable to the protein being isolated that it
is irreversibly damaged. An example of protein purifica-
tion by affinity chromatography is shown in Fig. 6-15.

Affinity chromatography has been used to isolate such
substances as enzymes, antibodies, transport proteins, hor-
mone receptors, membranes, and even whole cells. For in-
stance, the protein hormone insulin (Section 7-1) has been
covalently attached to agarose and used to isolate insulin
receptor (Section 19-3Ac), a cell-surface protein whose
other properties were previously unknown and which is
present in tissues in only very small amounts. Genetic engin-
eering techniques (Section 5-5G) have permitted the
affinity purification of proteins for which there is no useful
ligand by forming a fusion protein with (linking them to) a
protein for which a useful ligand is available. For example,
fusion proteins whose N-terminal portions consist of the
enzyme glutathione-S-transferase (GST; Section 25-7Cb)
tightly bind the tripeptide glutathione (Section 21-2Ba)
and hence are readily purified by affinity chromatography
on glutathione—agarose.

The separation power of affinity chromatography for a
specific protein is often far greater than that of other chro-
matographic techniques. Indeed, the replacement of many
chromatographic steps in a tried-and-true protein isolation
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protocol by a single affinity chromatographic step often re-
sults in purer protein in higher yield.

a. Immunoaffinity Chromatography Employs the

Binding Specificity of Monoclonal Antibodies

A melding of immunochemistry with affinity chro-
matography has generated a powerful method for purify-
ing biological molecules. Cross-linking monoclonal anti-
bodies (Section 6-1Da) to a suitable column material yields
a substance that will bind only the protein against which
the antibody has been raised. Such immunoaffinity chro-
matography can achieve a 10,000-fold purification in a
single step. Disadvantages of immunoaffinity chroma-
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Figure 6-14 Derivatization of epoxy-
activated agarose. Various types of
nucleophilic groups can be covalently
attached to epoxy-activated agarose via
reaction with its epoxide groups.

tography include the technical difficulty of producing mon-
oclonal antibodies and the harsh conditions that are often
required to elute the bound protein.

D. Other Chromatographic Techniques

A number of other chromatographic techniques are of bio-
chemical value. These are briefly discussed below.

a. Adsorption Chromatography Separates

Nonpolar Substances

In adsorption chromatography (the original chromato-
graphic method), molecules are physically adsorbed on the

(b)

Figure 6-15 (a) The purification of staphylococcal nuclease (a
DNA-hydrolyzing enzyme) by affinity chromatography. The
compound shown in Part b, whose bisphosphothymidine moiety
specifically binds to the enzyme, was covalently linked to
cyanogen bromide—activated agarose. The column was equilibrated
with 0.05M borate buffer, pH 8.0, containing 0.01M CaCl,, and
approximately 40 mg of partially purified material was applied to
the column. After 50 mL of buffer had been passed through the
column to wash away the unbound material, 0.1M acetic acid was
added to elute the enzyme. All of the original enzymatic activity,
comprising 8.2 mg of pure nuclease, was recovered. [ After
Cuatrecasas, P, Wilchek, M., and Anfinsen, C.B., Proc. Natl. Acad.
Sci. 61, 636 (1968).]
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surface of an insoluble substance such as alumina (Al,O3),
charcoal, diatomaceous earth (also called kieselguhr, the
siliceous fossils of unicellular organisms known as di-
atoms), finely powdered sucrose, or silica gel (silicic acid),
through van der Waals and hydrogen bonding associations.
The molecules are then eluted from the column by a pure
solvent such as chloroform, hexane, or ethyl ether or by a
mixture of such solvents. The separation process is based
on the partition of the various substances between the po-
lar column material and the nonpolar solvent. This proce-
dure is most often used to separate nonpolar molecules
rather than proteins.

b. Hydroxyapatite Chromatography

Separates Proteins

Proteins are adsorbed by gels of crystalline hydroxyap-
atite, an insoluble form of calcium phosphate with empiri-
cal formula Cas(PO,);OH. The separation of the proteins
occurs on gradient elution of the column with phosphate
buffer (the presence of other anions is unimportant). The
physicochemical basis of this fractionation procedure is not
fully understood but apparently involves the adsorption of
anions to the Ca’" sites and cations to the PO; sites of the
hydroxyapatite crystalline lattice.

c. Paper Chromatography Separates Small

Polar Molecules

Paper chromatography, developed in 1941 by Archer
Martin and Richard Synge, played an indispensable role in
biochemical analysis due to its ability to efficiently sepa-
rate small molecules such as amino acids, oligopeptides, nu-
cleotides, and oligonucleotides and its requirement for
only the simplest of equipment. Although paper chro-
matography has been supplanted by the more modern
techniques discussed in this chapter, we briefly describe it
here because of its historical importance and because
many of its principles and ancillary techniques are directly
applicable to the more modern techniques.

In paper chromatography (Fig. 6-16), a few drops of so-
lution containing a mixture of the components to be sepa-
rated are applied (spotted) ~2 cm above one end of a strip
of filter paper. After drying, that end of the paper is dipped
into a solvent mixture consisting of aqueous and organic
components; for example, water/butanol/acetic acid in a
4:5:1 ratio, 77% aqueous ethanol, or 6:7:7 water/t-amyl al-
cohol/pyridine. The paper should also be in contact with
the equilibrium vapors of the solvent. The solvent soaks
into the paper by capillary action because of the fibrous na-
ture of the paper. The aqueous component of the solvent
binds to the cellulose of the paper and thereby forms a sta-
tionary gel-like phase with it. The organic component of
the solvent continues migrating, thus forming the mobile
phase.

The rates of migration of the various substances being
separated are governed by their relative solubilities in the
polar stationary phase and the nonpolar mobile phase. In a
single step of the separation process, a given solute is dis-
tributed between the mobile and stationary phases accord-
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Figure 6-16 Experimental arrangement for paper
chromatography.

ing to its partition coefficient, an equilibrium constant de-
fined as

concentration in stationary phase

[6.4]

’ concentration in mobile phase

The molecules are therefore separated according to their po-
larities, with nonpolar molecules moving faster than polar
ones.

After the solvent front has migrated an appropriate dis-
tance, the chromatogram is removed from the solvent and
dried. The separated materials, if not colored, may be de-
tected by such means as their radioactivity, their fluores-
cence or ability to quench the normal fluorescence of pa-
per under UV light, or by spraying the chromatogram with
a solution of a substance that forms a colored product on
reaction with the substance(s) under investigation.

The migration rate of a substance may be expressed ac-
cording to the ratio

distance traveled by substance

[6.5]

7 distance traveled by solvent front
For a given solvent system and paper type, each substance
has a characteristic Ry value.

A complex mixture that is incompletely separated in a
single paper chromatogram can often be fully resolved by
two-dimensional paper chromatography (Fig. 6-17). In this
technique, a chromatogram is made as previously de-
scribed except that the sample is spotted onto one corner
of a sheet of filter paper and the chromatogram is run par-
allel to an edge of the paper. After the chromatography has
been completed and the paper dried, the chromatogram is
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Figure 6-17 Two-dimensional paper chromatography.

rotated 90° and is chromatographed parallel to the second
edge using another solvent system. Since each compound
migrates at a characteristic rate in a given solvent system,
the second chromatographic step should greatly enhance
the separation of the mixture into its components.

d. Thin Layer Chromatography Is Used to Separate

Organic Molecules

In thin layer chromatography (TLC), a thin (~0.25 mm)
coating of a solid material spread on a glass or plastic plate
is utilized in a manner similar to that of the paper in paper
chromatography. In the case of TLC, however, the chro-
matographic material can be a variety of substances such as
ion exchangers, gel filtration agents, and physical adsor-
bents. According to the choice of solvent for the mobile
phase, the separation may be based on adsorption, parti-
tion, gel filtration, ion exchange processes, or some combi-
nation of these. The advantages of thin layer chromatogra-
phy in convenience, rapidity, and high resolution have led
to its routine use in the analysis of organic molecules.

e. Reverse-Phase Chromatography Separates

Nonpolar Substances Including Denatured Proteins

Reverse-phase chromatography (RPC) is a form of lig-
uid-liquid partition chromatography in which the polar
character of the phases is reversed relative to that of paper
chromatography: The stationary phase typically consists of
a nonpolar liquid immobilized on silica substituted with #-
alkyl chains such as Cg and Cy;, and the mobile phase is a
more polar liquid. Reverse-phase chromatography was
first developed to separate mixtures of nonpolar sub-
stances such as lipids but has also been found to be effec-
tive in separating polar substances such as oligonucleotides
and proteins, provided that they have exposed nonpolar
areas. Although nonpolar side chains tend to inhabit the
water-free interiors of native proteins (Section 8-3Bb),
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denaturation results in the exposure of these side chains to
the solvent. Even when the protein is still in the native
state, a significant fraction of these hydrophobic groups
are at least partially exposed to the solvent at the protein
surface. Consequently, under suitable conditions, proteins
hydrophobically interact with the nonpolar groups on an
immobilized matrix. The hydrophobic interactions in RPC
are strong, so the eluting mobile phase must be highly non-
polar (containing high concentrations of organic solvents
such as acetonitrile) to dislodge adsorbed substances from
the stationary phase. RPC therefore usually denatures
proteins.

f. Hydrophobic Interaction Chromatography

Separates Native Proteins on the Basis

of Surface Hydrophobicity

Hydrophobic interactions form the basis not only of
RPC but of hydrophobic interaction chromatography
(HIC). However, whereas the stationary phase in RPC is
strongly hydrophobic in character, often resulting in pro-
tein denaturation, in HIC it is a hydrophilic substance, such
as an agarose gel, that is only lightly substituted with hy-
drophobic groups, usually octyl or phenyl residues. The re-
sulting hydrophobic interactions in HIC are therefore rela-
tively weak, so proteins maintain their native structures.
The eluants in HIC, whose gradients must progressively re-
duce these weak hydrophobic interactions, are aqueous
buffers with, for example, decreasing salt concentrations
(hydrophobic interactions are strengthened by increased
ionic strength; Section 6-2A), increasing concentrations of
detergents, or increasing pH. Thus, HIC separates native
proteins according to their degree of surface hydrophobic-
ity, a criterion that differs from those on which other types
of chromatography are based.

g. Metal Chelation Affinity Chromatography

Separates Proteins with Metal-Chelating Groups

In metal chelation affinity chromatography, a divalent
metal ion such as Mn?>", Zn>", or Ni*" is attached to a chro-
matographic matrix such as agarose beads covalently
linked to metal-chelating groups under conditions that
proteins bearing metal-chelating groups (e.g., multiple His
or Cys side chains) are retained. Recombinant DNA tech-
niques (Section 5-5G) can be used to append a segment of
six consecutive His residues, known as a His Tag, to the N-
or C-terminus of the polypeptide to be isolated. This cre-
ates a metal ion-binding site that allows the recombinant
protein to be purified by metal chelation affinity chro-
matography. After the protein has been eluted, usually by
altering the pH, the His-Tag can be removed by the action
of a specific protease whose recognition sequence cleaves
the (His), sequence from the rest of the protein.

h. HPLC Has Permitted Greatly

Improved Separations

In high-performance liquid chromatography (HPLC), a
separation may be based on adsorption, ion exchange, size
exclusion, HIC, or RPC as previously described. The sepa-



146  Chapter 6. Techniques of Protein and Nucleic Acid Purification

rations are greatly improved, however, through the use of
high-resolution columns, and the column retention times
are much reduced. The narrow and relatively long columns
are packed with a noncompressible matrix of fine (1-10
pm in diameter) silica beads, whose available hydroxyl
groups can be derivatized with many of the commonly used
functional groups of ion exchange chromatography, RPC,
HIC, or affinity chromatography. Alternatively, glass or
plastic beads may be coated with a thin layer of the station-
ary phase. The mobile phase is one of the solvent systems
previously discussed, including gradient elutions with bi-
nary or even ternary mixtures. In the case of HPLC, how-
ever, the mobile phase is forced through the tightly packed
column at pressures of up to 15,000 psi (pounds per square
inch), leading to greatly reduced analysis times. The elu-
tants are detected as they leave the column according to
their UV absorption, refractive index, or fluorescence.
The advantages of HPLC are

1. Its high resolution, which permits the routine purifi-
cation of mixtures that have defied separation by other
techniques.

2. Its speed, which permits separations to be accom-
plished in as little as a few minutes.

3. Its high sensitivity, which, in favorable cases, permits
the quantitative estimation of less than picomole quantities
of materials.

4. Its capacity for automation.

Thus, few biochemistry laboratories now function without
access to at least one HPLC system. HPLC is also often uti-
lized in the clinical analyses of body fluids because it can
rapidly, routinely, and automatically yield reliable quantita-
tive estimates of nanogram quantities of biological materi-
als such as vitamins, steroids, lipids, and drug metabolites.

4 ELECTROPHORESIS

Electrophoresis, the migration of ions in an electric field, is
widely used for the analytical separation of biological mol-
ecules. The laws of electrostatics state that the electrical
force, F,j.cyic» ON an ion with charge ¢ in an electric field of
strength E is expressed by

Felectric = qE [66]

The resulting electrophoretic migration of the ion through
the solution is opposed by a frictional force

F friction = Vf [67]

where v is the rate of migration (velocity) of the ion and f
is its frictional coefficient. The frictional coefficient is a
measure of the drag that the solution exerts on the moving
ion and is dependent on the size, shape, and state of solva-
tion of the ion as well as on the viscosity of the solution (Sec-
tion 6-5A). In a constant electric field, the forces on the ion
balance each other:

qE = vf [6.8]

so that each ion moves with a constant characteristic veloc-
ity. An ion’s electrophoretic mobility, v, is defined

v _4q

= E = ? [69]

v
The electrophoretic (ionic) mobilities of several common
small ions in H,O at 25°C are listed in Table 2-2.

Equation [6.9] really applies only to ions at infinite dilu-
tion in a nonconducting solvent. In aqueous solutions, poly-
electrolytes such as proteins are surrounded by a cloud of
counterions, which impose an additional electric field of
such magnitude that Eq. [6.9] is, at best, a poor approxima-
tion of reality. Unfortunately, the complexities of ionic so-
lutions have, so far, precluded the development of a theory
that can accurately predict the mobilities of polyelec-
trolytes. Equation [6.9], however, correctly indicates that
molecules at their isoelectric points, pl, have zero elec-
trophoretic mobility. Furthermore, for proteins and other
polyelectrolytes that have acid-base properties, the ionic
charge, and hence the electrophoretic mobility, is a func-
tion of pH.

The use of electrophoresis to separate proteins was first
reported in 1937 by the Swedish biochemist Arne Tiselius.
The technique he introduced, moving boundary elec-
trophoresis, was one of the few powerful analytical tech-
niques available in the early years of protein chemistry.
However, since this method takes place entirely in solu-
tion, preventing the convective mixing of the migrating
proteins necessitates a cumbersome apparatus that re-
quires very large samples. Moving boundary electro-phore-
sis has therefore been supplanted by zone electrophoresis,
a technique in which the sample is constrained to move in
a solid support such as filter paper, cellulose acetate, or,
most commonly, a gel. This largely eliminates the convec-
tive mixing of the sample that limits the resolution achiev-
able by moving boundary electrophoresis. Moreover, in
zone electrophoresis, the various sample components mi-
grate as discrete bands (zones) and hence only small quan-
tities of materials are required.

A. Paper Electrophoresis

In paper electrophoresis, the sample is applied to a point
on a strip of filter paper or cellulose acetate moistened
with buffer solution. The ends of the strip are immersed in
separate reservoirs of buffer in which the electrodes are
placed (Fig. 6-18). On application of a direct current (often
of ~20V - cm™), the ions of the sample migrate toward the
electrodes of opposite polarity at characteristic rates to
eventually form discrete bands. An ion’s migration rate is
influenced, to some extent, by its interaction with the sup-
port matrix but is largely a function of its charge. On com-
pletion of the electrophoretogram (which usually takes
several hours), the strip is dried and the sample compo-
nents are located using the same detection methods em-
ployed in paper chromatography (Section 6-3D).

Paper electrophoresis and paper chromatography are su-
perficially similar. However, paper electrophoresis separates



ions largely on the basis of their ionic charges, whereas pa-
per chromatography separates molecules on the basis of
their polarities. The two methods can be combined in a two-
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Figure 6-18 Paper electrophoresis. (a) A diagram of the apparatus
used. The sample is applied to a point on the buffer-moistened
paper. The ends of the paper are dipped into reservoirs of buffer
in which the electrodes are immersed, and an electric field is
applied. (b) The completed paper electrophoretogram. Note that
positive ions (cations) have migrated toward the cathode and
negative ions (anions) have migrated toward the anode. Uncharged
molecules remain at the point of sample application.
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dimensional technique called fingerprinting in which a
sample is first treated as in two-dimensional paper chro-
matography (Section 6-3D) but is subjected to elec-
trophoresis in place of the second chromatographic step.
Molecules are thereby separated according to both their
charge and their polarity.

B. Gel Electrophoresis

Gel electrophoresis, which is among the most powerful and
yet conveniently used methods of macromolecular separa-
tion, has supplanted paper electrophoresis. The gels in
common use, polyacrylamide and agarose, have pores of
molecular dimensions whose sizes can be specified. The
molecular separations are therefore based on gel filtration
as well as the electrophoretic mobilities of the molecules be-
ing separated. The gels in gel electrophoresis, however, re-
tard large molecules relative to smaller ones, the reverse of
what occurs in gel filtration chromatography, because there
is no solvent space in gel electrophoresis analogous to that
between the gel beads in gel filtration chromatography
(electrophoretic gels are often directly cast in the elec-
trophoresis device, although precast gels are also widely
used). Since the molecules in a sample cannot leave the gel,
the electrophoretic movement of larger molecules is im-
peded relative to that of smaller molecules.

In polyacrylamide gel electrophoresis (PAGE), gels are
made by the free radical-induced polymerization of acryl-
amide and N,N’-methylenebisacrylamide in the buffer of
choice (Fig. 6-19).The gel is usually cast as a thin rectangu-
lar slab in which several samples can be simultaneously
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Figure 6-19 Polymerization of acrylamide and
N,N'-methylenebisacrylamide to form a cross-linked
polyacrylamide gel. The polymerization is induced by free radicals
resulting from the chemical decomposition of ammonium
persulfate (S,03~ — 2SO, ™) or the photodecomposition of
riboflavin in the presence of traces of O,. In either case,
N,N,N',N'-tetramethylethylenediamine (TEMED), a free

radical stabilizer, is usually added to the gel mixture. The physical
properties of the gel and its pore size are controlled by the
proportion of polyacrylamide in the gel and its degree of
cross-linking. The most commonly used polyacrylamide
concentrations are in the range 3-15%, with the amount of

N, N'-methylenebisacrylamide usually fixed at 5% of the

total acrylamide present.
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Figure 6-20 Apparatus for slab gel electrophoresis. Samples,
applied in slots that have been cast in the top of the gel, are
electrophoresed in parallel lanes.

analyzed in parallel lanes (Fig. 6-20), a good way of com-
paring similar samples. The buffer, which is the same in
both reservoirs and the gel, has a pH (usually ~9 for pro-
teins) such that the macromolecules have net negative
charges and hence migrate to the anode in the lower reser-
voir. Each sample, which can contain as little as 10 pg of
macromolecular material, is dissolved in a minimal
amount of a relatively dense glycerol or sucrose solution
to prevent it from mixing with the buffer in the upper
reservoir and is applied in preformed slots at the top of the
gel (Fig. 6-20). Alternatively, the sample may be contained
in a short length of “sample gel,” whose pores are too large
to impede macromolecular migration. A direct current of
~300 V is passed through the gel for a time sufficient to
separate the macromolecular components into a series of
discrete bands (30-90 min), the gel is removed from its
holder, and the bands are visualized by an appropriate
method (see below). Using this technique, a protein mix-
ture of 0.1 to 0.2 mg can be resolved into as many as 20 dis-
crete bands.

a. Disc Electrophoresis Has Improved Resolution

The narrowness of the bands in the foregoing method,
and therefore the resolution of the separations, is limited
by the length of the sample column as it enters the gel. The
bands are greatly sharpened by an ingenious technique
known as discontinuous pH or disc electrophoresis, which
requires a two-gel system and several different buffers
(Fig. 6-21). The “running gel,” in which the separation takes
place, is prepared as described previously and then over-
layered by a short (1 cm), large-pored “stacking” or “spacer
gel.” The buffer in the lower reservoir and in the running
gel is as described before, while that in the sample solution
(or gel) and in the stacking gel has a pH about two units
less than that of the lower reservoir. The pH of the buffer in
the upper reservoir, which must contain a weak acid (usu-

ally glycine, pK, = 9.78),is adjusted to a pH near that of the
lower reservoir.

When the current is switched on, the buffer ions from
the upper reservoir migrate into the stacking gel as the
stacking gel buffer ions migrate ahead of them. As this oc-
curs, the upper reservoir buffer ions encounter a pH that is
much lower than their pK. They therefore assume their un-
charged (or, in the case of glycine, zwitterionic) form and
become electrophoretically immobile. This causes a defi-
ciency of charge carriers, that is, a high electrical resistance
R, in this region which, because of the requirement of a
constant current, /, throughout the electrical circuit, results,
according to Ohm’s law (E = [R), in a highly localized in-
crease in the electric field, E. In response to this increased
field, the macromolecular anions migrate rapidly until they
reach the region containing the stacking gel buffer ions,
where they slow down because at that point there is no ion
deficiency. This effect causes the macromolecular ions to ap-
proach the running gel as stacks of very narrow (~0.01 mm
thick) bands or disks that are ordered according to their mo-
bilities and lie between the migrating ions of the upper
reservoir and those of the stacking gel. As the macromo-
lecular ions enter the running gel, they slow down as a re-
sult of gel filtration effects. This permits the upper reservoir
buffer ions to overtake the macromolecular bands and, be-
cause of the running gel’s higher pH, assume their fully
charged form as they too enter the gel. The charge carrier
deficiency therefore disappears and from this point on the
electrophoretic separation proceeds normally. However,
the compactness of the macromolecular bands entering the
running gel greatly increases the resolution of the macro-
molecular separations (e.g., Fig. 6-22).

b. Agarose Gels Are Used to Separate Large

Molecules Electrophoretically

The very large pores needed for the PAGE of large mo-
lecular mass compounds (>200 kD) requires gels with such
low polyacrylamide concentrations (<2.5%) that they are
too soft to be usable. This difficulty is circumvented by us-
ing agarose (Fig. 6-13). For example, a 0.8% agarose gel is
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gel \\ \
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Figure 6-21 Diagram of a disc electrophoresis apparatus.
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Figure 6-22 Disc electrophoresis of human serum in a 0.5 X
4.0—cm polyacrylamide gel column. The proteins were visualized
by staining them with amido black. [From B. J. Davis, Annals of
the New York Academy of Science 121,404 (1964), Fig. 8.]

used for the electrophoretic separation of nucleic acids
with molecular masses of up to 50,000 kD.

c. Gel Bands May Be Detected by Staining,

Radioactive Counting, or Inmunoblotting

Bands resulting from a gel electrophoretic separation
can be located by a variety of techniques. Proteins are often
visualized by staining. Coomassie brilliant blue,

T0,8 505~
CoHs
R250: R =H
G250: R = CH,
NH
OC,H,

Coomassie brilliant blue
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which is the most widely used dye for this purpose, is ap-
plied by soaking the gel in an acidic, alcoholic solution con-
taining the dye. This fixes the protein in the gel by denatur-
ing it and complexes the dye to the protein. Excess dye is
removed by extensively washing the gel with an acidic so-
lution or by electrophoretic destaining. Protein bands con-
taining as little as 0.1 pg can thereby be detected. Gel
bands containing less than this amount of protein may be
visualized with silver stain, which is ~50 times more sensi-
tive but more difficult to apply. The recently developed
SYPRO dyes, which strongly fluoresce under UV light
when bound to protein, are equally sensitive as silver stain
but easier to apply. Fluorescamine, a widely used protein
stain, is a nonfluorescent molecule that reacts with primary
amines, such as lysine residues, to yield an addition product
that is highly UV-fluorescent.

—
R—N
(0} O
+ RNH, OH
COOH
(0)
Fluorescamine Fluorescamine adduct
(nonfluorescent) (highly fluorescent)

Proteins, as well as other substances, can be detected
through the UV absorption of a gel along its length. If the
sample is radioactive, the gel may be dried under vacuum
to form a cellophane-like material or, alternatively, covered
with plastic wrap, and then clamped over a sheet of X-ray
film. After a time (from a few minutes to many weeks
depending on the radiation intensity) the film is developed,
and the resulting autoradiograph shows the positions of
the radioactive components by a blackening of the film [al-
ternatively, a phosphorimager (Section 5-5D) can be used
to reveal the locations of the radioactive components
within even a few seconds]. A gel may also be sectioned
widthwise into many slices and the level of radioactivity in
each slice determined using a scintillation counter. The lat-
ter method yields quantitatively more accurate results than
autoradiography. Sample materials can also be eluted from
gel slices for identification and/or further treatment.

If an antibody to the protein of interest is available, it is
possible to specifically detect this protein on a gel in the
presence of many other proteins by an immunoblot (also
known as a Western blot). This procedure is a variation of
Southern blotting (Section 5-5D) that uses a technique
similar to ELISA (Section 6-1Da) to detect the protein(s)
of interest (Fig. 6-23):

1. A completed gel electrophoretogram is blotted onto
a sheet of nitrocellulose (much like in Fig. 5-48), which
strongly and nonspecifically binds proteins [nylon or
polyvinylidene fluoride (PVDF) membranes may also be
used].
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1. Perform gel electrophoresis
on a sample containing the
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Figure 6-23 Detection of proteins by immunoblotting.

2. The excess adsorption sites on the nitrocellulose are
blocked with a nonspecific protein such as casein (milk
protein; nonfat milk itself is often used) to prevent the non-
specific adsorption of the antibodies (which are also pro-
teins) used in Steps 3 and 4.

3. The blot is treated with antibody to the protein of in-
terest (the primary antibody). This is usually a rabbit anti-
body.

4. After washing away the unbound primary antibody,
the blot is incubated with a goat antibody, directed against
all rabbit antibodies, to which an easily assayed enzyme has
been covalently linked (the secondary antibody).

5. After washing away the unbound secondary anti-
body, the enzyme in the bound secondary antibody is as-
sayed with a color-producing reaction, causing colored
bands to appear on the nitrocellulose where the protein of
interest is bound.

Alternatively, the primary antibody used in Step 3 may be
labeled with the radioactive isotope '*I, the unbound anti-
body washed away, and the position of the bound protein
on the blot revealed by autoradiography.

C. SDS-PAGE

Soaps and detergents are amphipathic molecules (Section
2-1Ba) that are strong protein denaturing agents for rea-
sons explained in Section 8-4E. Sodium dodecyl sulfate
(SDS),

[CH3 - (CHZ)lO - CHZ - O - SO;]N3+
Sodium dodecyl sulfate (SDS)

a detergent that is often used in biochemical preparations,
binds quite tenaciously to proteins, causing them to assume
a rodlike shape. Most proteins bind SDS in the same ratio,
1.4 g of SDS per gram of protein (about one SDS molecule
for every two amino acid residues). The large negative

3. Incubate with rabbit 4. Wash and incubate 5. Assay the
antibody to the protein with an enzyme-linked  linked enzyme
of interest goat anti-rabbit with a colori-

antibody metric reaction

Binding of
primary
antibody

Binding of enzyme-
linked secondary
antibody

Immunoblot

charge that the SDS imparts masks the protein’s intrinsic
charge so that SDS-treated proteins tend to have identical
charge-to-mass ratios and similar shapes. Consequently, the
electrophoresis of proteins in an SDS-containing polyacryl-
amide gel separates them in order of their molecular masses
because of gel filtration effects. Figure 6-24 provides an ex-
ample of the resolving power and the reproducibility of
SDS-PAGE.

The molecular masses of “normal” proteins are rou-
tinely determined to an accuracy of 5 to 10% through
SDS-PAGE. The relative mobilities of proteins on such
gels vary linearly with the logarithm of their molecular
masses (Fig. 6-25). In practice, a protein’s molecular mass is
determined by electrophoresing it together with several
“marker” proteins of known molecular masses which
bracket that of the protein of interest.

Many proteins consist of more than one polypeptide
chain (Section 8-5A). SDS treatment disrupts the noncova-
lent interactions between these subunits. Therefore,
SDS-PAGE yields the molecular masses of the protein’s
subunits rather than that of the intact protein unless the
subunits are disulfide linked. However, mercaptoethanol is
usually added to SDS-PAGE gels so as to reductively
cleave these disulfide bonds (Section 7-1B).

D. Isoelectric Focusing

A protein has charged groups of both polarities and there-
fore has an isoelectric point, p/, the pH at which it is immo-
bile in an electric field (Section 4-1D). If a mixture of pro-
teins is electrophoresed through a solution having a stable
pH gradient in which the pH smoothly increases from anode
to cathode, each protein will migrate to the position in the
pH gradient corresponding to its isoelectric point. If a pro-
tein molecule diffuses away from this position, its net
charge will change as it moves into a region of different
pH, and the resulting electrophoretic forces will move it
back to its isoelectric position. Each species of protein is
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Figure 6-24 SDS-PAGE. The SDS-polyacrylamide disc
electrophoretogram shows separation of proteins from the
supernatant (/eff) and membrane fractions (right) of various
strains of the bacterium Salmonella typhimurium. Samples of
200 g of protein each were run in parallel lanes on a 35-cm-long,
0.8-mm-thick slab gel containing 10% polyacrylamide. The lane
marked MW contains molecular weight standards. [Courtesy of
Giovanna F. Ames, University of California at Berkeley.]
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thereby “focused” into a narrow band about its isoelectric
point that may be as thin as 0.01 pH unit. Hence, this
process is called isoelectric focusing (IEF).

A pH gradient produced by mixing two different buffers
together in continuously varying ratios is unstable in an
electric field because the buffer ions migrate to the elec-
trode of opposite polarity. Rather, the pH gradient in IEF
is formed by a mixture of low molecular mass (600-900 D)
oligomers bearing aliphatic amino and carboxylic acid
groups (Fig. 6-26) that have a range of isoelectric points.
Under the influence of an electric field in solution, these
ampholytes (amphoteric electrolytes) will each migrate to
their isoelectric points. Consequently, the most acidic am-
pholytes gather at the anode and the progressively more
basic ones position themselves ever closer to the cathode.
The pH gradient, which is maintained by the ~1000V elec-
tric field, arises from the buffering action of these am-
pholytes. The convection of the pH gradient is prevented
by carrying out IEF in a lightly cross-linked polyacryl-
amide gel in the form of a rod or slab. IEF gels often con-
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Figure 6-25 Logarithmic relationship between the molecular
mass of a protein and its relative electrophoretic mobility in
SDS-PAGE. This relationship is plotted for 37 polypeptides
ranging from 11 to 70 kD. [After Weber, K. and Osborn, M., J.
Biol. Chem. 244, 4406 (1969).]

tain ~6M urea, a powerful protein denaturing agent that,
unlike SDS, is uncharged and hence cannot directly affect
the charge of a protein.

An alternative form of IEF utilizes gels containing im-
mobilized pH gradients. These are made from acrylamide
derivatives that are covalently linked to ampholytes.
Through the use of a gradient maker (e.g., Fig. 6-7), a gel
containing an immobilized pH gradient is polymerized
from a continuously varying mixture of acrylamide deriva-
tives with different pK’s so that the gel’s pH varies
smoothly from one end to the other.

The fact that IEF separates proteins into sharp bands
makes it a useful analytical and preparative tool. In fact,
many protein preparations once thought to be homogen-
eous have been resolved into several components by IEF.
IEF can be combined with electrophoresis in an extremely
powerful two-dimensional separation technique named

*CHZ*ITI*(CHZ)n*ITIfCHzf
(?Hz)n R
NR,
n=2or3
R =H or —(CH,),—COOH

Figure 6-26 General formula of the ampholytes used in
isoelectric focusing.
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Figure 6-27 Two-dimensional (2D) gel electrophoresis. This
autoradiogram shows the separation of E. coli proteins by 2D gel
electrophoresis (isoelectric focusing horizontally and
SDS-PAGE vertically). A 10-pg sample of proteins from E. coli
that had been labeled with '*C-amino acids was subjected to
isoelectric focusing in a 2.5 X 130-mm tube of a urea-containing
polyacrylamide gel. The gel was then extruded from its tube,
placed in contact with one edge of an SDS—polyacrylamide slab
gel, and subjected to electrophoresis. Over 1000 spots were
counted on the original autoradiogram, which resulted from an
825-h exposure. [Courtesy of Patrick O’Farrell, University of
California at San Francisco.]

two-dimensional (2D) gel electrophoresis; Fig. 6-27). Up
to 5000 proteins can be observed on a single two-dimen-
sional electrophoretogram. Hence two-dimensional gel
electrophoresis is a valuable tool for proteomics (the
study of the proteome, which, in analogy with the term
“genome,” is defined as the aggregate of all the proteins
expressed by a cell or organism, but with emphasis on
their quantitation, localization, modifications, interactions,
and activities, as well as their identification). Individual
protein bands in a stained gel can be cut out from the gel
(with a scalpel or by a robot guided by a digitized image of
the gel acquired by an optical scanner or a digital camera),
destained, and the protein eluted from the gel fragment
for identification and/or characterization, often by mass
spectrometry (Section 7-1J). Variant proteins can be found
by comparing the positions and intensities of the bands in
2D gels of similar preparations. This can be done with the
aid of a computer after acquiring digitized images of the
stained gels. Numerous reference 2D gels are publicly
available for this purpose in the Web-accessible databases
listed at http://www.expasy.org/swiss-2dpage?de. These
databases contain images of 2D gels of a variety of organ-
isms and tissues and identify many of their component
proteins.

E. Capillary Electrophoresis

Although gel electrophoresis in its various forms is a com-
mon and highly effective method for separating charged

molecules, it typically requires an hour or more for a run
and is difficult to quantitate and automate. These disadvan-
tages are largely overcome through the use of capillary
electrophoresis (CE), a technique in which electrophoresis
is carried out in very thin (10 to 100 pm inner diameter)
capillary tubes made of silica, glass, or plastic. Such narrow
capillaries rapidly dissipate heat and hence permit the use
of high electric fields (typically 100 to 300 V - cm™, about
10 times that of most other electrophoretic techniques),
which reduces separation times to a few minutes. These
rapid separations, in turn, minimize band broadening
caused by diffusion, thereby yielding extremely sharp
separations. Capillaries can be filled with buffer (as in
moving boundary electrophoresis, but here the capillary’s
narrow bore all but eliminates convective mixing),
SDS-polyacrylamide gel (separation according to molecu-
lar mass; Section 6-4C), or ampholytes (isoelectric focus-
ing; Section 6-4D). These CE techniques have extremely
high resolution and can be automated in much the same
way as is HPLC, that is, with automatic sample loading and
on-line sample detection. Since CE can only separate small
amounts of material, it is largely limited to use as an analyt-
ical technique.

5 ULTRACENTRIFUGATION

If a container of sand and water is shaken and then allowed
to stand quietly, the sand will rapidly sediment to the bot-
tom of the container due to the influence of Earth’s gravity
(an acceleration g equal to 9.81 m - s2). Yet macromole-
cules in solution, which experience the same gravitational
field, do not exhibit any perceptible sedimentation because
their random thermal (Brownian) motion keeps them uni-
formly distributed throughout the solution. Only when they
are subjected to enormous accelerations will the sedimenta-
tion behavior of macromolecules begin to resemble that of
sand grains.

The ultracentrifuge was developed around 1923 by the
Swedish biochemist The Svedberg. Using this instrument,
Svedberg first demonstrated that proteins are macromole-
cules with homogeneous compositions and that many pro-
teins are composed of subunits. Within a few decades, ultra-
centrifugation became an indispensable tool for the
fractionation of proteins, nucleic acids, and subcellular par-
ticles. Modern ultracentrifuges can attain rotational speeds
as high as 150,000 rpm (revolutions per minute) so as to
generate centrifugal fields in excess of 1 million X g. In this
section we outline the theory and practice of ultracentrifu-
gation.

A. Sedimentation

The rate at which a particle sediments in the ultracen-
trifuge is related to its mass. The force, Fy,imentasion, 2Cting to
sediment a particle of mass m that is located a distance r
from a point about which it is revolving with angular veloc-
ity o (in radians - s7') is the centrifugal force (mw?r) on the
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particle less the buoyant force (V,pw’r) exerted by the so-
lution:

[6.10]

— 2. _ 2
Fsedimentatiun = moTr Vpp(l) r

Here V, is the particle volume and p is the density of the
solution. However, the motion of the particle through the
solution, as we have seen in our study of electrophoresis, is
opposed by the frictional force:

Ffriction = Vf [67]

where v = dr/dt is the rate of migration of the sedimenting
particle and fis its frictional coefficient. The particle’s fric-
tional coefficient can be determined from measurements
of its rate of diffusion.

Under the influence of gravitational (centrifugal) force,
the particle accelerates until the forces on it exactly bal-
ance:

mw’r — V,pw’r = vf [6.11]
The mass of 1 mol of particles, M, is
M = mN [6.12]

where N is Avogadro’s number (6.022 X 10%). Thus, a par-
ticle’s volume, V,, may be expressed in terms of its molar
mass:

vm

V.=Vm=
P m N

[6.13]

where V, the particle’s partial specific volume, is the vol-
ume change when 1 g (dry weight) of particles is dissolved

Table 6-4 Physical Constants of Some Proteins
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in an infinite volume of the solute. For most proteins dis-
solved in pure water at 20°C, V is near 0.73 cm’ - g (Table
6-4). Indeed, for proteins of known amino acid composi-
tion, V is closely approximated by the sum of the partial
specific volumes of its component amino acid residues,
thereby indicating that the atoms in proteins are closely
packed (Section 8-3Bc).

a. A Particle May Be Characterized by Its
Sedimentation Rate
Substituting Egs. [6.12] and [6.13] into Eq. [6.11] yields

M1 — Vp)w’r
= 6.14
of 5 [6.14]
Now define the sedimentation coefficient, s, as
v 1/dnr M(1 - Vp)
=—=— = 1
S w’r u)2< dt ) Nf [6.15]

The sedimentation coefficient, a quantity that is analo-
gous to the electrophoretic mobility (Eq. [6.9]) in that it
is a velocity per unit force, is usually expressed in units of
1071 s, which are known as svedbergs (S). For the sake of
uniformity, the sedimentation coefficient is customarily
corrected to the value that would be obtained at 20°C in
a solvent with the density and viscosity of pure water.
This is symbolized s, ,. Table 6-4 and Fig. 6-28 indicate
the values of s,,, in svedbergs for a variety of biological
materials.

Equation [6.15] indicates that a particle’s mass, m =
MI/N, can be determined from the measurement of its sedi-
mentation coefficient, s, and the solution density, p, if its

Partial Specific Sedimentation

Molecular Volume, V5, Coefficient, Frictional
Protein Mass (kD) (cm?- g™ S50, (S) Ratio, f/f,
Lipase (milk) 6.7 0.714 1.14 1.190
Ribonuclease A (bovine pancreas) 12.6 0.707 2.00 1.066
Cytochrome c¢ (bovine heart) 13.4 0.728 1.71 1.190
Myoglobin (horse heart) 16.9 0.741 2.04 1.105
a-Chymotrypsin (bovine pancreas) 21.6 0.736 2.40 1.130
Crotoxin (rattlesnake) 29.9 0.704 3.14 1.221
Concanavalin B (jack bean) 42.5 0.730 3.50 1.247
Diphtheria toxin 70.4 0.736 4.60 1.296
Cytochrome oxidase (P, aeruginosa) 89.8 0.730 5.80 1.240
Lactate dehydrogenase H (chicken) 150 0.740 7.31 1.330
Catalase (horse liver) 222 0.715 11.20 1.246
Fibrinogen (human) 340 0.725 7.63 2.336
Hemocyanin (squid) 612 0.724 19.50 1.358
Glutamate dehydrogenase (bovine liver) 1015 0.750 26.60 1.250
Turnip yellow mosaic virus protein 3013 0.740 48.80 1.470

Source: Smith, M.H., in Sober, H.A. (Ed.), Handbook of Biochemistry and Molecular Biology (2nd ed.), p. C-10, CRC Press (1970).
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Figure 6-28 Sedimentation coefficients in svedbergs (S) for some biological materials.

[After a diagram supplied by Beckman Coulter, Inc.]

frictional coefficient, £ and its partial specific volume, V,
are known. Indeed, before about 1970, most macromolecu-
lar mass determinations were made using the analytical ul-
tracentrifuge, a device in which the sedimentation rates of
molecules under centrifugation can be optically measured
(the masses of macromolecules are too high to be accurately
determined by such classic physical techniques as melting
point depression or osmotic pressure measurements).

Although the advent of much simpler molecular mass deter-
mination methods, such as gel filtration chromatography
(Section 6-3Ba) and SDS-PAGE (Section 6-4C), had caused
analytical ultracentrifugation to largely fade from use, re-
cently developed instrumentation has led to a resurgence
in the use of analytical ultracentrifugational measure-
ments. They are particularly useful in characterizing sys-
tems of associating macromolecules.



b. The Frictional Ratio Is Indicative of Molecular

Solvation and Shape

For an unsolvated spherical particle of radius r, the fric-
tional coefficient is determined according to the Stokes
equation:

f=6mr, [6.16]

where 7 is the viscosity of the solution. Solvation increases
the frictional coefficient of a particle by increasing its effec-
tive or hydrodynamic volume. Furthermore, f is minimal
when the particle is a sphere. This is because a nonspherical
particle has a larger surface area than a sphere of equal vol-
ume and therefore must, on the average, present a greater
surface area toward the direction of movement than a
sphere.

The frictional coefficient, f, of a particle of known mass
and partial specific volume can be ultracentrifugationally
determined using Eq. [6.15]. The effective or Stokes radius
of a particle in solution can be calculated by solving Eq.
[6.16] for r,, given the experimentally determined values of
fand m. Conversely, the minimal frictional coefficient of a
particle, f;, can be calculated from the mass and the partial
specific volume of the particle by assuming it to be spheri-
cal (V, = 3mr}) and unsolvated:

17\ 1/3
fo = w247

o [6.17]

If the frictional ratio, f/f;, of a particle is much greater than
unity, it must be concluded that the particle is highly sol-
vated and/or significantly elongated. The frictional ratios
of a selection of proteins are presented in Table 6-4. The
globular proteins, which are known from structural studies
to be relatively compact and spheroidal (Section 8-3B),
have frictional ratios ranging up to ~1.5. Fibrous mole-
cules such as DNA and the blood clotting protein fibrino-
gen (Section 35-1Aa) have larger frictional ratios. On de-
naturation, the frictional coefficients of globular proteins
increase by as much as twofold because denatured pro-
teins assume flexible and fluctuating random coil confor-
mations in which all parts of the molecule are in contact
with solvent (Section 8-1D).

B. Preparative Ultracentrifugation

Preparative ultracentrifuges, which as their name implies
are designed for sample preparation, differ from analytical
ultracentrifuges in that they lack sample observation facil-
ities. Preparative rotors contain cylindrical sample tubes
whose axes may be parallel, at an angle, or perpendicular to
the rotor’s axis of rotation, depending on the particular ap-
plication (Fig. 6-29).

In the derivation of Eq. [6.15], it was assumed that sedi-
mentation occurred through a homogeneous medium. Sed-
imentation may be carried out in a solution of an inert sub-
stance, however, such as sucrose or CsCl, in which the
concentration, and therefore the density, of the solution in-
creases from the top to the bottom of the centrifuge tube.
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Figure 6-29 A selection of preparative ultracentrifuge rotors.
The sample tubes of the swinging bucket rotors (rear) are hinged
so that they swing from the vertical to the horizontal position as
the rotor starts spinning, whereas the sample tubes of the other
rotors have a fixed angle relative to the rotation axis. [Courtesy
of Beckman Coulter, Inc.]

The use of such density gradients greatly enhances the re-
solving power of the ultracentrifuge. Two applications of
density gradients are widely employed: (1) zonal ultracen-
trifugation and (2) equilibrium density gradient ultracen-
trifugation.

a. Zonal Ultracentrifugation Separates Particles

According to Their Sedimentation Coefficients

In zonal ultracentrifugation, a macromolecular solu-
tion is carefully layered on top of a density gradient pre-
pared by use of a device resembling that diagrammed in
Fig. 6-7. The purpose of the density gradient is to allow
smooth passage of the various macromolecular zones by
damping out convective mixing of the solution. Sucrose,
which forms a syrupy and biochemically benign solution,
is commonly used to form a density gradient for zonal ul-
tracentrifugation. The density gradient is normally rather
shallow because the maximum density of the solution
must be less than that of the least dense macromolecule
of interest. Nevertheless, consideration of Eq. [6.15] indi-
cates that the sedimentation rate of a macromolecule is a
more sensitive function of molecular mass than density.
Consequently, zonal ultracentrifugation separates simi-
larly shaped macromolecules largely on the basis of their
molecular masses.

During centrifugation, each species of macromolecule
moves through the gradient at a rate largely determined by
its sedimentation coefficient and therefore travels as a
zone that can be separated from other such zones as is dia-
grammed in Fig. 6-30. After centrifugation, fractionation is
commonly effected by puncturing the bottom of the cellu-
loid centrifuge tube with a needle, allowing its contents to
drip out, and collecting the individual zones for subsequent
analysis.
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Figure 6-30 Zonal ultracentrifugation. The sample is layered
onto a sucrose gradient (left). During centrifugation (middle),
each particle sediments at a rate that depends largely on its mass.

b. Equilibrium Density Gradient Ultracentrifugation

Separates Particles According to Their Densities

In equilibrium density gradient ultracentrifugation [al-
ternatively, isopycnic ultracentrifugation (Greek: isos,
equal + pyknos, dense)], the sample is dissolved in a rela-
tively concentrated solution of a dense, fast-diffusing (and
therefore low molecular mass) substance, such as CsCl or
Cs,SO,, and is spun at high speed until the solution
achieves equilibrium. The high centrifugal field causes the
low molecular mass solute to form a steep density gradient
(Fig. 6-31) in which the sample components band at posi-
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Figure 6-31 Equilibrium density distribution of a CsCl

solution in an ultracentrifuge spinning at 39,460 rpm. The initial
density of the solution was 1.7 g - mL™". [After Ifft, J.B., Voet,
D.H., and Vinograd, J.,J. Phys. Chem. 65, 1138 (1961).]
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fractionation

l l
After the end of the run, the centrifugation tube is punctured
and the separated particles (zones) are collected (right).

tions where their densities are equal to that of the solution;
that is, where (1 — Vp) in Eq. [6.15] is zero (Fig. 6-32).
These bands are collected as separate fractions when the
sample tube is drained as described above. The salt concen-
tration in the fractions and hence the solution density is
easily determined with an Abbé refractometer, an optical
instrument that measures the refractive index of a solution.
The equilibrium density gradient technique is often the
method of choice for separating mixtures whose compo-
nents have a range of densities. These substances include
nucleic acids, viruses, and certain subcellular organelles
such as ribosomes. However, isopycnic ultracentrifugation
is rather ineffective for the fractionation of protein mix-
tures because most proteins have similar densities (high
salt concentrations also salt out or possibly denature pro-
teins). Density gradient ultracentrifugation in an analytical
ultracentrifuge was used to show that DNA is semiconser-
vatively replicated (Section 5-3B).

6 NUCLEIC ACID FRACTIONATION

In the preceding parts of this chapter we considered the
most commonly used procedures for isolating and, to some
extent, characterizing proteins. Most of these methods, of-
ten with some modification, are also regularly used to frac-
tionate nucleic acids according to size, composition, and se-
quence. There are also many techniques that are applicable
only to nucleic acids. In this section we outline some of the
most useful of the procedures employed in the separation
of nucleic acids.

A. Solution Methods

Nucleic acids in cells are invariably associated with pro-
teins. Once cells have been broken open (Section 6-1B),
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1. Uniform mixture
of sample and
gradient-forming
substance

Figure 6-32 Isopyecnic ultracentrifugation. The centrifugation
starts with a uniform mixture of a macromolecular sample
dissolved in a solution of a dense, fast-diffusing solute such as

their nucleic acids must be deproteinized. This can be ac-
complished by shaking (very gently if high molecular mass
DNA is being isolated; Section 5-3D) the aqueous solution
containing the protein—nucleic acid complex with a 25:24:1
mixture of phenol, chloroform, and isoamyl alcohol. The
protein is thereby denatured and extracted into the water-
immiscible organic phase, which is separated from the nu-
cleic acid—containing aqueous phase by centrifugation
(when a large amount of protein is present, it forms a white
precipitate between the organic and aqueous phases). Al-
ternatively (or in addition), protein can be dissociated from
the nucleic acids by such denaturing agents as detergents,
guanidinium chloride, or high salt concentrations, and/or it
can be enzymatically degraded by proteases. In all cases,
the nucleic acids, a mixture of RNA and DNA, can then be
isolated by precipitation with ethanol. The RNA can be re-
covered from such a precipitate by treating it with pancre-
atic DNase to eliminate the DNA. Conversely, the DNA
can be freed of RNA by treatment with RNase. Alterna-
tively, RNA and DNA may be separated by ultracentrifu-
gation (Section 6-6D).

In all these and subsequent manipulations, the nucleic
acids must be protected from degradation by nucleases
that occur both in the experimental materials and on hu-
man hands. Nucleases may be inhibited by the presence of
chelating agents such as ethylenediaminetetraacetic acid
(EDTA),

HOOC—H,C, CH,—COOH
N—CH,—CH,—N

HOOC—H,C CH,—COOH

Ethylenediaminetetraacetic acid (EDTA)

2. Centrifugation

@&

3. Gradient is
formed and
samples band at
their isopycnic
positions

CsCl (left). At equilibrium in a centrifugal field, the solute forms
a density gradient in which the macromolecules migrate to their
positions of buoyant density (right).

which sequester the divalent metal ions that nucleases re-
quire for activity. In cases where no nuclease activity can be
tolerated, all glassware must be autoclaved to heat dena-
ture the nucleases and the experimenter should wear plas-
tic gloves. Nevertheless, nucleic acids are generally easier
to handle than proteins because their lack, in most cases, of
a complex tertiary structure makes them relatively tolerant
of extreme conditions.

B. Chromatography

Many of the chromatographic techniques that are used to
separate proteins (Section 6-3) are also applicable to nu-
cleic acids. Oligonucleotides can be readily separated
HPLC, particularly that using reverse-phase chromatogra-
phy. Larger nucleic acids are often separated by procedures
that include ion exchange chromatography and gel filtra-
tion chromatography.

a. Hydroxyapatite Can Be Used to Isolate and

Fractionate DNA

Hydroxyapatite (a form of calcium phosphate; Section
6-3DD) is particularly useful in the chromatographic purifi-
cation and fractionation of DNA. Double-stranded DNA
binds to hydroxyapatite more tightly than do most other
molecules. Consequently, DNA can be rapidly isolated by
passing a cell lysate through a hydroxyapatite column,
washing the column with a phosphate buffer of concentra-
tion low enough to release only the RNA and proteins, and
then eluting the DNA with a more concentrated phosphate
solution. In addition, single-stranded DNA elutes from hy-
droxyapatite at a lower phosphate concentration than does
double-stranded DNA.
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b. Messenger RNAs Can Be Isolated

by Affinity Chromatography

Affinity chromatography (Section 6-3C) is useful in iso-
lating specific nucleic acids. For example, most eukaryotic
messenger RNAs (mRNAs) have a poly(A) sequence at
their 3’ ends (Section 5-4Ac). They can be isolated on an
agarose or cellulose matrix to which poly(U) has been co-
valently attached. The poly(A) sequences specifically bind
to the complementary poly(U) in high salt and at low tem-
peratures and can later be released by altering these condi-
tions. Moreover, if the (partial) sequence of an mRNA is
known (e.g., as inferred from the corresponding protein’s
amino acid sequence), the complementary DNA strand may
be synthesized (via methods discussed in Section 7-6Aa)
and used to isolate that particular mRNA.

C. Electrophoresis

Nucleic acids of a given type may be separated by poly-
acrylamide gel electrophoresis (Sections 6-4B and 6-4C)
because their electrophoretic mobilities in such gels vary
inversely with their molecular masses. However, DNAs of
more than a few thousand base pairs are too large to pene-
trate even a weakly cross-linked polyacrylamide gel. This
difficulty is partially overcome through the use of agarose
gels. By using gels with an appropriately low agarose con-
tent, relatively large DNAs in various size ranges may be
fractionated. In this manner, plasmids, for example, may be
separated from the larger chromosomal DNA of bacteria.

a. Duplex DNA Is Detected by Selectively Staining It

with Intercalation Agents

The various DNA bands in a gel must be detected if
they are to be isolated. Double-stranded DNA is readily
stained by planar aromatic cations such as ethidium ion
and acridine orange.

Ethidium
X
+
(CHy),N N N(CHj),

Acridine orange

These dyes bind to duplex DNA by intercalation (slip-
ping in between the stacked base pairs), where they exhibit
a fluorescence under UV light that is far more intense than
that of the free dye. As little as 50 ng of DNA may be de-
tected in a gel by staining it with ethidium bromide (Fig. 6-33).

Figure 6-33 Agarose gel electrophoretogram of double helical
DNA. After electrophoresis, the gel was soaked in a solution of
ethidium bromide, washed, and photographed under UV light.
The fluorescence of the ethidium cation is strongly enhanced

by binding to DNA, so each fluorescent band marks a

different sized DNA fragment. [Klaus Guldbrandsen/Photo
Researchers, Inc.]

Single-stranded DNA and RNA also stimulate the fluores-
cence of ethidium ion but to a lesser extent than does du-
plex DNA. Disadvantages of using these dyes are that they
are mutagens and therefore must be handled and disposed
of with caution and that exposure to UV light damages
DNA (Section 30-5Aa). SYBR Safe, an equally sensitive
nonmutagenic dye that fluoresces when it is bound to dou-
ble-stranded DNA and excited by blue light, avoids these
difficulties.

b. Very Large DNAs Are Separated by Pulsed-Field

Gel Electrophoresis

The sizes of the DNAs that can be separated by conven-
tional gel electrophoresis are limited to ~100,000 bp even
when gels containing as little as 0.1% agarose (which
makes an extremely fragile gel) are used. However, the de-
velopment of pulsed-field gel electrophoresis (PFGE) by
Charles Cantor and Cassandra Smith extended this limit to
DNAs with up to 10 million bp (6.6 million kD). The elec-
trophoresis apparatus used in PFGE has two or more pairs
of electrodes arrayed around the periphery of an agarose
slab gel. The different electrode pairs are sequentially
pulsed for times varying from 0.1 to 1000 s depending on
the sizes of the DNAs being separated. Gel electrophoresis
of DNA requires that these elongated molecules worm
their way through the gel’s labyrinthine channels more or
less in the direction from the cathode to the anode. If the
direction of the electric field abruptly changes, these DNAs
must reorient their long axes along the new direction of the
field before they can continue their passage through the
gel. The time required to reorient very long gel-embedded



DNA molecules evidently increases with their size. Conse-
quently, a judicious choice of electrode distribution and
pulse lengths causes shorter DNAs to migrate through the
gel faster than longer DNAs, thereby effecting their sepa-
ration (Fig. 6-34).

D. Ultracentrifugation

Equilibrium density gradient ultracentrifugation (Section
6-5Bb) in CsCl constitutes one of the most commonly used
DNA separation procedures. The buoyant density, p, of
double-stranded Cs™ DNA depends on its base composi-
tion:

p = 1.660 + 0.098X¢ , [6.18]

where X ¢ is the mole fraction of G + C. Hence a CsCl
density gradient fractionates DNA according to its base com-
position. For example, eukaryotic DNAs often contain minor
fractions that band separately from the major species. Some
of these satellite bands consist of mitochondrial and chloro-
plast DNAs. Another important class of satellite DNA is
composed of repetitive sequences that are short segments of
DNA tandemly repeated hundreds, thousands, and in some
cases millions of times in a genome (Section 34-2B). Like-
wise, plasmids may be separated from bacterial chromosomal
DNA by equilibrium density gradient ultracentrifugation.

Single-stranded DNA is ~0.015 g - cm™ denser than the
corresponding double-stranded DNA so that the two may
be separated by equilibrium density gradient ultracentrifu-
gation. RNA is too dense to band in CsCl but does so in
Cs,S0O, solutions. RNA-DNA hybrids will band in CsCl
but at a higher density than the corresponding duplex
DNA.

RNA may be fractionated by zonal ultracentrifugation
through a sucrose gradient (Section 6-5Ba). RNAs are sep-
arated by this technique largely on the basis of their size. In
fact, ribosomal RNA, which constitutes the major portion

CHAPTER SUMMARY

1 Protein Isolation Macromolecules in cells are solubil-
ized by disrupting the cells by various chemical or mechanical
means such as detergents or blenders. Partial purification by
differential centrifugation is used after cell lysis to remove cell
debris or to isolate a desired subcellular component. When out
of the protective environment of the cell, proteins and other
macromolecules must be treated so as to prevent their de-
struction by such influences as extremes of pH and tempera-
ture, enzymatic and chemical degradation, and rough mechan-
ical handling. The state of purity of a substance being isolated
must be monitored throughout the purification procedure by a
specific assay.

2 Solubilities of Proteins Proteins are conveniently pu-
rified on a large scale by a fractional precipitation process
called salting out, in which protein solubilities are varied by
changing the salt concentration or pH.

3 Chromatographic Separations Ion exchange chro-
matography employs support materials such as cellulose or
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Figure 6-34 Pulsed-field gel electrophoresis (PFGE) of a set of
yeast chromosomes. The yeast chromosomes, which were run as
identical samples in the 13 inner lanes, have sizes 260, 290, 370,
460, 580/600, 700, 780, 820, and 850 kb. The two outer lanes, which
provide molecular mass standards, contained twenty successively
larger multimers of a ~43.5-kb bacteriophage A DNA (top to
bottom) to an observed limit of ~850 kb. [Electrophoretogram by
Margit Burmeister, University of Michigan, in Wilson, K. and
Walker, J., Principles and Techniques of Biochemistry and Molecular
Biology (6th ed.), p. 477, Cambridge University Press (2005).]

of cellular RNA, is classified according to its sedimentation
rate; for example, the RNA of the E. coli small ribosomal
subunit is known as 16S RNA (Section 32-3A).

cross-linked dextran gels. Separations are based on differential
electrostatic interactions between charged groups on the ion
exchange materials and those on the substances being sepa-
rated. Molecules may be located through their UV absorbance,
fluorescence, radioactivity, or enzymatic activity. In gel filtra-
tion chromatography, molecules are separated according to
their size and shape through the use of cross-linked dextran,
polyacrylamide, or agarose beads that have pores of molecular
dimensions. A calibrated gel filtration column can be used to
estimate the molecular masses of macromolecules. Affinity
chromatography separates biomolecules according to their
unique biochemical abilities to bind other molecules specific-
ally. High-performance liquid chromatography (HPLC) uti-
lizes any of the foregoing separation techniques but uses high-
resolution chromatographic materials, high solvent pressures,
and automatic solvent mixing and monitoring systems so as to
obtain much greater degrees of separation than are achieved
with the more conventional chromatographic procedures.
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Adsorption chromatography, thin layer chromatography (TLC),
reverse-phase chromatography (RPC), hydrophobic interac-
tion chromatography (HIC), and metal chelate affinity chrom-
atography also have valuable biochemical applications.

4 Electrophoresis In electrophoresis, charged molecules
are separated according to their rates of migration in an electric
field on a solid support such as paper, cellulose acetate, cross-
linked polyacrylamide, or agarose. Gel electrophoresis employs
a cross-linked polyacrylamide or agarose gel support, so that
molecules are separated according to size by gel filtration as
well as according to charge. The separated molecules may be vis-
ualized by means of stains, autoradiography, or immunoblot-
ting. The anionic detergent sodium dodecyl sulfate (SDS) dena-
tures proteins and uniformly coats them so as to give most
proteins a similar charge density and shape. SDS-PAGE may be
used to estimate macromolecular masses. In isoelectric focusing
(IEF), macromolecules are immersed in a stable pH gradient
and subjected to an electric field that causes them to migrate to
their isoelectric positions. In capillary electrophoresis, the use of
thin capillary tubes and high electric fields permits rapid and
highly resolved separations of small amounts of material.
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PROBLEMS

1. What are the ionic strengths of 1.0M solutions of NaCl,
(NH,),SO,, and K;P0O,? In which of these solutions would a pro-
tein be expected to be most soluble; least soluble?

2. An isotonic saline solution (one that has the same salt con-
centration as blood) is 0.9% NaCl. What is its ionic strength?

3. In what order will the following amino acids be eluted from
a column of P-cellulose ion exchange resin by a buffer at pH 6:
arginine, aspartic acid, histidine, and leucine?

4. In what order will the following proteins be eluted from a
CM-cellulose ion exchange column by an increasing salt gradient
at pH 7: fibrinogen, hemoglobin, lysozyme, pepsin, and ribonucle-
ase A (see Table 6-1)?

5. What is the order of elution of the following proteins from
a Sephadex G-50 column: catalase, a-chymotrypsin, concanavalin
B, lipase, and myoglobin (see Table 6-4)?

6. Estimate the molecular mass of an unknown protein that
elutes from a Sephadex G-50 column between cytochrome ¢ and
ribonuclease A (see Table 6-4).

7. A gel chromatography column of Bio-Gel P-30 with a bed
volume of 100 mL is poured. The elution volume of the protein
hexokinase (96 kD) on this column is 34 mL. That of an unknown
protein is 50 mL. What are the void volume of the column, the vol-
ume occupied by the gel, and the relative elution volume of the
unknown protein?

8. What chromatographic method would be suitable for
separating the following pairs of substances? (a) Ala-Phe-Lys,
Ala-Ala-Lys; (b) lysozyme, ribonuclease A (see Table 6-1); and
(c) hemoglobin, myoglobin (see Table 6-1).

9. What is the order of the R values of the following amino

Purification Table (for Problem 11)

Problems 161

Hesley, P, Defining the structure and stability of macromolecular
assemblages in solution: The re-emergence of analytical ultra-
centrifugation as a practical tool, Structure 4, 367-373 (1996).

Laue, T., Biophysical studies by ultracentrifugation, Curr. Opin.
Struct. Biol. 11, 579-583 (2001); and Laue, T.M. and Stafford,
W.E, 111, Modern applications of analytical ultracentrifuga-
tion, Annu. Rev. Biophys. Biomol. Struct. 28, 75-100 (1999).

Michtle, W. and Borger, L., Analytical Ultracentrifugation,
Springer-Verlag (2006).

Schachman, H.K., Ultracentrifugation in Biochemistry, Academic
Press (1959). [A classic treatise on ultracentrifugation. ]

Schuster, T.M. and Toedt, J.M., New revolutions in the evolution of
analytical ultracentrifugation, Curr. Opin. Struct. Biol. 6,
650-658 (1996).

Stafford, W.E,, 111, Sedimentation velocity spins a new weave for
an old fabric, Curr. Opin. Biotech. 8, 14-24 (1997).

acids in their paper chromatography with a water/butanol/acetic
acid solvent system in which the pH of the aqueous phase is 4.5:
alanine, aspartic acid, lysine, glutamic acid, phenylalanine, and
valine?

10. What fractionation procedure could be used to purify Pro-
tein 1 from a mixture of three proteins whose amino acid compo-
sitions are as follows?

1. 25% Ala,20% Gly,20% Ser, 10% Ile, 10% Val,5% Asn,
5% Gln, 5% Pro

2.30% Gln,25% Glu,20% Lys, 15% Ser, 10% Cys

3.25% Asn,20% Gly,20% Asp,20% Ser, 10% Lys, 5% Tyr

All three proteins are similar in size and p/, and there is no anti-
body available for Protein 1.

*11. Purification tables are often used to keep track of the
yield and purification of a protein. The specific activity is the ratio
of the amount of the protein of interest, here myoglobin (Mb), ob-
tained at given step (in wmol or enzyme units) divided by the
amount (mg) of total protein. The yield is the ratio of the amount
of the protein of interest obtained at a given purification step (in
pmol or enzyme units) divided by the original amount present in
the crude extract, often converted to percent yield by multiplying
by 100. The fold purification is the ratio of the specific activity of
the purified protein to that of the crude extract.

(a) For the purification table below, calculate the specific ac-
tivity, % yield, and fold purification for the empty cells.

(b) Which step, DEAE or affinity chromatography, causes the
greatest loss of Mb?

(c) Which step causes the greater purification of Mb?

(d) If you could use only one purification step, which tech-
nique would be best?

mg Total pmol Specific Activity Fold
Purification Step Protein Mb (pmol protein/mg total protein) % Yield Purification
1. Crude extract 1550 0.75 100 1
2. DEAE-cellulose chromatography 550 0.35

3. Affinity chromatography 5.0 0.28
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12. The neurotransmitter y-aminobutyric acid is thought to
bind to specific receptor proteins in nerve tissue. Design a proce-
dure for the partial purification of such a receptor protein.

13. A mixture of amino acids consisting of arginine, cysteine,
glutamic acid, histidine, leucine, and serine is applied to a strip of
paper and subjected to electrophoresis using a buffer at pH 7.5.
What are the directions of migration of these amino acids and
what are their relative mobilities?

*14. Sketch the appearance of a fingerprint of the following
tripeptides: Asn-Arg-Lys, Asn-Leu-Phe, Asn-His-Phe, Asp-Leu-
Phe, and Val-Leu-Phe. Assume the paper chromatographic step is
carried out using a water/butanol/acetic acid solvent system (pH 4.5)
and the electrophoretic step takes place in a buffer at pH 6.5.

15. What is the molecular mass of a protein that has a relative
electrophoretic mobility of 0.5 in an SDS—polyacrylamide gel such
as that of Fig. 6-25?

16. Explain why the molecular mass of fibrinogen is signifi-
cantly overestimated when measured using a calibrated gel filtra-
tion column (Fig. 6-10) but can be determined with reasonable
accuracy from its electrophoretic mobility on an SDS—polyacryl-
amide gel (see Table 6-4).

17. (a) What would be the relative arrangement of the follow-
ing proteins after they had been subjected to isoelectric focusing:
insulin, cytochrome ¢, histone, myoglobin, and ribonuclease A?
(b) Sketch the appearance of a two-dimensional gel electrophore-
togram of cytochrome ¢, myoglobin, and ribonuclease A (see
Tables 6-1 and 6-4).

18. Calculate the centrifugal acceleration, in gravities (g’s), on
a particle located 6.5 cm from the axis of rotation of an ultracen-
trifuge rotating at 60,000 rpm (1 g = 9.81 m - s72).

19. In a dilute buffer solution at 20°C, rabbit muscle aldolase
has a frictional coefficient of 8.74 X 10®¥g - s!, a sedimentation co-
efficient of 7.35 S, and a partial specific volume of 0.742 cm® - g,
Calculate the molecular mass of aldolase assuming the density of
the solution to be 0.998 g - cm™.

*20. The sedimentation coefficient of a protein was measured
by observing its sedimentation at 20°C in an ultracentrifuge spin-
ning at 35,000 rpm.

Time, Distance of Boundary from
(min) Center of Rotation, 7 (cm)
4 5.944
6 5.966
8 5.987
10 6.009
12 6.032

The density of the solution is 1.030 g - cm™, the partial specific vol-
ume of the protein is 0.725 cm® + g7}, and its frictional coefficient is
3.72 X 10 g - s\ Calculate the protein’s sedimentation coeffi-
cient, in svedbergs, and its molecular mass.
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1 Primary Structure Determination of Proteins
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B. Cleavage of the Disulfide Bonds
C. Separation, Purification, and Characterization of the
Polypeptide Chains
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. Ordering the Peptide Fragments
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A. Synthetic Procedures
B. Problems and Prospects
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A. Synthetic Procedures
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T I GMmMMO

Proteins are at the center of the action in biological
processes. They function as enzymes, which catalyze the
complex set of chemical reactions that are collectively re-
ferred to as life. Proteins serve as regulators of these reac-
tions, both directly as components of enzymes and indi-
rectly in the form of chemical messengers, known as
hormones, as well as the receptors for those hormones.
They act to transport and store biologically important
substances such as metal ions, O,, glucose, lipids, and

many other molecules. In the form of muscle fibers and
other contractile assemblies, proteins generate the coor-
dinated mechanical motion of numerous biological
processes, such as the separation of chromosomes during
cell division and the movement of your eyes as you read
this page. Proteins, such as rhodopsin in the retina of your
eye, acquire sensory information that is processed
through the actions of nerve cell proteins. The proteins of
the immune system, such as the immunoglobulins, form
an essential biological defense system in higher animals.
Proteins are major active elements in, as well as products
of, the expression of genetic information. However, pro-
teins also have important passive roles, such as that of col-
lagen, which provides bones, tendons, and ligaments with
their characteristic tensile strength. Clearly, there is con-
siderable validity to the old cliché that proteins are the
“building blocks” of life.

The function of DNA as the genetic archive and the as-
sociation of RNA with protein synthesis have been known
since the mid-twentieth century. However, it was not until
the 1970s that it became clear that RNA can form struc-
tures whose complexities rival those of proteins, and it was
not until the mid-1980s that it was shown that RNA has
biologically important catalytic functions.

Protein and nucleic acid function can best be under-
stood in terms of their structures, that is, the three-dimen-
sional relationships between their component atoms. The
structural descriptions of proteins and nucleic acids, as
well as those of other polymeric materials, have been tra-
ditionally described in terms of four levels of organization
(Fig. 7-1):

1. Primary structure (1° structure), which for a protein
is the amino acid sequence of its polypeptide chain(s) and
for a nucleic acid is its base sequence.

2. Secondary (2°) structure, which is the local spatial
arrangement of a polypeptide’s or a nucleic acid’s back-
bone atoms without regard to the conformations of their
side chains or bases.

3. Tertiary (3°) structure, which refers to the three-
dimensional structure of an entire polypeptide or polynu-
cleotide chain. The distinction between secondary and ter-
tiary structures is, of necessity, somewhat vague;in practice,
the term “secondary structure” alludes to easily character-
ized structural entities such as helices.
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(@) —Lys—Ala-His - Gly — Lys — Lys — Val — Leu — Gly - Ala —
Primary structure (amino acid sequence in a polypeptide chain)

Tertiary structure:
one complete protein chain
(B chain of hemoglobin)

Secondary
structure
(helix)

Quaternary structure:

the four separate chains ©
of hemoglobin assembled &"."
into an oligomeric protein

Figure 7-1 The structural hierarchy in proteins. (a) Primary structure, (b) secondary structure,
(c) tertiary structure, and (d) quaternary structure. [Illustration, Irving Geis. Image from the
Irving Geis Collection, Howard Hughes Medical Institute. Reprinted with permission.]

4. Most proteins are composed of two or more polypep-
tide chains, loosely referred to as subunits, which associate
through noncovalent interactions and, in some cases, disul-
fide bonds. A protein’s quaternary (4°) structure refers to
the spatial arrangement of its subunits. A nucleic acid’s
quaternary structure is similarly defined.

In this chapter, we discuss the 1° structures of proteins
and nucleic acids: how they are elucidated and their bio-
logical and evolutionary significance. We also survey the
field of bioinformatics as well as methods of chemically
synthesizing polypeptide and oligonucleotide chains. The
2°,3°, and 4° structures of proteins and nucleic acids, as we
shall see, are a consequence of their 1° structures. For pro-
teins, these topics are treated in Chapters 8 and 9, whereas
for nucleic acids, they are discussed mainly in Chapters 29,
31, and 32.

1 PRIMARY STRUCTURE
DETERMINATION OF PROTEINS

.'Q,See Guided Exploration 4: Protein sequence determination The
first determination of the complete amino acid sequence of
a protein, that of the bovine polypeptide hormone insulin
by Frederick Sanger in 1953, was of enormous biochemical
significance in that it definitively established that proteins
have unique covalent structures. Since that time, the amino

acid sequences of tens of thousands of proteins have been
elucidated. This extensive information has been of central
importance in the formulation of modern concepts of bio-
chemistry for several reasons:

1. The knowledge of a protein’s amino acid sequence is
essential for an understanding of its molecular mechanism
of action as well as being prerequisite for the elucidation
of its three-dimensional structure by both X-ray crystal-
lography and nuclear magnetic resonance (NMR) spec-
troscopy (Section 8-3A).

2. Sequence comparisons among analogous proteins
from the same individual, from members of the same
species, and from members of related species have yielded
important insights into how proteins function and have indi-
cated the evolutionary relationships among the proteins and
the organisms that produce them. These analyses, as we shall
see in Section 7-3, complement and extend corresponding
taxonometric studies based on anatomical comparisons.

3. Amino acid sequence analyses have important clini-
cal applications because many inherited diseases are
caused by mutations leading to an amino acid change in a
protein. Recognition of this fact has led to the develop-
ment of valuable diagnostic tests for many such diseases
and, in many cases, to symptom-relieving therapy.

The elucidation of the 51-residue primary structure of
insulin (Fig. 7-2) was the labor of many scientists over a
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Gly —Ile— Val—Glu—GIn—Cys—Cys— Ala—Ser — Val —Cys — Ser — Leu— Tyr — Gln —Leu —Glu—Asn—Tyr —Cys— Asn
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B chain

Phe—Val — Asn —GIn— His—Leu — Cys — Gly — Ser — His — Leu — Val — Glu — Ala—Leu —Tyr — Leu — Val — Cys —Gly — Glu — Arg — Gly —Phe — Phe — Tyr — Thr —Pro — Lys—Ala
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Figure 7-2  Primary structure of bovine insulin. Note the intrachain and interchain disulfide

bond linkages.

period of a decade that altogether utilized ~100 g of pro-
tein. Procedures for primary structure determination have
since been so refined and automated that proteins of simi-
lar size can be sequenced by an experienced technician in a
few days using only a few micrograms of protein. The se-
quencing of the 1021-residue enzyme P-galactosidase in
1978 signaled that the sequence analysis of almost any pro-
tein could be reasonably attempted. Despite these techni-
cal advances, the basic procedure for primary structure de-
termination using the techniques of protein chemistry is
that developed by Sanger. The procedure consists of three
conceptual parts, each of which requires several laboratory
steps:

1. Prepare the protein for sequencing:

a. Determine the number of chemically different
polypeptide chains (subunits) in the protein.

b. Cleave the protein’s disulfide bonds.

c. Separate and purify the unique subunits.

2. Sequence the polypeptide chains:

a. Fragment the individual subunits at specific points
to yield peptides small enough to be sequenced di-
rectly.

b. Separate and purify the fragments.

c. Determine the amino acid sequence of each pep-
tide fragment.

d. Repeat Step 2a with a fragmentation process of
different specificity so that the subunit is cleaved
at peptide bonds different from before. Separate
these peptide fragments as in Step 2b and deter-
mine their amino acid sequences as in Step 2c.

3. Organize the completed structure:

a. Span the cleavage points between one set of pep-
tide fragments by the other. By comparison, the
sequences of these sets of polypeptides can be
arranged in the order that they occur in the sub-
unit, thereby establishing its amino acid sequence.

b. Elucidate the positions of the disulfide bonds, if
any, between and within the subunits.

We discuss these various steps in the following sections.

A. End Group Analysis: How Many Different Types
of Subunits?

Each polypeptide chain (if it is not chemically blocked or
circular) has an N-terminal residue and a C-terminal

residue. By identifying these end groups, we can establish
the number of chemically distinct polypeptides in a protein.
For example, insulin has equal amounts of the N-terminal
residues Phe and Gly, which indicates that it has equal
numbers of two nonidentical polypeptide chains.

a. N-Terminus Identification

There are several effective methods by which a polypep-
tide’s N-terminal residue may be identified. 1-Dimethyl-
aminonaphthalene-5-sulfonyl chloride (dansyl chloride)
reacts with primary amines (including the e-amino group of
Lys) to yield dansylated polypeptides (Fig. 7-3). Acid hy-
drolysis liberates the N-terminal residue as a dansylamino
acid, which exhibits such intense yellow fluorescence that it
can be chromatographically identified from as little as 100
picomoles of material [1 picomole (pmol) = 10> mol].

In the most useful method of N-terminal residue identi-
fication, the Edman degradation (named after its inventor,
Pehr Edman), phenylisothiocyanate (PITC, Edman’s
reagent) reacts with the N-terminal amino groups of pro-
teins under mildly alkaline conditions to form their
phenylthiocarbamyl (PTC) adduct (Fig. 7-4). This product
is treated with an anhydrous strong acid such as trifluo-
roacetic acid, which cleaves the N-terminal residue as its
thiazolinone derivative but does not hydrolyze other pep-
tide bonds. The Edman degradation therefore releases the
N-terminal amino acid residue but leaves intact the rest of
the polypeptide chain. The thiazolinone-amino acid is selec-
tively extracted into an organic solvent and is converted to
the more stable phenylthiohydantoin (PTH) derivative by
treatment with aqueous acid. This PTH-amino acid is most
commonly identified by comparing its retention time on
HPLC with those of known PTH-amino acids.

The most important difference between the Edman
degradation and other methods of N-terminal residue
identification is that we can determine the amino acid se-
quence of a polypeptide chain from the N-terminus inward
by subjecting the polypeptide to repeated cycles of the Ed-
man degradation and, after every cycle, identifying the newly
liberated PTH-amino acid. This technique has been auto-
mated, resulting in great savings of time and materials
(Section 7-1F).

b. C-Terminus Identification

There is no reliable chemical procedure comparable to
the Edman degradation for the sequential end group analy-
sis from the C-terminus of a polypeptide. This can be done
enzymatically, however, using exopeptidases (enzymes that
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Figure 7-3 The reaction of dansyl chloride in end group analysis.

cleave a terminal residue from a polypeptide). One class of
exopeptidases, the carboxypeptidases, catalyzes the hy-
drolysis of the C-terminal residues of polypeptides:

[ A S A
+++—NH—CH —C—NH—CH—C—NH—CH—CO0O "

H,0 carboxypeptidase

R, O R, ;

n—2 -
+++ —NH—CH—C—NH—CH—COO™
+

R
+ |
HsN—CH—COO™

n

Carboxypeptidases, like all enzymes, are highly specific (se-
lective) for the chemical identities of the substances whose
reactions they catalyze (Section 13-2). The side chain spe-
cificities of the various carboxypeptidases in common use
are listed in Table 7-1. The second type of exopeptidase

Ry

R3
+
H,N—CH—COOH + ---

Free amino acids

listed in Table 7-1, the aminopeptidases, sequentially
cleave amino acids from the N-terminus of a polypeptide
and have been similarly used to determine N-terminal se-
quences.

Why can’t carboxypeptidases be used to determine
amino acid sequences? If a carboxypeptidase cleaved all
C-terminal residues at the same rate, irrespective of their
identities, then by following the course of appearance of the
various free amino acids in the reaction mixture (Fig. 7-5a),
the sequence of several amino acids at the C-terminus
could be determined. If, however, the second amino acid
residue, for example, were cleaved at a much faster rate
than the first, both amino acids would appear to be re-
leased simultaneously (Fig. 7-5b). Carboxypeptidases, in
fact, exhibit selectivity toward side chains, so their use, ei-
ther singly or in mixtures, rarely reveals the order of more
than the first few C-terminal residues of a polypeptide.

C-Terminal residues with a preceding Pro residue are
not subject to cleavage by carboxypeptidases A and B
(Table 7-1). Chemical methods are therefore usually em-
ployed to identify their C-terminal residue. In the most re-
liable such chemical method, hydrazinolysis, a polypeptide
is treated with anhydrous hydrazine at 90°C for 20 to 100 h
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Table 7-1 Specificities of Various Exopeptidases

Enzyme Source Specificity”

Carboxypeptidase A Bovine pancreas R, # Arg, Lys, Pro;R,_; # Pro

Carboxypeptidase B Bovine pancreas R, # Arg,Lys,R,_; # Pro

Carboxypeptidase C Citrus leaves All free C-terminal residues; pH optimum = 3.5
Carboxypeptidase Y Yeast All free C-terminal residues, but slowly with R, = Gly
Leucine aminopeptidase Porcine kidney R, # Pro

Aminopeptidase M Porcine kidney All free N-terminal residues

“R; = the N-terminal residue; R, = the C-terminal residue.

in the presence of a mildly acidic ion exchange resin (which

acts as a catalyst):

R, O R, , O )
HJI—(‘:H—(HJ— e+ —NH—CH—C—NH—CH—C00
Polypeptide
+
NH,—NH,
Hydrazine

acidic ion exchange
resin catalyst

R, O
HJI*&H*%*NH*NHQ
+ Aminoacyl
R .0 hydrazides
- H?ﬁ—(‘:H—(HJ—NH—NH2
+

R

n

\
H,N—CH—C00"~

Free amino acid

All the peptide bonds are thereby cleaved, yielding the
aminoacyl hydrazides of all the amino acid residues except
that of the C-terminal residue, which is released as the free
amino acid and therefore can be identified chromato-
graphically. Unfortunately, hydrazinolysis is subject to a
great many side reactions that have largely limited its ap-
plication to carboxypeptidase-resistant polypeptides.

B. Cleavage of the Disulfide Bonds

The next step in the sequence analysis is to cleave the disul-
fide bonds between Cys residues. This is done for two reasons:

1. To permit the separation of polypeptide chains (if
they are disulfide linked).

2. To prevent the native protein conformation, which is
stabilized by disulfide bonds, from obstructing the action of
the proteolytic (protein-cleaving) agents used in primary
structure determinations (Section 7-1D).

Disulfide bond locations are established in the final step of
the sequence analysis (Section 7-1H).

Disulfide bonds are most often cleaved reductively by
treatment with sulfhydryl-containing compounds such as
2-mercaptoethanol:

i
v —NH—(EH—C— e
o
S
‘S + 2 HSCH,CH,0H
\
e )
cee —NH—CH—C— ++-
Cystine 2-Mercaptoethanol
0}
I
ces _NH_ICH_C_ ces
i
SH
SCH,CH,0H
+ +
SCH,CH,OH
ISH
e )
«ee. —NH—CH—C— -+
Cysteine

In order to expose all disulfide groups to the reducing
agent, the reaction is usually carried out under conditions
that denature the protein. The resulting free sulfhydryl
groups are alkylated, usually by treatment with iodoacetic
acid, to prevent the reformation of disulfide bonds through



oxidation by O,. S-Alkyl derivatives are stable in air and
under the conditions used for the subsequent cleavage of
peptide bonds.

Cys —CH,—SH + ICH,COO

—
Cysteine Iodoacetate
Cys —CHy,— S—CH,COO  + HI

S-Carboxymethylcysteine

C. Separation, Purification, and Characterization of
the Polypeptide Chains

A protein’s nonidentical polypeptides must be separated
and purified in preparation for their amino acid sequence
determination. Subunit dissociation, as well as denatura-
tion, occurs under acidic or basic conditions, at low salt
concentrations, at elevated temperatures, or through the
use of denaturing agents such as urea, guanidinium ion
(Section 5-5G), or detergents such as sodium dodecyl sul-
fate (SDS; Section 6-4C). The dissociated subunits can then
be separated by methods described in Chapter 6 that capi-
talize on small differences in polypeptide size and polarity.
Ton exchange and gel filtration chromatography, usually by
HPLC (Section 6-3Dg), are most often used.

It is, of course, desirable to know the number of residues
in the polypeptide to be sequenced, which can be estimated
from its molecular mass (~110 D/residue). Molecular mass
can be measured with an accuracy of no better than 5 to

Table 7-2 Specificities of Various Endopeptidases
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10% by the more traditional laboratory techniques of gel
filtration chromatography and SDS-PAGE (Sections 6-3Ba
and 6-4C). In recent years, however, mass spectrometry
(Section 7-11) has provided a faster and far more accurate
means to determine the molecular masses of macromole-
cules. Mass spectrometry can determine the molecular
masses of picomolar amounts of >100 kD polypeptides
with accuracies of ~0.01%.

D. Specific Peptide Cleavage Reactions

Polypeptides that are longer than 40 to 100 residues cannot
be directly sequenced (Section 7-1F). Polypeptides of greater
length must therefore be cleaved, either enzymatically or
chemically, to fragments small enough to be sequenced (the
polypeptides produced by E. coli and humans have broad
distributions of lengths that average ~320 and ~470
residues, respectively). In either case, the cleavage process
must be complete and highly specific so that the aggregate
sequence of a subunit’s peptide fragments, when correctly
ordered, is that of the intact subunit.

a. Trypsin Specifically Cleaves Peptide Bonds after

Positively Charged Residues

Endopeptidases (enzymes that catalyze the hydrolysis
of internal peptide bonds), like exopeptidases, have side
chain requirements for the residues flanking the scissile
(to be cleaved) peptide bond. The side chain specificities
of the endopeptidases most commonly used to fragment
polypeptides are listed in Table 7-2. The digestive enzyme
trypsin has the greatest specificity and is therefore the

Enzyme Source Specificity Comments
7 !
—NH—CH—C——NH—CH—C—
Scissile
peptide bond

Trypsin Bovine pancreas R,_; = positively charged Highly specific

residues: Arg, Lys; R, # Pro
Chymotrypsin Bovine pancreas R,_; = bulky hydrophobic residues: ~ Cleaves more slowly for

Phe, Trp, Tyr; R, # Pro R,_; = Asn, His, Met, Leu
Elastase Bovine pancreas R,_; = small neutral residues:

Ala, Gly, Ser, Val; R,, # Pro
Thermolysin Bacillus thermoproteolyticus R, = Ile, Met, Phe, Trp, Tyr, Val; Occasionally cleaves at R, = Ala,

R, # Pro Asp, His, Thr; heat stable
Pepsin Bovine gastric mucosa R, = Leu, Phe, Trp, Tyr; Also others; quite nonspecific;

Endopeptidase Arg-C
Endopeptidase Asp-N
Endopeptidase Glu-C
Endopeptidase Lys-C

Mouse submacxillary gland
Pseudomonas fragi
Staphylococcus aureus

Lysobacter enzymogenes

R,_; # Pro
R, | = Arg
R, = Asp
R, = Glu
R, = Lys

pH optimum 2
May cleave at R, ; = Lys
May cleave at R, = Glu
May cleave at R, ; = Gly
May cleave at R, ; = Asn
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most valuable member of the arsenal of peptidases used
to fragment polypeptides. It cleaves peptide bonds on the
C-side (toward the carboxyl terminus) of the positively
charged residues Arg and Lys if the next residue is not
Pro:

+

| Lys

CH, (orArg)

cH,

ey

+—NH—CH—C—NH—CH—C— -
Any amino acid
residue but Pro
H,0 trypsin

NH3

CH,

cH,

CH, ﬁ) R (”)

|
- ~NH—CH—C—0 + H;N—CH—C—---

The other endopeptidases listed in Table 7-2 exhibit
broader side chain specificities than trypsin and often yield
a series of peptide fragments with overlapping sequences.
However, through limited proteolysis, that is, by adjusting
reaction conditions and limiting reaction times, these less
specific endopeptidases can yield useful peptide fragments.
This is because the complex native structure of a protein
(subunit) buries many otherwise enzymatically susceptible
peptide bonds beneath the surface of the protein molecule.
With proper conditions and reaction times, only those pep-
tide bonds in the native protein that are initially accessible
to the peptidase will be hydrolyzed. Limited proteolysis is
often employed to generate peptide fragments of useful
size from subunits that have too many or too few Arg and
Lys residues to do so with trypsin (although if too many are
present, limited proteolysis with trypsin may also yield use-
ful fragments).

b. Cyanogen Bromide Specifically Cleaves Peptide

Bonds after Met Residues

Several chemical reagents promote peptide bond cleav-
age at specific residues. The most useful of these, cyanogen
bromide (CNBr), causes specific and quantitative cleavage

on the C-side of Met residues to form a peptidyl homoser-
ine lactone:

‘_m

P
_cH, GBr
CH,
| Cyanogen

ce+—NH — CEC/O bromide

\
:NH—?H—ﬁ—u-
R O

i\mr

CH,

\
'S—C=N
-
CH,

i
«+—NH—CH g

NS
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\
CNH— CH—C—

R O
CH,
| - Methyl
S— C=N thiocyanate
+
/Cliz
cee—NH— %\ﬁ
N— (‘JH — ﬁ) —
O
H,0
_—-CH,,
CH,
Peptidyl | 0
homoserine °°*—NH— C\C/
lactone H |
O
+
HN—CH—C—
Aminoacyl ~® \ I

peptide

The reaction is performed in an acidic solvent (0.1M HCI
or 70% formic acid) that denatures most proteins so that
cleavage normally occurs at all Met residues.



A peptide fragment generated by a specific cleavage
process may still be too large to sequence. In that case, af-
ter its purification, it can be subjected to a second round of
fragmentation using a different cleavage process.

E. Separation and Purification of the
Peptide Fragments

Once again we must employ separation techniques, this
time to isolate the peptide fragments of specific cleavage
operations for subsequent sequence determinations. The
nonpolar residues of peptide fragments are not excluded
from the aqueous environment as they are in native pro-
teins (Chapter 8). Consequently, many peptide fragments
aggregate, precipitate, and/or strongly adsorb to chromato-
graphic materials, which can result in unacceptable peptide
losses. Until around 1980, the trial-and-error development
of methods that could satisfactorily separate a mixture of
peptide fragments constituted the major technical chal-
lenge of a protein sequence determination, as well as its
most time-consuming step. Such methods involved the use
of denaturants, such as urea and SDS, to solubilize the pep-
tide fragments, and the selection of chromatographic mate-
rials and conditions that would reduce their adsorptive
losses. The advent of reverse-phase chromatography by
HPLC (Section 6-3Dh), however, has largely reduced the
separation of peptide fragments to a routine procedure.

F. Sequence Determination

Once the manageably sized peptide fragments that were
formed through specific cleavage reactions have been iso-
lated, their amino acid sequences can be determined. This
is done through repeated cycles of the Edman degradation
(Section 7-1Aa). An automated device for doing so was
first developed by Edman and Geoffrey Begg. In modern

CNBr
fragments
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sequencers, the peptide sample is adsorbed onto a
polyvinylidene fluoride (PVDF) membrane or dried onto
glass fiber paper which is impregnated with polybrene (a
polymeric quaternary ammonium salt). In either case, the
peptide is immobilized but is readily accessible to Edman
reagents. Accurately measured quantities of reagents, ei-
ther in solution or as vapors in a stream of argon (which
minimizes peptide loss), are then delivered to the reaction
cell at programmed intervals. The thiazolinone-amino acids
are automatically removed, converted to the correspon-
ding PTH-amino acids (Fig. 7-4), and identified via HPLC.
Such instruments are capable of processing up to one
residue per hour.

A peptide’s 40 to 60 N-terminal residues can usually be
identified (100 or more with the most advanced systems) be-
fore the cumulative effects of incomplete reactions, side reac-
tions, and peptide loss make further amino acid identifica-
tion unreliable. As little as 0.1 pmol of a PTH-amino acid
can be reliably identified by the UV detector—equipped re-
verse-phase HPLC systems used in advanced sequencers.
Consequently, a peptide’s N-terminal 5 to 25 residues can,
respectively, be determined with as little as 1 to 10 pmol of
the peptide—invisibly small amounts.

G. Ordering the Peptide Fragments

With the peptide fragments individually sequenced, what
remains is to elucidate the order in which they are con-
nected in the original polypeptide. We do so by comparing
the amino acid sequences of one set of peptide fragments
with those of a second set whose specific cleavage sites over-
lap those of the first set (Fig. 7-6). The overlapping peptide
segments must be of sufficient length to identify each
cleavage site uniquely, but as there are 20 possibilities for
each amino acid residue, an overlap of only a few residues
is usually enough.

> =

CNBr

:

CNBr

!

Phe —Trp —MEt==Gly —Ala — [J8=8 L eu—Pro —Met==Asp — Gly— AfgE= Cys—Ala—GIn

Trypsin trypsin
fragments ‘

trypsin

Figure 7-6 The amino acid sequence of a polypeptide chain is
determined by comparing the sequences of two sets of mutually
overlapping peptide fragments. In this example, the two sets of
peptide fragments are generated by cleaving the polypeptide
after all its Arg and Lys residues with trypsin and, in a separate
reaction, after all its Met residues by treatment with cyanogen
bromide. The order of the first two tryptic peptides is established,

» —>

for example, by the observation that the Gly-Ala-Lys-Leu-Pro-Met
cyanogen bromide peptide has its N- and C-terminal sequences
in common with the C- and N-termini, respectively, of the two
tryptic peptides. In this manner the order of the peptide fragments
in their parent polypeptide chain is established. ."?, See the
Animated Figures
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H. Assignment of Disulfide Bond Positions

The final step in an amino acid sequence analysis is to de-
termine the positions (if any) of the disulfide bonds. This
is done by cleaving a sample of the native protein under
conditions that leave its disulfide bonds intact. The re-
sulting peptide fragments are then separated by reverse-
phase HPLC. The disulfide-linked peptide fragments are
easily identified because, for each such linkage, two of
the original peptide fragments will be replaced by a
larger one. The disulfide-linked fragments are then sub-
jected to Edman degradation. Although such a fragment
yields two PTH-amino acids in each step of this process
(at least initially), their locations within the predeter-
mined amino acid sequence of the protein are readily
surmised, thereby establishing the positions of the disul-
fide bonds.

I. Peptide Characterization and Sequencing
by Mass Spectrometry

Mass spectrometry (MS) has emerged as an important
technique for characterizing and sequencing polypeptides.
MS accurately measures the mass-to-charge (m/z) ratio for
ions in the gas phase (where m is the ion’s mass and z is its

(a) Electrospray ionization (ESI)

charge). Yet, until about 1985, macromolecules such as pro-
teins and nucleic acids could not be analyzed by MS. This
was because the method by which mass spectrometers pro-
duced gas phase ions destroyed macromolecules: vaporiza-
tion by heating followed by ionization via bombardment
with electrons. However, the development of two tech-
niques has eliminated this roadblock:

1. Electrospray ionization (ESI; Fig. 7-7a), a technique
pioneered by John Fenn in which a solution of a macromol-
ecule such as a peptide is sprayed from a narrow capillary
tube maintained at high voltage (~4000 V), forming fine,
highly charged droplets from which the solvent rapidly
evaporates. This yields a series of gas phase macromolecu-
lar ions that typically have ionic charges in the range +0.5
to +2 per kilodalton. For polypeptides, the ionic charges
result from the protonation of basic side chains such as Lys
and Arg [(M + nH)"" ions].

2. Matrix-assisted laser desorption/ionization (MALDI;
Fig. 7-7b), in which the macromolecule is embedded in a
crystalline matrix of a low molecular mass organic mole-
cule (usually prepared by drying a droplet of solution con-
taining the macromolecule and a large excess of the
organic molecule) and irradiated with intense short
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Figure 7-7 Generation of the gas phase ions required for the
mass spectrometric analysis of proteins. (¢) By electrospray
ionization (ESI) and (b) by matrix-assisted laser
desorption/ionization (MALDI). In ESI, a stream of dry N, or

some other gas is used to promote the evaporation of the solvent
from the droplets. [After Fitzgerald, M.C. and Siuzdak, G., Chem.
Biol. 3,708 (1996).]
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Figure 7-8 The ESI-MS spectrum of the 16,951-D horse heart
protein apomyoglobin. The measured m/z ratios and the inferred
charges for most of the peaks are indicated. Note the bell-shaped
distribution of the peaks, which is typical of ESI-MS spectra. The
peaks all have shoulders because the polypeptide’s component

(nanosecond) pulses of laser light at a wavelength ab-
sorbed by the matrix material but not the macromolecule.
The energy absorbed by the matrix ejects the intact
macromolecules from its surface into the gas phase, usu-
ally with a charge of +1 but, with larger molecules, occa-
sionally with charges of +2, +3, etc. For polypeptides, gen-
tisic acid (2,5-dihydroxybenzoic acid) is one of the few
substances found to have satisfactory properties as a ma-
trix. Through the use of MALDI, polypeptides of >400 kD
have been characterized.

In both of these techniques, the gas phase macromolec-
ular ions are directed into the mass spectrometer, which
measures their m/z values with an accuracy of >0.01%.
Consequently, if an ion’s z value can be determined, its mo-
lecular mass can be determined with far greater accuracy
than by any other method. For example, Fig. 7-8 shows the
ESI-based mass spectrum (ESI-MS) of the 16,951-D pro-
tein myoglobin. Note that successive peaks in this spec-
trum differ by a single ionic charge with the rightmost peak
corresponding to an (M + 9H)’* ion. Consequently, for the
mass spectrum of a macromolecule of molecular mass M
containing two adjacent peaks with m/z values of p; and p,
arising from ions with charges of z; and z; — 1,

M+ z
p=— [7.1]

4|

elements contain small admixtures of heavier isotopes (e.g.,
naturally abundant carbon consists of 98.9% >C and 1.1% *C
and naturally abundant sulfur consists of 0.8% *3S,4.2% *S, and
95.0% *S). [After Yates, J.R., Methods Enzymol. 271, 353
(1996).]

and

Mtz -1

p— [7.2]

P2
These two linear equations can therefore be readily solved
for their two unknowns, M and z;.

Since most mass spectrometers are limited to detecting
ions with m/z values less than several thousand, the use of
ESI-MS has the advantage that the high ionic charges of
the ions it produces has permitted the analysis of com-
pounds with molecular masses >100 kD. Another advan-
tage of ESI-MS is that it can be configured to operate in a
continuous flow mode with the effluent of an HPLC or
CE system. ESI-MS is used in this way, for example, to
characterize the tryptic digest of a protein by determining

the molecular masses of its component peptides (Section
7-1J).

a. Peptide Sequencing by Mass Spectrometry

Short polypeptides (<25 residues) can be directly se-
quenced though the use of a tandem mass spectrometer
(MS/MS; two mass spectrometers coupled in series; Fig. 7-9).
The first mass spectrometer functions to select the peptide
ion of interest from other peptide ions as well as any con-
taminants that may be present. The selected peptide ion (P5
in Fig. 7-9b) is then passed into a collision cell, where it
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Electrospray ionization tandem mass spectrometer
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Figure 7-9 The use of a tandem mass spectrometer (MS/MS)
in amino acid sequencing. (¢) An MS/MS consists of an ion
source (here shown as an ESI system), a first mass spectrometer
(MS-1), a collision cell, a second mass spectrometer (MS-2), and
a detector. (b) The ion source generates gas phase peptide ions,
P, P,, etc., from a digest of the protein being analyzed. These
peptides are separated by MS-1 according to their m/z values

collides with chemically inert atoms such as helium. The
energy thereby imparted to a peptide ion causes it to frag-
ment predominantly at only one of its several peptide
bonds, yielding one or two charged fragments (Fig. 7-10).
The molecular masses of the charged fragments are then
determined by the second mass spectrometer.

By comparing the molecular masses of successively
larger members of a family of fragments, the molecular
masses and therefore the identities of the corresponding
amino acid residues can be determined. The sequence of an
entire polypeptide can thus be elucidated (although MS
cannot distinguish the isomeric residues Ile and Leu be-
cause they have exactly the same mass and cannot always
reliably distinguish Gln and Lys residues because their mo-
lecular masses differ by only 0.036 D). Computerization of
this comparison process has reduced the time required to
sequence a (short) polypeptide to only a few minutes as
compared to the 30 to 50 min required per cycle of Edman
degradation. The reliability of this process has been in-
creased through the computerized matching of a measured
mass spectrum with those of peptides of known sequence
as maintained in databases.

The sequences of several polypeptides in a mixture can
be determined, even in the presence of contaminants, by
sequentially selecting the corresponding polypeptide ions
in the first mass spectrometer of the tandem instrument.
Hence, in separating and purifying the polypeptide frag-
ments of a protein digest in preparation for their sequenc-
ing, less effort need be expended for MS/MS-based as com-
pared to Edman techniques. MS/MS can also be used to
sequence peptides with chemically blocked N-termini (a

and one of them, here P, is directed into the collision cell, where
it collides with helium atoms. This treatment induces the
breakdown of the polypeptide ion to yield the fragments F;, F,,
etc., which are directed into MS-2, where their m/z values are
determined. [Part a after Yates, .R., Methods Enzymol. 271, 358
(1996); Part b after Biemann, K. and Scoble, H.A., Science 237,
992 (1987).]

common eukaryotic post-translational modification that
prevents Edman degradation) and to characterize other
post-translational modifications such as phosphorylations
(Section 4-3A) and glycosylations (Section 11-3C). Finally,
MS/MS can be used to locate disulfide bonds by chemically
or enzymatically fragmenting both the disulfide-cleaved
protein and the intact protein. From the disappearance of
peaks from the mass spectrum of the latter relative to that
of the former and the appearance of new peaks, the posi-
tions of the disulfide bonds in the protein can be deduced.
Thus, MS/MS has become an indispensable tool for the
characterization of polypeptides.

J. Peptide Mapping

Once the primary structure of a protein has been eluci-
dated, that of a nearly identical protein, such as one arising
from a closely related species, a mutation, or a chemical
modification, can be more easily determined. This was
originally done through the combined paper chromatography
and paper electrophoresis (Section 6-4A) of partial protein
digests, a technique synonymously known as fingerprinting
or peptide mapping. The peptide fragments incorporating
the amino acid variations migrate to different positions on
their fingerprint (peptide map) than do the corresponding
peptides of the original protein (Fig. 7-11). The variant pep-
tides could then be eluted and sequenced, thereby identify-
ing the changes in the protein without the need to
sequence it in its entirety.

In more recent times, peptide mapping has come to
mean any method that fragments a protein in a repro-
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Figure 7-10 The tandem mass
spectrum of the doubly charged ion of
the 14-residue human [Glu']
fibrinopeptide B (mm/z = 786). (a) The
peptide’s sequence. The upper and
lower rows of numbers are the
molecular masses of the charged
N-terminal and C-terminal fragments,
respectively, that are formed by the
cleavage indicated by their connecting
diagonal line. (b) The mass spectrum
of the fragmented peptide with the
m/z values of the most abundant
fragments indicated above the
corresponding peaks. The energy of
the collisions in the collision cell has
been adjusted so that each peptide
ion fragments an average of only
once. Note that the predominant
fragments under these conditions
have z = 1 and contain the intact
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ducible manner and then separates the resulting peptides
to yield a pattern that can be used to distinguish differ-
ences between related proteins. Thus, peptide mapping can
be carried out by two-dimensional gel electrophoresis or
by such high resolution one-dimensional techniques as
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Figure 7-11 Peptide mapping. A comparison of the fingerprints
of trypsin-digested (a) hemoglobin A (HbA) and (b) hemoglobin
S (HbS) shows two peptides that differ in these two forms of
hemoglobin (boxes). These peptides constitute the eight
N-terminal residues of the B subunit of hemoglobin. Their amino
acid sequences are
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HPLC, SDS-PAGE, IEF, or CE (Sections 6-3 and 6-4).
With any of these methods, variant peptides can be isolated
and sequenced to establish the sequence differences be-
tween the related proteins.

(®)

'3

Origin—
Hemoglobin A Val—His—Leu—Thr—Pro—Glu—Glu—Lys
Hemoglobin S Val—His—Leu—Thr—Pro—Val—Glu—Lys
B1 2 3 4 5 6 7 8

[Courtesy of Corrado Baglioni, State University of New York at
Albany.|
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2 NUCLEIC ACID SEQUENCING

The basic strategy of nucleic acid sequencing is identical to
that of protein sequencing (Section 7-1). It involves

1. The specific degradation and fractionation of the
polynucleotide of interest to fragments small enough to be
fully sequenced.

2. The sequencing of the individual fragments.

3. The ordering of the fragments by repeating the pre-
ceding steps using a degradation procedure that yields a set
of polynucleotide fragments that overlap the cleavage
points in the first such set.

Before about 1975, however, nucleic acid sequencing tech-
niques lagged far behind those of protein sequencing,
largely because there were no available endonucleases that
were specific for sequences greater than a nucleotide.
Rather, RNAs were cleaved into relatively short fragments
by partial digestion with enzymes such as ribonuclease T1
(from Aspergillus oryzae), which cleaves RNA after gua-
nine residues, or pancreatic ribonuclease A, which does so
after pyrimidine residues. Moreover, there is no reliable
polynucleotide reaction analogous to the Edman degrada-
tion for proteins (Section 7-1A). Consequently, the polynu-
cleotide fragments were sequenced by their partial diges-
tion with either of two exonucleases: snake venom
phosphodiesterase, which removes residues from the 3’
end of polynucleotides (Fig. 7-12), or spleen phosphodi-
esterase, which does so from the 5’ end. The resulting
oligonucleotide fragments were identified from their chro-
matographic and electrophoretic mobilities. Sequencing
RNA in this manner is a lengthy and painstaking
procedure.

The first biologically significant nucleic acid to be se-
quenced was that of yeast alanine tRNA (Section 32-2A).
The sequencing of this 76-nucleotide molecule by Robert
Holley, a labor of 7 years, was completed in 1965, some 12
years after Frederick Sanger had determined the amino
acid sequence of insulin. This was followed, at an accelerat-
ing pace, by the sequencing of numerous species of tRNAs
and the 58 ribosomal RNAs (Section 32-3A) from several
organisms. The art of RNA sequencing by these techniques
reached its zenith in 1976 with the sequencing, by Walter
Fiers, of the entire 3569-nucleotide genome of the bacterio-
phage MS2. In contrast, DNA sequencing was in a far more
primitive state because of the lack of available DNA en-
donucleases with any sequence specificity.

After 1975, dramatic progress was made in nucleic acid
sequencing technology. Three advances made this possible:

1. The discovery of restriction endonucleases to enable
the cleavage of DNA at specific sequences (Section 5-5A).

2. The development of molecular cloning techniques to
permit the acquisition of almost any identifiable DNA seg-
ment in the amounts required for sequencing (Section 5-5).

3. The development of DNA sequencing techniques.

These procedures are largely responsible for the enormous
advances in our understanding of molecular biology that

GCACUUGA
snake venom
phosphodiesterase
\
GCACUUGA
GCACUUG
GCACUU
GCACU
GCAC
GCA
GC + Mononucleotides

Figure 7-12 Sequence determination of an oligonucleotide by
partial digestion with snake venom phosphodiesterase. This
enzyme sequentially cleaves the nucleotides from the 3’ end of a
polynucleotide that has a free 3'-OH group. Partial digestion of
an oligonucleotide with snake venom phosphodiesterase yields a
mixture of fragments of all lengths, as indicated, that may be
chromatographically separated. Comparison of the base
compositions of pairs of fragments that differ in length by one
nucleotide establishes the identity of the 3'-terminal nucleotide
of the larger fragment. In this way the base sequence of the
oligonucleotide may be elucidated.

have been made over the past three decades and which we
discuss in succeeding chapters. DNA sequencing tech-
niques are the subject of this section.

The pace of nucleic acid sequencing has become so
rapid that directly determining a protein’s amino acid se-
quence is far more time-consuming than determining the
base sequence of its corresponding gene (although amino
acid and base sequences provide complementary informa-
tion; Section 7-2D). There has been such a flood of DNA
sequence data—over 300 billion nucleotides in over 200
million sequences as of 2010, and doubling every ~18
months—that only computers can keep track of them. The
first complete genome sequence to be determined, that of
the gram-negative bacterium Haemophilus influenzae, was
reported in 1995 by J. Craig Venter. By 2010, the genome
sequences of over 1000 prokaryotes had been reported
(with many more being determined) as well as sequences
of over 120 eukaryotes (with many more in progress), in-
cluding those of humans and many other vertebrates, in-
sects, worms, plants, and fungi (Table 7-3).

A. The Sanger Method

.’Q,See Guided Exploration 5: DNA sequence determination by the
chain-terminator method After 1975, several methods were de-
veloped for the rapid sequencing of long stretches of DNA.
Here we discuss the Sanger method, formulated by Freder-
ick Sanger (the same individual who pioneered the amino
acid sequencing of proteins), which is mainly responsible
for the vast number of DNA sequences that have been elu-
cidated.

The Sanger method (alternatively called the chain-
terminator method and the dideoxy method) utilizes the E.
coli enzyme DNA polymerase I (Section 5-4Cc) to synthe-
size complementary copies of the single-stranded DNA
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Haploid Genome Number of

Organism Size (kb) Chromosomes
Carsonella ruddii (insect endosymbiont; smallest known cellular genome) 160 1
Mycoplasma genitalium (human parasite) 580 1
Rickettsia prowazekii (bacterium; cause of typhus; putative mitochondial relative) 1,112 1
Haemophilus influenzae (bacterium; human pathogen) 1,830 1
Archaeoglobus fulgidus (hyperthermophilic, sulfate-reducing archaeon) 2,178 1
Synechocystis sp. (cyanobacterium) 3,573 1
Mycobacterium tuberculosis (cause of tuberculosis) 4,412 1
Escherichia coli (bacterium, human symbiont) 4,639 1
Saccharomyces cerevisiae (baker’s or budding yeast) 12,070 16
Plasmodium falciparum (protozoan; cause of malaria) 23,000 14
Caenorhabditis elegans (nematode worm) 97,000 6
Drosophila melanogaster (fruit fly) 180,000

Arabidopsis thaliana (flowering plant) 119,200 5
Oryza sativa (rice) 389,000 12
Danio rerio (zebra fish) 1,700,000 25
Gallus gallus (chicken) 1,200,000 40
Ornithorhynchus anatinus (platypus) 1,840,000 31
Mus musculus (mouse) 2,500,000 20
Canis familiaris (dog) 2,400,000 40
Pan troglodytes (chimpanzee) 3,100,000 24
Homo sapiens (human) 3,038,000 23

Source: http://www.ncbi.nlm.nih.gov/sites/entrez?db=genome.

being sequenced. As we have previously seen, under the
direction of the strand being replicated (the template
strand), DNA polymerase I assembles the four deoxynu-
cleoside triphosphates (dANTPs), dATP, dCTP, dGTP, and
dTTP, into a complementary polynucleotide chain that it
elongates in the 5’ to 3’ direction (Fig. 5-31). To initiate
DNA synthesis, DNA polymerase requires a primer in a sta-
ble base paired complex with the template DNA. If the
DNA being sequenced is a restriction fragment, as it usually
is, it begins and ends with a restriction site. The primer can
therefore be a short DNA segment containing this restric-
tion site annealed to the strand being replicated. The tem-
plate DNAs are obtained in sufficient quantity to sequence
by cloning them in M13-based vectors (Section 5-5Bb) or
by PCR (Section 5-5F), both of which yield the required
single-stranded DNAs.

DNA polymerase I's 5" — 3’ exonuclease activity (Fig.
5-33) is catalyzed by a separate active site from those
which mediate its polymerase and 3’ — 5’ exonuclease
(Fig. 5-36) functions. This is demonstrated by the observa-
tion that on proteolytic cleavage of the enzyme into two
fragments, the larger C-terminal fragment, which is known
as the Klenow fragment, possesses the full polymerase and
3" — 5’ exonuclease activities of the intact enzyme,
whereas the smaller N-terminal fragment has its 5" — 3’
exonuclease activity. Only the Klenow fragment is used in
DNA sequencing to ensure that all replicated chains have
the same 5’ terminus.

a. The Synthesis of Labeled DNA by DNA

Polymerase Is Terminated after Specific Bases

In the Sanger method (Fig. 7-13), the DNA to be sequenced
is incubated with the Klenow fragment of DNA polymerase I,
a suitable primer, and the four deoxynucleoside triphosphates
(dNTPs). Either at least one ANTP (usually dATP) or the
primer is a-*P-labeled. In addition, a small amount of the
2',3'-dideoxynucleoside triphosphate (ddNTP)

®—@—-®—ocH, 0

<

H H
H H

Base

2',3’-Dideoxynucleoside
triphosphate

of one of the bases is added to the reaction mixture. When
the dideoxy analog is incorporated in the growing polynu-
cleotide in place of the corresponding normal nucleotide,
chain growth is terminated because of the absence of a
3’-OH group. By using only a small amount of the ddNTP,
a series of truncated chains is generated, each of which is ter-
minated by the dideoxy analog at one of the positions occu-
pied by the corresponding base. Each of the four ddNTPs is
reacted in a separate vessel.

The four reaction mixtures are simultaneously elec-
trophoresed in parallel lanes on a sequencing gel. This is a
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5

Figure 7-13 Flow diagram of the
Sanger (chain-terminator or dideoxy)
method of DNA sequencing. The
symbol ddATP represents

dATP + ddATP dATP dATP dATP : : :
dideoxyadenosine triphosphate, etc.
gg,{,l; gg?; +ddCTP ggﬁ: 4dGTP gg,{}; The sequence that is determined by
4TTP JTTP dTTP * dTTP + ddTTP reading the gel from bottom to top
(from the smallest to the largest
fragment) is complementary to the
GGOCA GGC GGOCATCG GGCCAT sequence of the template DNA.
GGCCATCGTTGA GGCC GGCCATCGTTG GGCCATCGT
GGCCATC GGCCATCGTT

S\

long, thin (as little as 0.1 mm by up to 100 cm) polyacry-
lamide slab. It contains ~7M urea and is run at ~70°C so as
to eliminate all hydrogen bonding associations. These con-
ditions ensure that the DNA fragments separate only ac-
cording to their size. The sequence of the DNA that is com-
plementary to the template DNA can then be directly read
off an autoradiogram of the sequencing gel, from bottom to
top, as is indicated in Fig. 7-14. Indeed, computerized de-
vices are available to aid in doing so. However, a single gel
is incapable of resolving much more than 300 to 400 con-
secutive fragments. This limitation is circumvented by gen-
erating two sets of gels, one run for a longer time and per-
haps at a higher voltage than the other, to obtain the
sequence of up to 800-bp DNA fragments.

Improved gels can be obtained through the use of
dNTPs whose a-phosphate groups are radioactively la-
beled with *S rather than *2P.

«-Thio-[**S]ANTP

This is because the B particles emitted by *S nuclei have
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Figure 7-14 Autoradiograph of a sequencing gel. DNA
fragments were produced by the Sanger method of DNA
sequencing. A second loading of the gel (right) was made 90 min
after the initial loading (/eft). The deduced sequence of 140
nucleotides is written alongside. [From Hindley, J., DNA
sequencing, in Work, T.S. and Burdon, R.H. (Eds.), Laboratory
Techniques in Biochemistry and Molecular Biology, Vol. 10, p. 82,
Elsevier (1983). Used by permission.]
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less energy and hence shorter path lengths than those of
32P, thereby yielding sharper gel bands. More readily inter-
pretable gels may also be obtained by replacement of the
Klenow fragment with DNA polymerases either from bac-
teriophage T7 (T7 DNA polymerase, which is less sensitive

(a)

Template: 3’ CCGGTAGCAACT —— &’

GG 3

dATP + dCTP + dGTP + dTTP +
ddATP—@ + ddCTP—@ +
ddGTP—O + ddTTP—@

DNA
polymerase

GGCCATCGTTGA—@
GGCCATCGTTG—O
GGCCATCGTT —@
GGCCATCGT—@
GGCCATCG—O
GGCCATC—@
GGCCAT—@
GGCCA—@

GGCC—@

GGC—@

|

Dye-labeled
DNA segments

DNA Dye-labeled DNA segments are
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to the presence of ddNTPs than is Klenow fragment and
hence yields gel bands of more even intensities) or from
thermophilic bacteria such as Thermus aquaticus (Taq
polymerase; Section 5-5F) that are stable above 90°C and
hence can be used at the temperatures required to dena-
ture particularly stable segments of DNA.

b. RNA May Be Sequenced through Its Transcription

to cDNA

RNA can be readily sequenced by only a slight modifi-
cation of the above DNA sequencing procedures. The
RNA to be sequenced is transcribed into a complementary
strand of DNA (cDNA) through the action of reverse tran-
scriptase (Section 5-5Fa). The resulting cDNA may then be
sequenced normally.

c. The Sanger Method Has Been Automated

In order to sequence large tracts of DNA such as entire
chromosomes, the Sanger method has been greatly acceler-
ated through automation. This required that the above-
described radiolabeling techniques, which are not readily
automated, be replaced by fluorescence labeling techniques
(with the added benefit of eliminating the health hazards
and storage problems of using radiolabeled nucleotides).
In the most widely used such technique, each of the four
ddNTPs used to terminate chain extension is covalently
linked to a differently fluorescing dye, the chain-extension
reactions are carried out in a single vessel containing all
four of these labeled ddNTPs, and the resulting fragment
mixture is subjected to sequencing gel electrophoresis in a
single lane (Fig. 7-15a). As each fragment exits the gel, its
terminal base is identified according to its characteristic
fluorescence spectrum by a laser-activated fluorescence
detection system (Fig. 7-15b).

GTTCTAGAGCGGCCGCCAC CGCGGTGGNAGCTCCAGCTTTTGT TCCCTTT AGT GAGGGTT AATTTCGAGCTTGGCGT AATCATGGTCATAGCTGTTT
110 120 130 140 150 160 170 180 190

2CTGTGTG AAATTGTTAT CCGCTCAC AATT CC %CACAAC AT ACG AGCCGG »&AGC—\T —\AAGTGT AAAGC CTGGGG TGCCT A%ATG AGTGAG CT

i udhh Amh L

Figure 7-15 Automated DNA sequencing using the Sanger
method. (a) The primer that is base paired to the template strand
being sequenced is extended in the presence of four differently
fluorescently labeled dideoxynucleoside triphosphates
(ddNTPs). The resulting mixture of dye-labeled DNA strands of
all lengths is subject to gel electrophoresis in a capillary tube,
thereby separating them according to size with smaller
polynucleotides migrating faster than larger ones. As each
polynucleotide passes the detector, it’s 3'-terminal nucleotide is
identified according to the spectrum of its laser-stimulated

fluorescence. (b) A portion of the output of an automated DNA
sequencing system. Each of the four differently colored curves
indicates the fluorescence intensity of a particular dye that is
linked to a specific ddNTP in terminating the primer extension
reaction (green, blue, black, and red for ddATP, ddCTP, ddGTP,
and ddTTP, respectively; the letters above the bands identify the
bases and the numbers indicate their positions in the DNA
segment being sequenced). [Courtesy of Mark Adams, The
Institute for Genomic Research, Gaithersburg, Maryland.]
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The fluorescence detectors used in these devices, which
have error rates of ~1%, are computer-controlled and
hence data acquisition is automated. In the most advanced
such systems, the sequencing gel is contained in an array of
up to 96 capillary tubes rather than in a slab-shaped appa-
ratus, sample preparation and loading are performed by
robotic systems, and electrophoresis and data analysis are
fully automated. Such systems can simultaneously sequence
96 DNA samples averaging ~650 bases each with a turn-
around time of ~1 h and hence can identify up to 1.6 mil-
lion bases per day—all with only ~15 min of human atten-
tion (vs the ~25,000 bases per year that a skilled operator
can identify using the above-described manual methods).
Nevertheless, one such system would require ~10 years of
uninterrupted operation to sequence the 3 billion-bp hu-
man genome with only two sets of overlapping fragments.
However, to ensure the complete coverage of a large tract
of DNA (Section 5-5Ea) and to reduce its error rate to
<0.01%, at least 10 sets of overlapping segments must be
sequenced (Section 7-2B). Hence, the major sequencing
centers, where most genome sequencing is carried out,
each have over 100 such sequencing systems in factory-like
settings.

B. Genome Sequencing

The major technical challenge in sequencing a genome is
not the DNA sequencing itself but, rather, assembling the
tens of thousands to tens of millions of sequenced seg-
ments (depending on the size of the genome) into contigu-
ous blocks (called contigs) and assigning them to their
proper positions in the genome. One way that contigs
might be ordered is through chromosome walking (Section
5-5Ea). However, to do so for a eukaryotic genome would
be prohibitively time-consuming and expensive (e.g., to
“walk” the 125 million-bp length of an average length hu-
man chromosome using ~10-kb inserts from a plasmid li-
brary would require a minimum of 1.25 X 10%10,000 =
12,500 labor-intensive “steps”).

a. Map-Based Genome Sequencing

A more efficient technique of genome sequencing, the
map-based sequencing strategy (Fig. 7-16a), was developed
in the late 1980s. In this approach, low resolution physical
maps of each chromosome are prepared by identifying
shared landmarks on overlapping ~250-kb inserts that are
cloned in yeast artificial chromosomes (YACs). These land-
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Figure 7-16 Genome sequencing strategies. () The map-based
strategy uses three sets of progressively smaller cloned inserts
and assembles the sequenced inserts through cosmid walking and
the use of landmarks such as STSs and ESTs (see text). (b) The
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WGSA strategy uses only two levels of cloning and employs
sophisticated computer algorithms as well as STCs to assemble
the sequenced inserts into finished chromosomes. [After Venter,
J.C., Smith, H.O., and Hood, L., Science 381, 365 (1996).]



marks often take the form of 200- to 300-bp segments known
as sequence-tagged sites (STSs), whose exact sequence oc-
curs nowhere else in the genome. Hence, two clones that
contain the same STS must overlap. The STS-containing in-
serts are then randomly fragmented (usually by sonication;
Section 5-3D) into ~40-kb segments that are subcloned into
cosmid vectors so that a high resolution map can be con-
structed by identifying their landmark overlaps. The cosmid
inserts are then randomly fragmented into overlapping 5- to
10-kb or 1-kb segments for insertion into plasmid or M13
vectors (shotgun cloning; Section 5-5E). These inserts (~800
M13 clones per cosmid) are then sequenced (~400 bp per
clone) and the resulting so-called reads are assembled com-
putationally into contigs to yield the sequence of their par-
ent cosmid insert (with a redundancy of 400 bp per clone X
800 clones per cosmid/40,000 bp per cosmid = 8). Finally, the
cosmid inserts are assembled, through cosmid walking (the
computational analog of chromosome walking; Fig. 5-51),
using their landmark overlaps (with landmarks ideally
spaced at intervals of 100 kb or less), to yield the sequences
of the YAC inserts which are then assembled, using their
STSs, to yield the chromosome’s sequence.

The genomes of most complex eukaryotes contain nu-
merous tracts of repetitive sequences, that is, segments of
DNA that are tandemly repeated hundreds, thousands, and
in some cases millions of times (Section 34-2B). Lengthy
tracts of repetitive sequences easily confound the forego-
ing assembly process, leading to gaps in the sequence.
Moreover, such repetitive sequences greatly exacerbate
the difficulty of finding properly spaced STSs. To partially
circumvent the latter difficulty, STS-like sequences of
cDNAs, known as expressed sequence tags (ESTs), are
used in place of STSs. Since the mRNAs from which
cDNAs are reverse transcribed encode proteins, they are
unlikely to contain repetitive sequences.

b. The Whole Genome Shotgun Assembly Strategy

Although the initial goal of the human genome project
of identifying STSs and ESTs every ~100 kb in the human
genome was achieved, advances in computational and
cloning technology permitted a more straightforward se-
quencing procedure that eliminates the need for both the
low resolution (YAC) and high resolution (cosmid) map-
ping steps. In this so-called whole genome shotgun assem-
bly (WGSA) strategy, which was formulated by Venter,
Hamilton Smith, and Leroy Hood, a genome is randomly
fragmented, a large number of cloned fragments are se-
quenced, and the genome is assembled by identifying over-
laps between pairs of fragments. Statistical considerations
indicate that, using this strategy, the probability that a
given base is not sequenced is ideally e ¢, where c is the re-
dundancy of coverage [c = LN/G, where L is the average
length of the reads in nucleotides (nt), N is the number of
reads, and G is the length of the genome in nt], the aggre-
gate length of the gaps between contigs is Ge™ ¢, and the av-
erage gap size is G/N. Moreover, without a long-range
physical and/or genetic map of the genome being se-
quenced, the order of the contigs and their relative orienta-
tions would be unknown.
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For bacterial genomes, the WGSA strategy is carried
out straightforwardly by sequencing tens of thousands of
fragments and assembling them (a task that required the
development of computer algorithms capable of assem-
bling contigs from very large numbers of reads). Then, in a
task known as finishing, the gaps between contigs are filled
in by several techniques including synthesizing PCR
primers complementary to the ends of the contigs and us-
ing them to isolate the missing segments (chromosome
walking; bacterial genomes have few if any repetitive se-
quences).

For eukaryotic genomes, their much greater sizes re-
quire that the WGSA strategy be carried out in stages as
follows (Fig. 7-16b). A bacterial artificial chromosome
(BAC) library of ~150-kb inserts is generated (for the hu-
man genome, an ~15-fold redundancy, which would still
leave ~900 bases unsequenced, would require ~300,000
such clones; BACs are used because they are subject to
fewer technical difficulties than are YACs). The insert in
each of these BAC clones is identified by sequencing
~500 bp in from each end to yield segments known as se-
quence-tagged connectors (STCs or BAC-ends; which for
the above 300,000 clones would collectively comprise
~300,000 kb, that is, 10% of the entire human genome).
One BAC insert is then fragmented and shotgun cloned
into plasmid or M13 vectors (so as to yield ~3000 overlap-
ping clones), and the fragments are sequenced and assem-
bled into contigs. The sequence of this “seed” BAC is then
compared with the database of STCs to identify the ~30
overlapping BAC clones. The two with minimal overlap at
either end are then selected, sequenced, and the operation
repeated until the entire chromosome is sequenced (BAC
walking), which for the human genome required 27 million
sequencing reads. This process is also confounded by repet-
itive sequences.

The WGSA strategy is readily automated through ro-
botics and hence is faster and less expensive than the map-
based strategy. Indeed, most known genome sequences
have been determined using the WGSA strategy, many in a
matter of a few months, and its advent reduced the time to
sequence the human genome by several years. Neverthe-
less, it appears that for eukaryotic genomes, most of the
residual errors in a WGSA-based genome sequence
[mainly the failure to recognize long (>15 kb) segments
that have nearly (>97%) identical sequences] can be elim-
inated by finishing it through the use of some of the tech-
niques of the map-based strategy.

c. The Human Genome Has Been Sequenced

The “rough draft” of the human genome was reported
in 2001 by two independent groups: the publicly funded
International Human Genome Sequencing Consortium
(IHGSC; a collaboration involving 20 sequencing centers in
six countries), led by Francis Collins, Eric Lander, and John
Sulston, which used the map-based strategy; and a privately
funded group, mainly from Celera Genomics, led by Venter,
which used the WGSA strategy. The IHGSC-determined
genome sequence was a conglomerate from numerous
anonymous individuals, whereas that from Celera Genomics
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was derived from five individuals but mainly from Venter.
These draft sequences lacked ~10% of the gene-rich chro-
mosomal regions known as euchromatin (Section 34-1)
and much of the largely if not entirely unexpressed chro-
mosomal regions known as constitutive heterochromatin
(Section 34-1; which consists of highly repetitive sequences
that are mainly associated with the chromosomal cen-
tromeres; Section 34-3A). Moreover, both draft assemblies
had sequencing error rates of ~1% and contained
~160,000 gaps so that the order and orientations of many
contigs within local regions had not been established. But
even this imperfect data greatly accelerated the pace of ge-
netic research such that, for example, the genes for hun-
dreds of inherited diseases were identified and cloned far
more rapidly than had previously been possible.

In 2004, the IHGSC reported the finished sequence of
the human genome. It covered ~99% of the euchromatic
genome (2.851 billion nt of the entire 3.038-billion nt
genome) with an error rate of <0.001% and had only 281
gaps, all of which were in regions of repetitive sequence. In
2007, Venter reported the finished sequence of his own
diploid genome (that of all 46 chromosomes; previously re-
ported genome sequences were those of haploid genomes,
that is, of one member of each homologous chromosomal
pair). These stunning achievements, the culmination of
over a decade of intense effort by hundreds of scientists, is
revolutionizing the way both biochemistry and medicine
are viewed and practiced. A few of the major observations
that have been made are as follows:

1. About 45% of the human genome consists of repeat-
ing sequences of various lengths.

2. Only ~28% of the genome is transcribed to RNA.

3. Only 1.2% of the genome (~4% of the transcribed
RNA) encodes protein.

4. The human genome appears to contain only ~23,000
protein-encoding genes [also known as open reading
frames (ORFs)] rather than the 50,000 to 140,000 ORFs
that had previously been predicted based mainly on ex-
trapolations (and the ~30,000 ORFs predicted from the
rough draft). This compares with the ~6600 ORFs in yeast,
~14,000 in Drosophila, ~19,000 in C. elegans, and ~25,500
in Arabadopsis. Note that these numbers will almost cer-
tainly change as our presently imperfect ability to recog-
nize ORFs improves.

5. Only a small fraction of human protein families is
unique to vertebrates; most occur in other if not all life-
forms.

6. Two randomly selected human genomes differ, on av-
erage, by only 1 nucleotide per 1000; that is, any two people
are likely to be ~99.9% genetically identical.

The obviously greater complexity of humans (verte-
brates) relative to “lower” (nonvertebrate) forms of life is
unlikely to be due to the not much larger numbers of ORFs
that vertebrates encode. Rather, it appears that vertebrate
proteins themselves are more complex than those of nonver-

tebrates; that is, vertebrate proteins tend to have more do-
mains (modules) than invertebrate proteins and these mod-
ules are more often selectively expressed through alterna-
tive gene splicing (Section 5-4Ac). Thus, many vertebrate
genes encode several different although similar proteins.
Moreover, mounting evidence indicates that vertebrate
genomes encode large numbers of short RNA segments that
participate in controlling gene expression (Section 31-4At).

The genomes of eukaryotes, including that of Homo
sapiens, can be explored at http://www.ncbi.nlm.nih.gov/
projects/mapview/.

C. Next Generation DNA Sequencing Technologies

One of the goals of the human genome project is to se-
quence an individual’s genome at an affordable price
(US$1000 is the figure that is often quoted). This would per-
mit the comparison of many thousands of human genome
sequences and hence the correlation of specific sequences
with susceptibility to particular diseases. This, in turn, would
usher in an age of personalized medicine when the treat-
ment of active disease and the prevention of anticipated dis-
ease would be tailored to an individual’s genetic makeup.

Like most aspects of science, genome sequencing is
technology-driven. Thus the IHGSC-determined sequence
cost ~US$300 million and took over a decade to complete.
In contrast, using “next generation” sequencing technology
(see below), the diploid genome of James Watson (of
Watson—Crick fame) was sequenced in 2 months at a cost
of <US$1 million—the third human genome to be se-
quenced. As even newer technologies are developed, the
price and time to sequence a human genome is expected to
drop even more precipitously.

All of the several available next generation sequencing
technologies eliminate the time-consuming cloning steps
used by the Sanger sequencing-based methods (Fig. 7-16).
They do so by amplifying single isolated molecules of DNA
and then sequencing them in a massively parallel way.

a. The 454 Sequencing System

The Watson genome was sequenced using a system de-
veloped by 454 Life Sciences that employs the following
methodology (Fig. 7-17). The genomic DNA is randomly
sheared to small (300-500 bp) fragments and ligated to
adaptors, which in turn are specifically bound by ~30-pm-
in-diameter “DNA capture” beads under dilution condi-
tions such that, at most, one DNA fragment is bound to
each bead. The beads are suspended in a PCR mixture con-
taining dNTPs, primers complementary to the adaptors,
and Taqg DNA polymerase. The suspension is emulsified
with oil such that each aqueous droplet contains only one
bead, that is, each bead is contained in its own microreac-
tor, thus preventing the introduction of competing or con-
taminating sequences. The PCR (Section 5-5F) is carried
out by thermocycling until ~10 million identical DNA
fragments are bound to each DNA capture bead. The
emulsion is broken by the addition of isopropanol, the
DNA is denatured, and the resulting single-stranded DNA-
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Figure 7-17 Sample preparation for the 454 sequencing
system. (a) Genomic DNA is isolated, fragmented, linked to
adaptors, and denatured to yield single strands. (b) The single
strands are bound to DNA capture beads under dilution
conditions in which, at most, one single strand binds per bead,
the beads are captured in a PCR-reaction-mixture-in-oil emulsion,
and PCR amplification of the DNA occurs within each

bearing beads are deposited into 75-picoliter wells (1 pico-
liter = 1072 L) on a fiber-optic slide with one bead per
well. The slide contains ~1.6 million wells.

The DNA on each of the beads is sequenced using a se-
ries of coupled enzymatic reactions that are collectively
known as pyrosequencing (Fig. 7-18):

1. A solution containing only one of the four dNTPs is
flowed over the bead-containing slide. If that ANTP is com-
plementary to the first unpaired base on a template strand,
DNA polymerase catalyzes its addition to the primer
strand and releases pyrophosphate ion (Fig. 5-31).

2. In a reaction catalyzed by the enzyme ATP sulfuryl-
ase, the pyrophosphate ion reacts with adenosine-5'-phos-
phosulfate to yield ATP.

(d)

bead-containing droplet. (¢) The emulsion is broken by the
addition of isopropanol, the now double-stranded DNA is
denatured, and the resulting beads carrying single-stranded DNA
clones are deposited in the wells of a fiber-optic slide. (d) Smaller
beads linked to the enzymes ATP sulfurylase and luciferase are
deposited into each well. [Courtesy of Jonathan Rothberg, 454
Life Sciences Corporation, Branford, Connecticut. |

3. In a reaction catalyzed by the firefly enzyme
luciferase, the ATP reacts with luciferin and O, to yield
oxyluciferin and a flash of visible light (a phenomenon
named chemiluminescence). The well from which the light
flash emanated together with its intensity is recorded by an
imaging system, thus identifying those wells in which the
foregoing nucleotide was added to the primer strand. The
intensity of the light is proportional to the number of nu-
cleotides reacted so that when two or more consecutive nu-
cleotides of the same type are added to the primer strand,
their number is determined.

4. In preparation for the next reaction cycle, any unre-
acted dNTPs and ATP are hydrolyzed to mononucleotides
(NMPs) and phosphate ion by a wash containing the en-
zZyme apyrase.
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2

DNAn residues T dNTP 1 DNAn +1residues T PZO(717
Pyrophosphate
(0]
4 . Il ATP sulfurylase
P07 + Adenosine — p— OSO§_ ——— ATP + SO}
I

o-
Adenosine-5'-phosphosulfate

HO S S
ATP + y

S
N N~ “COOH

Luciferin

Figure 7-18 The reactions of pyrosequencing.
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This series of reactions is automatically iterated by sequen-
tially using all four dNTPs and then repeating the entire
process. In this way, the sequence of ~400,000 DNA frag-
ments (reads) can be simultaneously determined to a
length of >400 nt, each with an accuracy of ~99%, in one
4-h run (and hence the 454 system is over 300-fold faster
than state-of-the-art Sanger-based sequencing systems).

The 106 million reads of the Watson genome were as-
sembled by mapping them to the IHGSC-determined hu-
man genome sequence (using programs similar to those
described in Section 7-4Bg), thus bypassing the computa-
tionally difficult process of assembling the genome based
on overlaps as well as eliminating the need for finishing. In
fact, the relatively short read lengths of the 454 system
(maximally ~400 nt vs ~800 nt for Sanger sequencing)
makes it difficult to shotgun assemble a eukaryotic genome
de novo (anew) so that Sanger sequencing is still useful.
However, the ~4 million reads of the Watson genome with
no or poor alignment to the IHGSC sequence were placed
according to their overlaps [which identified 3.3 million
single-base differences, which are known as single nu-
cleotide polymorphisms (SNPs; pronounced “snips”), rela-
tive to the IHGSC sequence and the gain or loss of numer-
ous chromosomal segments ranging in length up to
1.5 million bp].

The read lengths of the 454 system are sufficient to
assemble bacterial genomes de novo, although a 15-fold
redundancy is necessary to do so accurately versus a 6- to
8-fold redundancy for Sanger sequencing. Nevertheless,
with the use of a 454 system, the sequence of a typical bac-
terial genome can be determined in less than a week at a
cost of several thousand U.S. dollars.

b. Other DNA Sequencing Technologies

Several other next generation DNA sequencing plat-
forms, each using a different although massively parallel
sequencing technology, are available. For example, the
SOLID system from Applied Biosystems can simultane-
ously sequence ~180 million DNA fragments with read
lengths of up to 50 nt each for a total of up to ~9 billion nt
in a single run, whereas the Genome Analyzer from Illu-
mina (originally Solexa) can simultaneously sequence ~50
million DNA fragments with read lengths of up to 50 nt
each for a total of up to 2.5 billion nt in a single run. The
short read of both these systems makes them unsuitable for
use in de novo genome sequencing. Nevertheless, by mid-
2010, several hundred human genome sequences had been
determined using the Illumina system and identifying the
sequence changes in its reads relative to previously deter-
mined human genome sequences (a process called rese-
quencing). Moreover, there are many applications for
which systems generating short reads are well suited, such
as selectively resequencing portions of the genomes of nu-
merous individuals in order to discover disease-related
SNPs, identifying the genetic changes in cancerous tumors,
and screening for mutations among related populations of
bacteria.

The so-called third generation sequencing technologies
that are now on the horizon promise even faster and less

expensive DNA sequencing. These directly sequence single
DNA molecules rather than first amplifying them by
cloning or PCR as do all presently available sequencing
technologies. For example, a system under development by
Pacific Biosciences permanently attaches a single molecule
of DNA polymerase to the bottom of a cylindrical well that
is only ~50 nm in diameter. The DNA polymerase mole-
cule synthesizes the complementary strand of the template
strand that is being sequenced using dNTPs whose y-phos-
phate groups are covalently linked to a fluorescent dye,
with a differently fluorescing dye for each of the four bases.
The volume of the wells is so small (2 X 107%° L) that freely
diffusing dye-linked dNTP molecules in solution rarely en-
ter a well and then for only a few microseconds before dif-
fusing away. In contrast, a DNA polymerase that is incor-
porating a dNTP into a growing DNA chain holds it for
tens of milliseconds before releasing the now dye-linked
pyrophosphate ion into the solution and commencing an-
other round of synthesis. During this time the laser-excited
fluorescent ANTP emits light that is detected by a sophisti-
cated optical system that only observes the light emanating
from the bottom of the well, thus identifying the dNTP that
is being incorporated. This system has been shown to pro-
duce reads of tens of thousands of nucleotides in each of
thousands of wells. Even farther in the future are systems
that pass single molecules of DNA through tiny holes
(nanopores) and identify their bases by measuring the sub-
tle electrical changes as each base passes through the
nanopore.

D. Nucleic Acid Sequencing versus Amino
Acid Sequencing

The amino acid sequences of proteins are specified by the
base sequences of nucleic acids (Section 5-4Bb). Conse-
quently, with a knowledge of the genetic code (Table 5-3)
and the nature of transcriptional and translational initia-
tion sequences (Sections 31-3 and 32-3C), a protein’s pri-
mary structure can be inferred from that of a correspon-
ding nucleic acid. Techniques for sequencing nucleic acids
initially lagged far behind those for proteins, but by
the late 1970s, DNA sequencing methods had advanced
to the point that it became far easier to sequence a
DNA segment than the protein it specified. Although the
great majority of known protein primary structures have
been inferred from DNA sequences, direct protein se-
quencing remains an important biochemical tool for sev-
eral reasons:

1. Disulfide bonds can be located only by protein se-
quencing.

2. Many proteins are modified after their biosynthesis
by the excision of certain residues and by the specific de-
rivatization of others (Section 32-5). The identities of these
modifications, which are often essential for the protein’s
biological function, can be determined only by directly
sequencing the protein.

3. One of the most effective ways of identifying the
gene that encodes a protein of interest is to determine the



amino acid sequence of at least a portion of the protein, in-
fer the base sequence of the DNA segment that encodes
this polypeptide segment, chemically synthesize this
DNA, and use it to identify and isolate the gene(s) con-
taining its base sequence through Southern blotting or
PCR (Sections 5-5D and 5-5F). This process is known as
reverse genetics because, in prokaryotes, genetics has been
traditionally used to characterize proteins rather than
vice versa. Of course, for organisms whose genomes have
been sequenced, this process can be carried out in silico
(by computer).

4. The “standard” genetic code is not universal: Those
of mitochondria and certain protozoa are slightly differ-
ent (Section 32-1Db). In addition, in certain species
of protozoa, the RNA transcripts are “edited”; that is,
their sequences are altered before they are translated
(Sections 31-4Ar and 31-4As). These genetic code anom-
alies were discovered by comparing the amino acid se-
quences of proteins and the base sequences of their cor-
responding genes. If there are other genetic code
anomalies, they will no doubt be discovered in a like
manner.

3 CHEMICAL EVOLUTION

Individuals, as well as whole species, are characterized by
their genomes. An organism’s genome specifies the amino
acid sequences of all members of its proteome (all of the
proteins encoded by its genome) together with their quan-
tity and schedule of appearance in each cell. An organism’s
proteomic composition is therefore the direct consequence
of its genomic composition.

In this section, we concentrate on the evolutionary as-
pects of amino acid sequences, the study of the chemical
evolution of proteins. Evolutionary changes, which stem
from random mutational events, often alter a protein’s
primary structure. A mutational change in a protein, if it is
to be propagated, must somehow increase, or at least not
decrease, the probability that its owner will survive to re-
produce. Many mutations are deleterious and often lethal
in their effects and therefore rapidly die out. On rare
occasions, however, a mutation arises that, as we shall see
below, improves the fitness of its host in its natural envi-
ronment.

A. Sickle-Cell Anemia: The Influence
of Natural Selection

Hemoglobin, the red blood pigment, is a protein whose
major function is to transport oxygen throughout the body.
A molecule of hemoglobin is an «,B, tetramer; that is, it
consists of two identical o chains and two identical B chains
(Fig. 7-1d). Hemoglobin is contained in the erythrocytes
(red blood cells; Greek: erythros, red + kytos, a hollow ves-
sel) of which it forms ~33% by weight in normal individu-
als, a concentration that is nearly the same as it has in the
crystalline state. In every cycle of their voyage through the
circulatory system, the erythrocytes, which are normally
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Figure 7-19 Scanning electron micrographs of human
erythrocytes. () Normal human erythrocytes revealing their
biconcave disklike shape. [David M. Phillips/Visuals Unlimited.]
(b) Sickled erythrocytes from an individual with sickle-cell
anemia. [Bill Longcore/Photo Researchers, Inc.]

flexible biconcave disks (Fig. 7-19a), must squeeze through
capillary blood vessels smaller in diameter than they are.

In individuals with the inherited disease sickle-cell ane-
mia, many erythrocytes assume an irregular crescentlike
shape under conditions of low oxygen concentration typi-
cal of the capillaries (Fig. 7-19b). This “sickling” increases
the erythrocytes’ rigidity, which hinders their free passage
through the capillaries. The sickled cells therefore impede
the flow of blood in the capillaries such that, in a sickle-cell
“crisis,” the blood flow in some areas may be completely
blocked, thereby giving rise to extensive tissue damage and
excruciating pain. Moreover, individuals with sickle-cell
anemia suffer from severe hemolytic anemia (a condition
characterized by red cell destruction) because the in-
creased mechanical fragility of their erythrocytes halves
the normal 120-day lifetime of these cells. The debilitating
effects of this disease are such that, before the latter half of
the twentieth century, individuals with sickle-cell anemia
rarely survived to maturity (although modern treatments
by no means constitute a cure).

a. Sickle-Cell Anemia Is a Molecular Disease

In 1945, Linus Pauling correctly hypothesized that
sickle-cell anemia, which he termed a molecular disease, is
a result of the presence of a mutant hemoglobin. Pauling and
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Table 7-4 Amino Acid Sequences of Cytochromes ¢ from 38 Species
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“The amino acid side chains have been shaded according to their polarity characteristics so that an invariant or conservatively substituted residue is
identified by a vertical band of a single color. The letter a at the beginning of the chain indicates that the N-terminal amino group is acetylated; an h

indicates that the acetyl group is absent.

Source: Dickerson, R.E., Sci. Am. 226(4), 58-72 (1972), with corrections from Dickerson, R.E. and Timkovich, R., in Boyer, PD. (Ed.), The Enzymes (3rd
ed.), Vol. 11, pp. 421-422, Academic Press (1975). [Illustration, Irving Geis. Image from the Irving Geis Collection, Howard Hughes Medical Institute.

Reprinted with permission.]

his co-workers subsequently demonstrated, through elec-
trophoretic studies, that normal human hemoglobin (HbA)
has an anionic charge that is around two units more nega-
tive than that of sickle-cell hemoglobin (HbS; Fig. 7-20).
In 1956, Vernon Ingram developed the technique of fin-
gerprinting peptides (Section 7-1J) in order to pinpoint the
difference between HbA and HbS. Ingram’s fingerprints of
tryptic digests of HbA and HbS revealed that their « sub-
units are identical but that their 8 subunits differ by a vari-
ation in one tryptic peptide (Fig. 7-11). Sequencing studies
eventually indicated that this difference arises from the re-
placement of the Glu B6 of HbA (the Glu in the sixth posi-
tion of each B chain) with Val in HbS (Glu g6 — Val), thus
accounting for the charge difference observed by Pauling.
This was the first time an inherited disease was shown to
arise from a specific amino acid change in a protein. This

Figure 7-20 The electrophoretic pattern of hemoglobins from
normal individuals and from those with the sickle-cell trait and
sickle-cell anemia. [From Montgomery, R., Dryer, R.L., Conway,
T.W., and Spector, A.A., Biochemistry, A Case Oriented
Approach (4th ed.), p. 87. Copyright © 1983 C.V. Mosby
Company, Inc.]
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mutation causes deoxygenated HbS to aggregate into fila-
ments of sufficient size and stiffness to deform eryth-
rocytes—a remarkable example of the influence of primary
structure on quaternary structure. The structure of these
filaments is further discussed in Section 10-3B.

b. The Sickle-Cell Trait Confers Resistance

to Malaria

Sickle-cell anemia is inherited according to the laws of
Mendelian genetics (Section 1-4B). The hemoglobin of in-
dividuals who are homozygous for sickle-cell anemia is
almost entirely HbS. In contrast, individuals heterozygous
for sickle-cell anemia have hemoglobin that is ~40% HbS

111
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(Fig. 7-20). Such persons, who are said to have the sickle-
cell trait, lead a normal life even though their erythrocytes
have a shorter lifetime than those of normal individuals.

The sickle-cell trait and disease occur mainly in persons
of equatorial African descent. The regions of equatorial
Africa where malaria is a major cause of death (contribut-
ing to childhood mortality rates as high as 50%), as Fig. 7-21
indicates, coincide closely with those areas where the
sickle-cell gene is prevalent (possessed by as much as 40%
of the population in some places). This observation led An-
thony Allison to the discovery that individuals heterozy-
gous for HbS are resistant to malaria, that is, they are less
likely to die of a malarial infection.
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|:| Malaria
|:| Sickle-cell gene

- Overlap area

Figure 7-21 A map indicating the regions of the world where
malaria caused by P. falciparum was prevalent before 1930,
together with the distribution of the sickle-cell gene.

Malaria is one of the most lethal infectious diseases that
presently afflict humanity: Of the 2.5 billion people living
within malaria-endemic areas, 100 million are clinically ill
with the disease at any given time and at least 1 million,
mostly very young children, die from it each year. In Africa,
malaria is caused by the mosquito-borne protozoan Plas-
modium falciparum, which resides within an erythrocyte
during much of its 48-h life cycle. Plasmodia increase the
acidity of the erythrocytes they infect by ~0.4 pH units and
cause them to adhere to a specific protein lining capillary
walls by protein knobs that develop on the erythrocyte sur-
faces (the spleen would otherwise remove the infected ery-
throcytes from the circulation, thereby killing the para-
sites). Death often results when so many erythrocytes are
lodged in a vital organ (such as the brain in cerebral
malaria) that its blood flow is significantly impeded.

How does the sickle-cell trait confer malarial resist-
ance? Normally, ~2% of the erythrocytes of individuals
with the sickle-cell trait are observed to sickle under the
low oxygen concentration conditions found in the capillar-
ies. However, the lowered pH of infected erythrocytes in-
creases their proportion of sickling in the capillaries to
~40%. Thus, during the early stages of a malarial infec-
tion, parasite-enhanced sickling probably causes the pref-
erential removal of infected erythrocytes from the circula-
tion. In the later stages of infection, when the parasitized
erythrocytes are attached to the capillary walls, the sick-
ling induced by this low oxygen environment may me-
chanically and/or metabolically disrupt the parasite. Con-
sequently, bearers of the sickle-cell trait in a malarial
region have an adaptive advantage: The fractional popula-
tion of heterozygotes (sickle-cell trait carriers) in such ar-
eas increases until their reproductive advantage becomes
balanced by the inviability of the correspondingly increas-
ing proportion of homozygotes (those with sickle-cell dis-
ease). Thus sickle-cell anemia provides a classic Darwinian

example of a single mutation’s adaptive consequences in the
ongoing biological competition among organisms for the
same resources.

B. Species Variations in Homologous Proteins: The
Effects of Neutral Drift

The primary structures of a given protein from related
species closely resemble one another. If one assumes, ac-
cording to evolutionary theory, that related species have
evolved from a common ancestor, then it follows that each
of their proteins must have likewise evolved from the cor-
responding protein in that ancestor.

A protein that is well adapted to its function, that is, one
that is not subject to significant physiological improvement,
nevertheless continues evolving. The random nature of mu-
tational processes will, in time, change such a protein in
ways that do not significantly affect its function, a process
called neutral drift (deleterious mutations are, of course,
rapidly rejected through natural selection). Comparisons
of the primary structures of homologous proteins (evolu-
tionarily related proteins) therefore indicate which of the
proteins’ residues are essential to its function, which are of
lesser significance, and which have little specific function. If,
for example, we find the same side chain at a particular po-
sition in the amino acid sequence of a series of related pro-
teins, we can reasonably conclude that the chemical and/or
structural properties of that so-called invariant residue
uniquely suit it to some essential function of the protein.
Other amino acid positions may have less stringent side
chain requirements so that only residues with similar char-
acteristics (e.g., those with acidic properties: Asp and Glu)
are required; such positions are said to be conservatively
substituted. On the other hand, many different amino acid
residues may be tolerated at a particular amino acid posi-
tion, which indicates that the functional requirements of
that position are rather nonspecific. Such a position is
called hypervariable.

a. Cytochrome c Is a Well-Adapted Protein

To illustrate these points, let us consider the primary
structure of a nearly universal eukaryotic protein, cy-
tochrome c. Cytochrome c has a single polypeptide chain
that, in vertebrates, consists of 103 or 104 residues, but in
other phyla has up to 8 additional residues at its N-terminus.
It occurs in the mitochondrion as part of the electron-
transport chain, a complex metabolic system that functions
in the terminal oxidation of nutrients to produce adenosine
triphosphate (ATP) (Section 22-2).The role of cytochrome ¢
is to transfer electrons from a large enzyme complex known
as cytochrome c reductase to one called cytochrome ¢
oxidase.

It appears that the electron-transport chain took its
present form between 1.5 and 2 billion years ago as organ-
isms evolved the ability to respire (Section 1-5Cb). Since
that time, the components of this multienzyme system have
changed very little, as is evidenced by the observation that
the cytochrome ¢ from any eukaryotic organism, say a



pigeon, will react in vitro with the cytochrome oxidase from
any other eukaryote, for instance, wheat. Indeed, hybrid cy-
tochromes c consisting of covalently linked fragments from
such distantly related species as horse and yeast (prepared
via techniques of genetic engineering) exhibit biological
activity.

b. Protein Sequence Comparisons Yield

Taxonometric Insights

Emanuel Margoliash, Emil Smith, and others elucidated
the amino acid sequences of the cytochromes ¢ from over
100 widely diverse eukaryotic species ranging in complex-
ity from yeast to humans. The sequences from 38 of these
organisms are arranged in Table 7-4 (page 186) so as to
maximize the similarities between vertically aligned
residues (methods of sequence alignment are discussed in
Section 7-4B). The various residues in the table have been
colored according to their physical properties in order to il-
luminate the conservative character of the amino acid sub-
stitutions. Inspection of Table 7-4 indicates that cy-
tochrome c is an evolutionarily conservative protein. A
total of 38 of its 105 residues (23 in all that have been se-
quenced) are invariant and most of the remaining residues
are conservatively substituted (see the bottom row of Table
7-4). In contrast, there are 8 positions that each accommo-
date six or more different residues and, accordingly, are de-
scribed as being hypervariable.

The clear biochemical role of certain residues makes it
easy to surmise why they are invariant. For instance, His 18
and Met 80 form ligands to the redox-active Fe atom of cy-
tochrome c; the substitution of any other residues in these
positions inactivates the protein. However, the biochemical
significance of most of the invariant and conservatively
substituted residues of cytochrome c can only be profitably
assessed in terms of the protein’s three-dimensional struc-
ture and is therefore deferred until Section 9-6A. In what
follows, we consider what insights can be gleaned solely
from the comparisons of the amino acid sequences of re-
lated proteins. The conclusions we draw are surprisingly far
reaching.

The easiest way to compare the evolutionary differ-
ences between two homologous proteins is simply to count
the amino acid differences between them (more realisti-
cally, we should infer the minimum number of DNA base
changes to convert one protein to the other but, because of
the infrequency with which mutations are accepted, count-
ing amino acid differences yields similar information).
Table 7-5 is a tabulation of the amino acid sequence differ-
ences among 22 of the cytochromes c listed in Table 7-4. It
has been boxed off to emphasize the relationships among
groups of similar species. The order of these differences
largely parallels that expected from classical taxonomy.
Thus primate cytochromes ¢ more nearly resemble those of
other mammals than they do, for example, those of insects
(8-12 differences for mammals vs 26-31 for insects). Simi-
larly, the cytochromes c of fungi differ as much from those
of mammals (45-51 differences) as they do from those of
insects (41-47) or higher plants (47-54).
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Table 7-5 Amino Acid Difference Matrix for 26 Species of

Cytochrome c¢*
Average
differences
Man, chimpanzee | 0 I
Rhesus monkey | 1 0
Horse |1211(0 5.1
Donkey [1110/1 0
Pig, cow, sheep [10 9 (3 210
Dog [1110{6 5|3 0
Gray whale |10 9 (5 4(2 3 0
Rabbit |9 86 5[4 5 2 0 9.9
Kangaroo |1011(7 8|6 7 6 6 0 e
Chicken, turkey (13121110 9 10 9 8 12|0
Penguin (131212111010 9 8 10[2 ¢ 126
Pekinduck (1110109 8 8 7 6 10(3/3 0
Rattlesnake |14 152221202119 182111920 17| 0
Snapping turtle [15141110 9 9 8 9 11|8 8 7[22 0 18.5
Bullfrog |181714131112111113]1112112410 0 25.9
Tuna fish [21211918171817171817 18172618150
Screwworm fly 272622 222221222124 232422292422 24‘ 0 47.0
Silkworm moth |31 30 29 28 27 25 27 26 28 28 27 27 31 28 293214 0
Wheat |43 43 46 45 45 44 44 44 47 46 46 46 46 46 48 49 45 45| 0
Neurospora crassa |48 47 46 46 46 46 46 46 40 47 48 46 47 49 49 48 41 47/54 0
Baker's yeast |45 45 46 45 45 45 45 45 46 46 45 46 47 49 47 47 45 47|47 41 0
Candida krusei |51 5151 50 5049 50 50 51 51 50 51 51 53 51 48 47 47|50 42 27 0
R
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“Each table entry indicates the number of amino acid differences
between the cytochromes c of the species noted to the left of and below
that entry.

[Table copyrighted © by Irving Geis.|

Through the analysis of data such as those in Table 7-5,
a phylogenetic tree (Section 1-1B) can be constructed that
indicates the ancestral relationships among the organisms
which produced the proteins (the methods used to con-
struct phylogenetic trees are discussed in Section 7-4C).
That for cytochrome c is sketched in Fig. 7-22. Similar trees
have been derived for other proteins. Each branch point of
a tree indicates the probable existence of a common ances-
tor for all the organisms above it. The relative evolutionary
distances between neighboring branch points are ex-
pressed as the number of amino acid differences per 100
residues of the protein (percentage of accepted point muta-
tions, or PAM units). This furnishes a quantitative measure
of the degree of relatedness of the various species that
macroscopic taxonomy cannot provide. Note that the evo-
lutionary distances of modern cytochromes c¢ from the low-
est branch point on their tree are all approximately equal.
Evidently, the cytochromes c of the so-called lower forms
of life have evolved to the same extent as those of the
higher forms.

c. Proteins Evolve at Characteristic Rates

The evolutionary distances between various species
can be plotted against the time when, according to radio-
dated fossil records, the species diverged. For cytochrome



190  Chapter 7. Covalent Structures of Proteins and Nucleic Acids

Figure 7-22 Phylogenetic tree of cytochrome c. The tree was
generated by the computer-aided analysis of difference data such
as that in Table 7-5 (Section 7-4C). Each branch point indicates
the existence of an organism deduced to be ancestral to the
species connected above it. The numbers beside each branch

¢, this plot is essentially linear, thereby indicating that cy-
tochrome ¢ has accumulated mutations at a constant rate
over the geological time scale (Fig. 7-23). This is also true
for the other three proteins whose rates of evolution are
plotted in Fig. 7-23. Each has its characteristic rate of
change, known as a unit evolutionary period, which is de-
fined as the time required for the amino acid sequence of
a protein to change by 1% after two species have di-
verged. For cytochrome ¢, the unit evolutionary period is
20.0 million years. Compare this with the much less vari-
ant histone H4 (600 million years) and the more variant
hemoglobin (5.8 million years) and fibrinopeptides
(1.1 million years).

The foregoing information does not imply that the rates
of mutation of the DNAs specifying these proteins differ,

indicate the inferred differences, in PAM units, between the
cytochromes c of its flanking branch points or species. [ After
Dayhoff, M.O., Park, C.M., and McLaughlin, PJ., in Dayhoff,
M.O. (Ed.), Atlas of Protein Sequence and Structure, p. 8,
National Biomedical Research Foundation (1972).]

but rather that the rate that mutations are accepted into a
protein depends on the extent that amino acid changes affect
its function. Cytochrome ¢, for example, is a rather small
protein that, in carrying out its biological function, must in-
teract with large protein complexes over much of its sur-
face area. Any mutational change to cytochrome c¢ will,
most likely, affect these interactions unless, of course, the
complexes simultaneously mutate to accommodate the
change, a very unlikely occurrence. This accounts for the
evolutionary stability of cytochrome c. Histone H4 is a pro-
tein that binds to DNA in eukaryotic chromosomes (Sec-
tion 34-1A). Its central role in packaging the genetic
archives evidently makes it extremely intolerant of any
mutational changes. Indeed, histone H4 is so well adapted
to its function that the histones H4 from peas and cows,
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Figure 7-23 Rates of evolution of four unrelated proteins. The
graph was constructed by plotting the average differences, in
PAM units, of the amino acid sequences on two sides of a branch
point of a phylogenetic tree (corrected to allow for more than
one mutation at a given site) versus the time, according to the
fossil record, since the corresponding species diverged from their

species that diverged ~1.2 billion years ago, differ by only
two conservative changes in their 102 amino acids. Hemo-
globin, like cytochrome ¢, is an intricate molecular machine
(Section 10-2). It functions as a free floating molecule, how-
ever, so that its surface groups are usually more tolerant of
change than are those of cytochrome ¢ (although not in the
case of HbS; Section 10-3B). This accounts for hemoglo-
bin’s greater rate of evolution. The fibrinopeptides are
polypeptides of ~20 residues that are proteolytically
cleaved from the vertebrate protein fibrinogen when it is

common ancestor. The error bars indicate the experimental scatter
of the sequence data. Each protein’s rate of evolution, which is
inversely proportional to the slope of its line, is indicated beside
the line as its unit evolutionary period. [Illustration, Irving Geis.
Image from the Irving Geis Collection, Howard Hughes Medical
Institute. Reprinted with permission.

converted to fibrin in the blood clotting process (Section
35-1A). Once they have been excised, the fibrinopeptides
are discarded, so there is relatively little selective pressure
on them to maintain their amino acid sequence and thus
their rate of variation is high. If it is assumed that the fib-
rinopeptides are evolving at random, then the foregoing
unit evolutionary periods indicate that in hemoglobin only
1.1/5.8 = 1/5 of the random amino acid changes are accept-
able, that is, innocuous, whereas this quantity is 1/18 for
cytochrome ¢ and 1/550 for histone H4.
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d. Mutational Rates Are Constant in Time

Amino acid substitutions in a protein mostly result
from single base changes in the gene specifying the protein
(Section 5-4B). If such point mutations mainly occur as a
consequence of errors in the DNA replication process,
then the rate at which a given protein accumulates muta-
tions would be constant with respect to numbers of cell
generations. If, however, the mutational process results
from the random chemical degradation of DNA, then the
mutation rate would be constant with absolute time. To
choose between these alternative hypotheses, let us com-
pare the rate of cytochrome c divergence in insects with
that in mammals.

Insects have shorter generation times than mammals.
Therefore, if DNA replication were the major source of
mutational error, then from the time the insect and mam-
malian lines diverged, insects would have evolved further
from plants than have mammals. However, a simple phylo-
genetic tree (Fig. 7-24) indicates that the average number
of amino acid differences between the cytochromes c of in-
sects and plants (45.2) is essentially the same as that be-
tween mammals and plants (45.0). We must therefore con-
clude that cytochrome c¢ accumulates mutations at a
uniform rate with respect to time rather than number of
cell generations. This, in turn, implies that point mutations
in DNA accumulate at a constant rate with time, that is,
through random chemical change, rather than resulting
mainly from errors in the replication process.

e. Sequence Comparisons Indicate when the Major

Kingdoms of Life Diverged

Estimates of when two species diverged, that is, when
they last had a common ancestor, are based largely on the
radiodated fossil record. However, the macrofossil record
only extends back ~600 million years (after multicellular
organisms arose) and phylogenetic comparisons of micro-
fossils (fossils of single-celled organisms) based on their
morphology are unreliable. Thus, previous estimates of
when the major groupings of organisms (animals, plants,
fungi, protozoa, eubacteria, and archaea; Figs. 1-4 and 1-11)
diverged from one another (e.g., the right side of Fig. 7-23)
are only approximations based mainly on considerations of
shared characteristics.

The burgeoning databases of amino acid sequences
(Section 7-4A) permitted Russell Doolittle to compare the
sequences of a large variety of enzymes that each have ho-
mologous representatives in many of the above major
groupings (531 sequences in 57 different enzymes). This
analysis is consistent with the existence of a molecular
clock that can provide reliable estimates of when these
groupings diverged. This molecular clock, which is based
on the supposition that homologous sequences diverge at a
uniform rate, was calibrated using sequences from verte-
brates for which there is a reasonably reliable fossil record.
This analysis indicates that animals, plants, and fungi last
had a common ancestor ~1 billion years ago, with plants
having diverged from animals slightly before fungi; that the
major protozoan lineages separated from those of other
eukarya ~1.2 billion years ago; that eukarya last shared a

Mammals Plants

45.0

Insects

<«— 255 —>|<«—452 ——

Figure 7-24 Phylogenetic tree for cytochrome c. The tree
shows the average number of amino acid differences between
cytochromes ¢ from mammals, insects, and plants. Mammals and
insects have diverged equally far from plants since their common
branch point. [Adapted from Dickerson, R.E. and Timkovitch,
R.,in Boyer, PD. (Ed.), The Enzymes (3rd ed.), Vol. 11, p. 447,
Academic Press (1975).]

common ancestor with archaea ~1.8 billion years ago and
with bacteria slightly more than 2 billion years ago; and
that gram-positive and gram-negative bacteria diverged
~1.4 billion years ago.

f. Protein Evolution May Not Be the Basis

of Organismal Evolution

Despite the close agreement between phylogenetic
trees derived from sequence similarities and classic tax-
onometric analyses, it appears that protein sequence evolu-
tion is not the only or even the most important basis of or-
ganismal evolution. The genome sequences of humans and
our closest relative, the chimpanzee, are nearly 99 % identi-
cal with their corresponding proteins having, on average,
only two amino acid differences and with ~29% of these
proteins identical (including cytochrome c). This is the
level of homology observed among sibling species of fruit
flies and mammals. Yet the anatomical and behavioral dif-
ferences between human and chimpanzee are so great that
these species have been classified in separate families. This
suggests that the rapid divergence of human and chim-
panzee stems from relatively few mutational changes in the
segments of DNA that control gene expression, that is, how
much of each protein will be made, where, and when. Such
mutations do not necessarily change protein sequences but
can result in major organismal alterations.

C. Evolution through Gene Duplication

Most proteins have extensive sequence similarities with
other proteins from the same organism. Such proteins
arose through gene duplication, a result of an aberrant ge-
netic recombination event in which a single chromosome
acquired both copies of the primordial gene in question
(the mechanism of genetic recombination is discussed in



Section 30-6A). Gene duplication is a particularly efficient
mode of evolution because one of the duplicated genes can
evolve a new functionality through natural selection while
its counterpart continues to direct the synthesis of the pre-
sumably essential ancestral protein.

The globin family of proteins, which includes hemoglo-
bin and myeglobin, provides an excellent example of evo-
lution through gene duplication. Hemoglobin transports
oxygen from the lungs (or gills or skin) to the tissues. Myo-
globin, which occurs in muscles, facilitates rapid oxygen
diffusion through these tissues and also functions as an
oxygen storage protein. The sequences of hemoglobin’s a
and B subunits (recall that hemoglobin is an a,3, tetramer)
and myoglobin (a monomer) are quite similar.
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The globin family’s phylogenetic tree indicates that its
members, in humans, arose through the following chain of
events (Fig. 7-25):

1. The primordial globin probably functioned simply as
an oxygen-storage protein. Indeed, the globins in certain
modern invertebrates still have this function. For example,
treating a Planorbis snail with CO (the binding of which
prevents globins from binding O,; Section 10-1A) does not
affect its behavior in well-aerated water, but if the oxygen
concentration is reduced, a poisoned Planorbis becomes
even more sluggish than a normal one.

2. Duplication of a primordial globin gene, ~1.1 billion
years ago, permitted the resulting two genes to evolve sep-
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Figure 7-25 Phylogenetic tree of the globin family. The circled branch points represent gene
duplications and unmarked branch points are species divergences. [ After Dickerson, R.E. and
Geis, 1., Hemoglobin, p. 82, Benjamin/Cummings (1983).]
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arately so that, largely by a series of point mutations, a
monomeric hemoglobin arose that had the lower oxygen-
binding affinity required for it to transfer oxygen to the de-
veloping myoglobin. Such a monomeric hemoglobin can
still be found in the blood of the lamprey, a primitive verte-
brate that, according to the fossil record, has maintained its
eel-like morphology for over 425 million years.

3. Hemoglobin’s tetrameric character is a structural
feature that greatly increases its ability to transport oxygen
efficiently (Section 10-2C). This provided the adaptive ad-
vantage that gave rise to the evolution of the 8 chain from
a duplicated « chain.

4. In fetal mammals, oxygen is obtained from the ma-
ternal circulation. Fetal hemoglobin, an o,vy, tetramer in
which the vy chain is a gene-duplicated  chain variant,
evolved to have an oxygen-binding affinity between that of
normal adult hemoglobin and myoglobin.

5. Human embryos, in their first 8§ weeks post concep-
tion, make a {,€, hemoglobin in which the { and & chains
are, respectively, gene-duplicated « and {8 variants.

6. In primates, the # chain has undergone a relatively
recent duplication to form a & chain. The «,3, hemoglobin,
which occurs as a minor hemoglobin component in normal
adults (~1%), has no known unique function. Perhaps it
may eventually evolve one (although the human genome
contains the relics of globin genes that are no longer ex-
pressed; Section 34-2Fa).

Homologous proteins in the same organism and the
genes that encode them are said to be paralogous (Greek:
para, alongside), whereas homologous proteins/genes in
different organisms that arose through species divergence
(e.g., the various cytochomes c) are said to be orthologous
(Greek: ortho, straight). Hence, the a- and B-globins and
myoglobin are paralogs, whereas the a-globins from differ-
ent species are orthologs.

Our discussion of the globin family indicates that pro-
tein evolution through gene duplication leads to proteins
of similar structural and functional properties. Another
well-documented example of this phenomenon has re-
sulted in the formation of a family of endopeptidases,
which include trypsin, chymotrypsin, and elastase. These
paralogous digestive enzymes, which are all secreted by the
pancreas into the small intestine, are quite similar in their
properties, differing mainly in their side chain specificities
(Table 7-2). We examine how these functional variations
are structurally rationalized in Section 15-3B. Individually,
these three enzymes are limited in their abilities to degrade
a protein, but in concert, they form a potent digestive
system.

As we have stated previously and will explore in detail
in Section 9-1, the three-dimensional structure of a pro-
tein, and hence its function, is dictated by its amino acid
sequence. Most proteins that have been sequenced are
more or less similar to several other known proteins. In
fact, many proteins are mosaics of sequence motifs that
occur in a variety of other proteins. It therefore seems
likely that most of the myriads of proteins in any given

organism have arisen through gene duplications. This sug-
gests that the appearance of a protein with a novel se-
quence and function is an extremely rare event in biology—
one that may not have occurred since early in the history
of life.

4 BIOINFORMATICS:
AN INTRODUCTION

"’ZSee Guided Exploration 6: Bioinformatics The enormous pro-
fusion of sequence and structural data that have been gen-
erated over the last decades has led to the creation of a new
field of inquiry, bioinformatics, which is loosely defined as
being at the intersection of biotechnology and computer
science. It is the computational tools that the practitioners
of bioinformatics have produced that have permitted the
“mining” of this treasure trove of biological data, thereby
yielding surprisingly far-reaching biomolecular insights.

As we have seen in the previous section, the alignment
of the sequences of homologous proteins yields valuable
clues as to which of the proteins’ residues are essential for
function and is indicative of the evolutionary relationships
among these proteins. Since proteins are encoded by nu-
cleic acids, the alignment of homologous DNA or RNA se-
quences provides similar information. Moreover, DNA se-
quence alignment is an essential task for assembling
chromosomal sequences (contigs) from large numbers of
sequenced segments (Section 7-2B).

If the sequences of two proteins or nucleic acids are
closely similar, one can usually line them up by eye. In fact,
this is the way that the cytochrome c sequences in Table 7-4
were aligned. But how can one correctly align sequences
that are so distantly related that their sequence similarities
are no longer readily apparent? In this section we discuss
the computational techniques through which this is done,
preceded by a short introduction to publicly accessible se-
quence databases. In doing so, we shall concentrate on
techniques of peptide alignment. We end with a short dis-
cussion of how phylogenetic trees are generated. Those as-
pects of bioinformatics concerned with the analysis of
structures are postponed until Chapters 9 and 10.

A. Sequence Databases

Since it became possible to elucidate protein and nucleic
acid sequences, they have been determined at an ever in-
creasing rate. Although, at first, these sequences were
printed in research journals, their enormous numbers and
lengths (particularly for genome sequences) now make it
impractical to do so. Moreover, it is far more useful to have
sequences in computer-accessible form. Hence, researchers
now directly deposit sequences, via the Web, into various
publicly accessible databases, many of which share data on
a daily basis. The Web addresses [uniform resource locators
(URLSs)] for the major protein and DNA sequence data-
bases are listed in Table 7-6. The URLs for a variety of spe-
cialized sequence databases (e.g., those of specific organ-
isms or organelles) can be found at the Life Science



Table 7-6 Websites of the Major Protein and DNA

Sequence Data Banks

Data Banks Containing Protein Sequences
Swiss-Prot Protein Knowlegebase:
http://www.expasy.org/sprot/

Protein Information Resource (PIR):
http://pir.georgetown.edu/

Protein Research Foundation (PRF):
http://www.prf.or.jp/

Data Banks Containing Gene and Genome Sequences
GenBank:
http://www.ncbi.nlm.nih.gov/Genbank/
EMBL Nucleotide Sequence Database:
http://www.ebi.ac.uk/embl/

DNA Data Bank of Japan (DDBJ):
http://www.ddbj.nig.ac.jp/

GenomeNet:

http://www.genome.jp/

Genomes OnLine Database (GOLD):
http://genomesonline.org/

Directory (http://www.expasy.ch/links.html). That website
also contains links to numerous other biochemically useful
databases as well a great variety of computer tools for bio-
molecular analyses, bibliographic references, tutorials, and
many other websites of biomedical interest. (Note that
websites evolve far faster than organisms: Even well-estab-
lished websites change addresses or even disappear with
little warning and useful new websites appear on an almost
daily basis.)

As an example of a sequence database, let us describe
(in cursory detail) the annotated protein sequence data-
base named Swiss-Prot. A sequence record in Swiss-Prot
begins with the proteins’ ID code of the form X_Y where
X is an up-to-four-character mnemonic indicating the
protein’s name (e.g., CYC for cytochrome ¢ and HBA for
hemoglobin «a chain) and Y is an up-to-five-character
identification code indicating the protein’s biological
source that usually consists of the first three letters of the
genus and the first two letters of the species [e.g.,
CANFA for Canis familiaris (dog)]. However, for the
most commonly encountered organisms, Y is instead a
self-explanatory code (e.g., BOVIN or ECOLI). This is
followed by an accession number such as P04567, which
is assigned by the database to ensure a stable way of
identifying an entry from release to release, even if it be-
comes necessary to change its ID code. The entry contin-
ues with the date the entry was entered into Swiss-Prot
and when it was last modified and annotated, a list of
pertinent references (which are linked to MedLine), a
description of the protein, and its links to other data-
bases. A Feature Table describes regions or sites of inter-
est in the protein such as disulfide bonds, post-transla-
tional modifications, elements of local secondary
structure, binding sites, and conflicts between different
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references. The entry ends with the length of the peptide
in residues, its molecular weight, and finally its sequence
using the one-letter code (Table 4-1). Other sequence
databases are similarly constructed.

B. Sequence Alignment

One can quantitate the sequence similarity of two polypep-
tides or two DNAs by determining their number of aligned
residues that are identical. For example, human and dog cy-
tochromes ¢, which differ in 11 of their 104 residues (Table
7-5) are [(104 — 11)/104] X 100 = 89% identical, whereas
human and baker’s yeast cytochromes c¢ are [(104 —
45)/104] X 100 = 57% identical. Table 7-4 indicates that
baker’s yeast cytochrome c has 5 residues at its N-terminus
that human cytochrome c lacks but lacks the human pro-
tein’s C-terminal residue. When determining percent iden-
tity, the length of the shorter peptide/DNA is, by conven-
tion, used in the denominator. One can likewise calculate
the percent similarity between two peptides, once it is de-
cided which amino acid residues are to be considered simi-
lar (e.g., Asp and Glu).

a. The Homology of Distantly Related Proteins May

Be Difficult to Recognize

Let us examine how proteins evolve by considering a
simple model. Assume that we have a 100-residue protein
in which all point mutations have an equal probability of
being accepted and occur at a constant rate. Thus at an
evolutionary distance of one PAM unit (Section 7-3Bb),
the original and evolved proteins are 99% identical. At an
evolutionary distance of two PAM units, they are (0.99)* X
100 = 98% identical, whereas at 50 PAM units they are
(0.99)* X 100 = 61% identical. Note that the latter quan-
tity is not 50%, as one might naively expect. This is be-
cause mutation is a stochastic (probablistic or random)
process: At every stage of evolution, each residue has an
equal chance of mutating. Hence some residues may change
twice or more before others change even once. Conse-
quently, a plot of percent identity versus evolutionary dis-
tance (Fig. 7-26a) is an exponential curve that approaches
but never equals zero. Even at quite large evolutionary dis-
tances, original and evolved proteins still have significant
sequence identities.

Real proteins evolve in a more complex manner than
our simple model predicts. This is in part because certain
amino acid residues are more likely to form accepted mu-
tations than others and in part because the distribution of
amino acids in proteins is not uniform (e.g., 9.7% of the
residues in proteins, on average, are Leu but only 1.1% are
Trp; Table 4-1). Consequently real proteins evolve even
more slowly than in our simple model (Fig. 7-26b).

At what point in the evolutionary process does homol-
ogy become unrecognizable? If identical length polypep-
tides of random sequences were of uniform amino acid
composition, that is, if they consisted of 5% of each of the
20 amino acids, then they would exhibit, on average, 5%
identity. However, since mutations occur at random, there
is considerable variation in such numbers. Thus, statistical
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Figure 7-26 Rate of sequence change in evolving proteins. (a)
For a protein that is evolving at random and that initially consists
of 5% of each of the 20 “standard” amino acid residues. (b) For a
protein of average amino acid composition evolving as is observed
in nature, that is, with certain residue changes more likely to be
accepted than others and with occasional insertions and deletions.
[Part b after Doolittle, R.F., Methods Enzymol. 183,103 (1990).]

considerations reveal that there is a 95% probability that
such 100-residue peptides are between 0 and 10% identi-
cal. But, as we have seen for cytochrome ¢, homologous
peptides may have different lengths because one may have
more or fewer residues at its N- or C-termini. If we there-
fore permit our random 100-residue peptides to shift in
their alignment by up to 5 residues, the average expected
identity for the best alignment increases to 8%, with 95%
of such comparisons falling between 4% and 12%. Conse-
quently, one in 20 of such comparisons will be out of this
range (>12% or <4%) and one in 40 will exhibit >12%
sequence identity.

But this is not the whole story because mutational
events may result in the insertion or deletion of one or
more residues within a chain. Thus, one chain may have
gaps relative to another. Yet, if we permit an unlimited
number of gaps, we can always get a perfect match between
any two chains. For example, two 15-residue peptides that
have only one match (using the one-letter code; Table 4-1)

SQMCILFKAQMNYGH
MFYACRLPMGAHYWL

would have a perfect match over their aligned portions if
we allowed unlimited gapping:

SQMC I LFKAQMNYGH
- M-——F-————— Y- —ACRLPMGAHYWL

Thus we cannot allow unlimited gapping to maximize a
match between two peptides, but neither can we forbid all
gapping because insertions and deletions (collectively
called indels) really do occur. Consequently, for each al-
lowed gap, we must impose some sort of penalty in our
alignment algorithm that strikes a balance between finding
the best alignment between distantly related peptides and
rejecting improper alignments. But if we do so (using meth-
ods discussed below), unrelated proteins will exhibit se-
quence identities in the range 15% to 25%. Yet distantly re-
lated proteins may have similar levels of sequence identity.
This is the origin of the twilight zone in Fig. 7-26b. It re-
quires the sophisticated alignment algorithms we discuss
below to differentiate homologous proteins in the twilight
zone from those that are unrelated.

b. Sequence Alignment Using Dot Matrices

How does one perform a sequence alignment between
two polypeptides (a pairwise alignment)? The simplest
way is to construct a dot matrix (alternatively, a dot plot
or diagonal plot): Lay the sequence of one polypeptide
horizontally and that of the other vertically and place a
dot in the resulting matrix wherever the residues are
identical. A dot plot of a peptide against itself results in a
square matrix with a row of dots along the diagonal and
a scattering of dots at points where there are chance
identities. If the peptides are closely similar, there are
only a few absences along the diagonal (e.g., Fig. 7-27a),
whereas distantly related peptides have a large number
of absences along the diagonal and a shift in its position
wherever one peptide has a gap relative to the other
(e.g., Fig. 7-27b).

Once an alignment has been established, it should be
scored in some way to determine if it has any relationship
to reality. A simple but effective way to calculate an align-
ment score (AS) is to add 10 for every identity but those of
Cys, which count 20 (because Cys residues often have in-
dispensable functions), and then subtract 25 for every gap.
Furthermore, we can calculate the normalized alignment
score (NAS) by dividing the AS by the number of residues
in the shortest of the two polypeptides and multiplying by
100. Thus, for the alignment of the human hemoglobin «
chain (141 residues) and human myoglobin (153 residues;
Fig. 7-28), AS = 37 X 10 + 1 X 20 — 1 X 25 = 365 and
NAS = (365/141) X 100 = 259. Statistical analysis (Fig. 7-29)
indicates that this NAS is indicative of homology. Note that
a perfect match would result in NAS = 1000 in the absence
of Cys residues or gaps. An acceptable NAS decreases with
peptide length because a high proportion of matches is
more likely to occur between short peptides than between
long ones (e.g., 2 matches in 10 residues is more likely to
occur at random than 20 matches in 100 residues, although
both have NAS = 200).
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Figure 7-27 Sequence alignment with dot matrices. Dot plots
show alignments of () human cytochrome c (104 residues) vs
tuna fish cytochrome ¢ (103 residues) and (b) human cytochrome
¢ vs Rhodospirillum rubrum cytochrome c, (a bacterial c-type
cytochrome consisting of 112 residues). The N-termini of these
peptides are at the top and left of the diagrams. The two proteins
in Part a have 82 identities, whereas those in Part b have 40

c. Alignments Should Be Weighted According to the

Likelihood of Residue Substitutions

The foregoing techniques can easily (although te-
diously) be carried out by hand, particularly when there is
an obvious alignment. But what if we have numerous
polypeptides with which we want to align a new sequence
(and, typically, one checks newly determined sequences
against all other known sequences). Moreover, alignments
in the twilight zone are difficult to discern. We must there-
fore turn to computerized statistical analyses so as to be
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identities. The diagonal in Part b is more clearly seen if the
diagram is viewed edgewise from its lower right corner. Note that
there are two horizontal displacements of this diagonal, one near
its center and other toward the C-terminus. This is indicative of
inserts in the Rhodospirillum protein relative to the human
protein. [After Gibbs, A.J. and McIntyre, G.A., Eur. J. Biochem.
16, 2 (1970).]

able to distinguish distant evolutionary relationships from
chance similarities with maximum sensitivity.

A dot matrix can be cast in a more easily mathematized
form by replacing each dot (match) with a 1 and each non-
match with a 0. Then a self-dot matrix would become a
square diagonal matrix (having all 1’s along its diagonal)
with a few off-diagonal 1’s,and two closely related peptides
would have several diagonal positions with 0’s. But this is a
particularly rigid system: It does not differentiate between
conservative substitutions and those that are likely to be

Mb GLSDGEWQLVLNVWGKVEADIPGHGQEVLIRLFKGHPETL 40
Hbao VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTK 40
Mb EKFDKFKHLKSEDEMKASEDLEKKHGATVLTALGGILKEKKG 80
Hbo TYFPHEF - - - - — — DLSHGSAQVKGHGKKVADALTNAVAHVD 74
Mb HHEAEIKPLAQSHATEKHKIPVKYLEFISECIIQVLQSKHP 120
Hbao DMPNALSALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLP 114
Mb GDFGADAQGAMNEKALELFRKDMASNYKELGFQG 153

Hoa AEFTPAVHASLDKFLASVSTVLTSKYR 141

AS = 365 NAS = 259 % 1D = 27.0

Figure 7-28 Optimal alignments of human myoglobin (Mb,
153 residues) and the human hemoglobin o chain (Hbo, 141
residues). Identical residues are shaded in blue and gaps are

indicated by dashes. [After Doolittle, R.F., Of URFs and ORFs,
University Science Books (1986).]
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Figure 7-29 Guide to the significance of normalized alignment
scores (NAS) in the comparison of peptide sequences. Note how
the significance of an NAS varies with peptide length. The
position of the Mb vs Hba alignment (Fig. 7-28) is indicated.
[After Doolittle, R.F., Methods Enzymol. 183,102 (1990).]

hypervariable. Yet it is clear that certain substitutions are
more readily accepted than others. What are these favored
substitutions, how can we obtain a quantitative measure of
them, and how can we use this information to increase the
confidence with which we can align distantly related pep-
tides?

One way we might assign a weight (a quantity that in-
creases with the probability of occurrence) to a residue
change is according to the genetic code (Table 5-3). Thus
residue changes that require only a single base change [e.g.,
Leu (CUX) — Pro (CCX)] are likely to occur more often
and hence would be assigned a greater weight than a
residue change that requires two base changes [e.g., Leu
(CUX) — Thr (ACX)], which likewise would be assigned a
greater weight than a residue change that requires three
base changes [e.g., His (CA) — Trp (UGG)]. Of course,
no change (the most probable event) would be assigned
the greatest weight of all. However, such a scheme only
weights the probability of a mutation occurring, not that of
a mutation being accepted, which depends on its Darwin-
ian fitness. In fact, over half of the possible single-base
residue changes are between physically dissimilar residues,
which are therefore less likely to be accepted.

A more realistic weighting scheme would be to assign
some sort of relative probability to two residues being ex-
changed according to their physical similarity. Thus it
would seem that a Lys — Arg mutation is more likely to be
accepted than, say, a Lys — Phe mutation. However, it is by
no means obvious how to formulate such a weighting
scheme based on theoretical considerations because it is
unclear how to evaluate the various different sorts of prop-

erties that suit the different residues to the many functions
they have in a large variety of proteins.

d. PAM Substitution Matrices Are Based on

Observed Rates of Protein Evolution

An experimentally based method of determining the
rates of acceptance of the various residue exchanges is to
weight them according to the frequencies with which they
are observed to occur. Margaret Dayhoff did so by compar-
ing the sequences of a number of closely related proteins
(>85% identical; similar enough so that we can be confi-
dent that their alignments are correct and that there are in-
significant numbers of multiple residue changes at a single
site) and determining the relative frequency of the 20 X
19/2 = 190 different possible residue changes (we divide by
two to account for the fact that changes in either direction,
A — B or B— A, are equally likely). From these data one
can prepare a symmetric square matrix, 20 elements on a
side, whose elements, M;; indicate the probability that,in a
related sequence, amino acid i will replace amino acid j af-
ter some specified evolutionary interval—usually one
PAM unit. Using this PAM-1 matrix, one can generate a
mutation probability matrix for other evolutionary dis-
tances, say N PAM units, by multiplying the matrix by itself
N times ([M]"), thereby generating a PAM-N matrix. Then
an element of the relatedness odds matrix, R, is

R, — Mij/fi = Qii/fifi [7.3]

where M;; is now an element of the PAM-N matrix, f; is the
probability that the amino acid i will occur in the second
sequence by chance, and g;; is the observed frequency with
which residues of types i and j replace each other in a set
of aligned polypeptides. Thus, R; is the probability that
amino acid i will replace amino acid j (or vice versa) per
occurrence of i per occurrence of j. When two polypep-
tides are compared with each other, residue by residue, the
R;j’s for each position are multiplied to obtain the related-
ness odds for the entire polypeptide. For example, when
the hexapeptide A-B-C-D-E-F evolves to the hexapeptide
P-Q-R-S-T-U,

Relatedness odds = Rap X Rpg X Rcr X Rpg
X Rer X Rpy [7.4]

A more convenient way of making this calculation is to
take the logarithm of each R;;, thereby yielding the log odds
substitution matrix. Then we add the resulting matrix ele-
ments rather than multiplying them to obtain the log odds.
Thus for our hexapeptide pair:

log odds = log Rsp + log Rpo + log Reg
+ log Rps + log Rgp + log Ry [7.5]

Itis a peptide pair’s log odds that we wish to maximize in ob-
taining their best alignment, that is, we will use log odds val-
ues as our alignment scores.

Table 7-7 is the PAM-250 log odds substitution matrix
with all of its elements multiplied by 10 for readability
(which only adds a scale factor). Each diagonal element in



Table 7-7 The PAM-250 Log Odds Substitution Matrix

CCys| 12

S Ser| 0| 2

TThr[-2( 1 3

PPro|-3| 1 0 6

AAlaj-2| 1 1 1 2

GGlyl-3| 1 0-1 1 5

NAsn[—4| 1 0-1 0 O 2

DAsp[-5| 0 0—-1 0 1| 2 4

EGlu-5( 0 0-1 0 0| 1 3 4

QGIn|-5[-1-1 0 0-1f 1 2 2 4

HHis[-3-1-1 0—-1-2| 2 1 1 3 6

RArgl-4| 0-1 0-2-3|] 0—-1—-1 1| 2 6

Klys[-5| 0 0—-1-1-2/ 1 0 0 1f 0 3 5

MMet|-5-2 -1 -2—-1-3-2-3-2-11-2 0 0| 6

IMe|-2f1 0-2-1-3[-2-2-2-2-2-2-2| 2 5

IREENI—6|—3 —2 —3-2-4-3-4-3-2-2-3-3| 4 2 6

Vval[-2-1 0-1 0—-1|-2—-2-2-2-2-2-2( 2 4 2 4

F Phe|-4[-3 -3 —5-4—-5|-4—-6-5—-5-2—4-5| 0 1 2-1| 9

Y Tyr( 03 —3 —5-3-5-2—-4—-4—-4[ 0—4—-4—-2—-1-1-2( 7 10

WTrp[—8[-2—-5—-6—6—-7-4—7—-7—-5-3 2—-3[-4-5-2-6/ 0 017
ClSTUPAGNDEG QHTR RIKMTITLVIF YW
Cys| Ser Thr Pro Ala Gly|Asn Asp Glu GIn|His Arg Lys[Met Ile Leu Val|Phe Tyr Trp|

Source: Dayhoff, M.O. (Ed.), Atlas of Protein Sequence and Structure, Vol.
5, Supplement 3, p. 352, National Biomedical Research Foundation
(1978).

the matrix indicates the mutability of the corresponding
amino acid, whereas the off-diagonal elements indicate
their exchange probabilities. A neutral (random) score is 0,
whereas an amino acid pair with a score of —3 exchanges
with only 107¥1% = (.50 of the frequency expected at ran-
dom. This substitution matrix has been arranged such that
the amino acid residues most likely to replace each other in
related proteins (the pairs that have the highest log R;; val-
ues) are grouped together. Note that this grouping is more
or less what is expected from their physical properties.

Identities (no replacement) tend to have the highest val-
ues in Table 7-7. Trp and Cys (diagonal values 17 and 12)
are the residues least likely to be replaced, whereas Ser,
Ala, and Asn (all 2) are the most readily mutated. The
residue pair least likely to exchange is Cys and Trp (—8),
whereas the pair most likely to exchange is Tyr and Phe (7),
although these latter residues are among the least likely to
exchange with other residues (mostly negative entries).
Similarly, charged and polar residues are unlikely to ex-
change with nonpolar residues (entries nearly always neg-
ative).

The confidence that one can align sequences known to
be distantly related has been investigated as a function of
PAM values (N). The PAM-250 log odds substitution ma-
trix tends to yield the best alignments, that is, the highest
alignment scores relative to those derived using substitu-
tion matrices based on larger or smaller PAM values. Note
that Fig. 7-26b indicates that at 250 PAMs, 80% of the
residues in the original polypeptide have been replaced.

e. Sequence Alignment Using the

Needleman-Wunsch Algorithm

The use of a log odds substitution matrix to find an
alignment is straightforward (although tedious). When
comparing two sequences, rather than just making a matrix
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with 1’s at all matching positions, one enters the appropri-
ate value in the log odds substitution matrix at every posi-
tion. Such a matrix represents all possible pair combina-
tions of the two sequences. In Fig. 7-30a, we use the
PAM-250 log odds matrix with a 10-residue peptide hori-
zontal and an 11-residue peptide vertical. Thus, the align-
ment of these two peptides must have at least one gap or
overhang, assuming a significant alignment can be found
at all.

An algorithm for finding the best alignment between
two polypeptides (that with the highest log odds value) was
formulated by Saul Needleman and Christian Wunsch.
One starts at the lower right corner (C-termini) of the
matrix, position (M, N) (where in Fig. 7-30a, M = 11 and
N = 10), and adds its value (here 2) to the value at position
(M —1,N — 1) [here 12, so that the value at position (M — 1,
N — 1), that is, (10, 9), becomes 14 in the transformed
matrix]. Continuing this process in an iterative manner, add
to the value of the element at position (i, j) the maximum
value of the elements (p,j + 1), where p =i + 1,i + 2, ...,
M, and those of (i + 1,¢q), where g =j + 1,j + 2, ..., N. Fig-
ure 7-30b shows this process at an intermediate stage with
the original value of the (6, 5) position in a small box and
the transformed values of the positions (p, 6), where p = 7,
8, ..., 11, together with positions (7, g), where g = 6,7, ...,
10, in the L-shaped box. The maximum value of the matrix
elements in this L-shaped box is 19 and hence this is the
value to add to the value (0) at position (6, 5) to yield the
value 19 in the transformed matrix. This process is iterated,
from the lower right toward the upper left of the matrix,
until all its elements have been so treated, yielding the fully
transformed matrix shown in Fig. 7-30c. The Needle-
man-Wunsch algorithm thereby yields the log odds values
for all possible alignments of the two sequences.

The best alignment (that with the highest log odds
value) is found by tracing the ridgeline of the transformed
matrix (Fig. 7-30c) from its maximum value at or near the
upper left (N-terminus) to that at or near the lower right
(C-terminus). This is because the alignment of a particular
residue pair is independent of the alignment of any other
residue pair, and hence the best score up to any point in an
alignment is the best score through the previous step plus
the incremental score of the new step. This additive scoring
scheme is based on the assumption that mutations at differ-
ent sites are independently accepted, which appears to be
an adequate characterization of protein evolution even
though specific interactions between residues are known to
have critical structural and functional roles in proteins.

The line connecting the aligned residue pairs (those cir-
cled in Fig. 7-29¢) must always extend down and to the
right. This is because a move up or to the left, or even
straight down or straight to the right, would imply that a
residue in one peptide aligned with more than one residue
in the other peptide. Any allowed deviation from a move of
(+1, +1) implies the presence of a gap. The best alignment
of the two polypeptides, that connected by the lines in Fig.
7-30c, is indicated in Fig. 7-30d. Note that this alignment is
ambiguous; the alignment of S in the 10-mer with either T
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(b) Transforming the matrix by the
Needleman—Wunsch alignment scheme

V E D Q K L § K C N

vV 4 -2 -2 -2 -2 2 -1 -2 -2 -2
E-2 4 3 2 0-3 0 0 -5 1
N-2 1 2 1 1-3 1 1 -4 2
K-2 o o0 1 5 -3 0 5 -5 1
L 2 -3 -4-2 3 6 -3 -3 -6 -3
T 0 0 0 -1 ,_0 -2 1 0 -2 0
R -2 -1 -1 1 -3|17 19 17 -2 0
P-1-1-1 0 -1|16(20 14 —1 0
K-2 0 0 1 5|11|14 19 -3 0
C -2 -5 -5 -5 -5|—4| 2 -3 14 —4
D-2 3 4 2 0|-4| 0 0 -5 2

Figure 7-30 Use of the Needleman—Wunsch alignment
algorithm in the alignment of a 10-residue peptide (horizontal)
with an 11-residue peptide (vertical). (a) The comparison matrix,
whose elements are the corresponding entries in the PAM-250
log odds substitution matrix (Table 7-7). (b) The
Needleman—Wunsch transformation after several steps starting
from the lower right. The numbers in red have already been
transformed. The Needleman—Wunsch score of the T-K
alignment (small box) is the sum of its PAM-250 value (0) plus

or P in the 11-mer yields the same log odds value, and
hence we have insufficient information to choose between
them. The overall alignment score is the maximum value of
the transformed matrix, here 41, which occurs at the upper
left of the alignment (Fig. 7-30c).

The Needleman—Wunsch algorithm optimizes the
global alignment of two peptides, that is, it maximizes the
alignment score over the whole of the two sequences (and

(¢) Transformed matrix
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(d) Alignment

VEDQKLS - -KCN
VEN-KLTRPKCD

or

VEDQKL - -SKCN
VEN-KLTRPKCD

the maximum of the quantities in the L-shaped box (19). The text
explains the mechanics of the transformation process. (¢) The
completed Needleman—Wunsch matrix. The best alignment
follows the ridgeline of the matrix as is described in the text. The
aligned residues are those whose corresponding elements are
circled. Note the ambiguity in this alignment. (d) The resulting
two equivalent peptide alignments, with the aligned identical
residues colored green.

does so even if it has no biological significance). However,
since many proteins are modularly constructed from se-
quence motifs that occur in a variety of other proteins, a
better approach would be to optimize the local alignment
of two peptides, that is, maximize the alignment score only
over their homologous regions. A variant of the Needle-
man-Wunsch algorithm, formulated by Temple Smith and
Michael Waterman, was widely used to do so. This



Smith-Waterman algorithm exploits the property of the
substitution matrix-based scoring system that the cumula-
tive score for an alignment path decreases in regions in
which the sequences are poorly matched. Where the cumu-
lative score drops to zero, the Smith—Waterman algorithm
terminates the extension of an alignment path. Two pep-
tides may have several such local alignments.

f. Gap Penalties

If there are gaps in the alignment, one should now sub-
tract the gap penalty from the overall alignment score to
obtain the final alignment score. Since a single mutational
event can insert or delete more than one residue, a long gap
should be penalized only slightly more than a short gap.
Consequently, gap penalties have the form a + bk, where a
is the penalty for opening the gap, & is the length of the gap
in residues, and b is the penalty for extending the gap by
one residue. Current statistical theory provides little guid-
ance for optimizing a and b, but empirical studies suggest
thata = —8 and b = —2 are appropriate values for use with
the PAM-250 matrix. Thus the final alignment score
for both alignments in Fig. 7-29d (which have both a
1-residue gap and a 2-residue gap) is41 — (8 +2 X 1) —
(8 +2x2)=10.

g. Pairwise Alignments Using BLAST

The Needleman—-Wunsch algorithm and later the
Smith-Waterman algorithm (in their computerized forms)
were widely used in the 1970s and 1980s to find relationships
between proteins. However, the need to compare every
newly determined sequence with the huge and rapidly grow-
ing number of sequences in publicly available databases re-
quires that this process be greatly accelerated. Modern com-
puters can do so using sequence alignment programs that
employ sophisticated heuristic algorithms (algorithms that
make educated “guesses”) but at the risk of obtaining subop-
timal results (in the case of sequence alignments, the heuris-
tic algorithms are based on knowledge of how sequences
evolve). Consequently, in what follows, we shall describe how
these programs are used rather than how they work.

The PAM-250 substitution matrix is based on an extrap-
olation: Its calculation assumes that the rate of mutation
over one PAM unit of evolutionary distance is the same as
that over 250 PAM units. This may not be the case. After
all, homologous proteins that are separated by large evolu-
tionary distances may diverge in their function and hence
their rates of evolution may change (recall that different
proteins have different rates of evolution; Fig. 7-23). To ac-
count for this possibility, and because of the huge amount
of sequence data that had become available since the PAM
matrices were calculated in the mid-1970s, a log odds sub-
stitution matrix based on ~2000 blocks of aligned sequences
that lacked gaps taken from ~500 groups of related proteins
was calculated. The substitution matrix that gives the most
sensitive performance for ungapped alignments is called
BLOSUMG62 [blosum (pronounced “blossom”) for block
substitution matrix; the 62 indicates that all blocks
of aligned polypeptides in which there is =62% identity
are weighted as a single sequence in order to reduce con-
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tributions from closely related sequences], whereas
BLOSUMA4S appears to perform better for alignments with
gaps. Sequence alignments based on the BLOSUM®62 or
BLOSUMA45 matrices are more sensitive than are those
based on the PAM-250 matrix.

BLAST (for basic local alignment search tool) is the
most widely used, publicly available software package for
making pairwise sequence alignments—both for polypep-
tides and for polynucleotides. This program uses a heuristic
approach that approximates the Smith—Waterman algo-
rithm so as to obtain the optimum mix of sensitivity (the
ability to identify distantly related sequences) and selectiv-
ity (the avoidance of unrelated sequences with spuriously
high alignment scores). It pairwise aligns up to a user-
selected number of subject sequences (default 100) in the
chosen database(s) that are the most similar to the query se-
quence. BLAST, which was originated by Stephen Altschul,
is publicly available, free of charge, for interactive use over
the Web (http://www.ncbi.nlm.nih.gov/BLAST/ Blast.cgi)
on a server at the National Center for Biotechnology Infor-
mation (NCBI). Let us discuss the BLAST system in its
comparison of proteins (protein blast or blastp).

Protein databases presently contain ~900,000 nonredun-
dant peptide sequences. BLAST therefore minimizes the
time it spends on a sequence region whose similarity with
the query sequence has little chance of exceeding some min-
imal alignment score. Pairwise alignments (e.g., Fig. 7-31a),
which by default are found using BLOSUMS62 (substitution
matrices and gap penalties can be optionally selected under
“Algorithm parameters”), are listed in order of decreasing
statistical significance and are presented in a manner that in-
dicates the positions of both the identical residues and simi-
lar residues in the query and subject sequences. The number
of identical residues, positives (those residue pairs whose ex-
change has a positive value in the substitution matrix used),
and gaps over the length of the alignment are indicated.
BLAST assesses the statistical significance of an alignment
in terms of its “E value” (E for Expect), which is the number
of alignments with at least the same score that would have
been expected to occur in the database by chance. For exam-
ple, an alignment with an E value of 5 is statistically insignif-
icant, whereas one with an E value of 0.01 is significant, and
one with an E value of 1 X 1072 offers extremely high con-
fidence that the query and subject sequences are homolo-
gous. BLAST also reports a “bit score” for each alignment,
which is a type of normalized alignment score.

h. Multiple Sequence Alignments with CLUSTAL

BLAST makes only pairwise alignments. To simultane-
ously align more than two sequences, that is, to obtain a mul-
tiple sequence alignment such as Table 7-4, a different pro-
gram must used. Perhaps the most widely used such program,
ClustalW2, is publicly available for interactive use over the
Web at http://www.ebi.ac.uk/Tools/clustalw2/. The input for
the program is a file containing all the sequences (either pep-
tides or DNA) to be aligned. As with BLAST, the user can se-
lect the substitution matrix and the gap penalty parameters
that ClustalW2 uses. ClustalW2 begins by finding all possible
pairwise alignments of the input sequences. This permits the
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(a) BLAST pairwise alignment
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Figure 7-31 Examples of peptide sequence alignments. (a) A
BLAST pairwise alignment. The aligned proteins are high
potential iron-sulfur proteins (HiPIPs), small bacterial proteins
whose sequences are archived in the SWISS-PROT database.
The amino acid residues are indicated by their one-letter codes
(Table 4-1) and gaps are indicated by dashes. The query sequence
is HiPIP Isozyme 1 from Halorhodospira halophila
(HIP1_HALHA, SWISS-PROT accession number P04168;
isozymes are catalytically and structurally similar but genetically
distinct enzymes from the same organism) and the subject
sequence is HiPIP Isozyme 2 from Ectothiorhodospira vacuolata
(HPI2_ECTVA, SWISS-PROT accession number P38524). The
first two lines (green) identify the subject sequence and indicates
its length in residues. This is followed by an assortment of

program to determine the relationships of the input se-
quences with one another based on their similarity scores
and hence generate a crude phylogenetic tree called a den-
drogram. Then, starting with the highest scoring pairwise
alignment, it sequentially carries out realignments on the ba-
sis of the remaining sequences, which it adds in order of their
decreasing relationships with the previously added se-
quences, while opening up gaps as necessary. The output of
ClustalW2 is the aligned sequences (e.g., Fig. 7-31b).

Since multiple sequence alignment programs are easily
confounded by such anomalies as sequences that are not
homologous or that contain homologous segments in dif-
ferent orders, multiple sequence alignments should be
carefully inspected to determine if they are sensible and, if
necessary, corrected and trimmed by hand. Indeed, in Fig.
7-31a, the alignment of the first 21 residues of the query se-
quence (P04168) with the subject sequence (P38524) dif-
fers from that in Fig. 7-30b.

i. The Use of Profiles Extends the Sensitivities of

Sequence Alignments

Multiple sequence alignments can be used to improve
the sensitivity of similarity searches, that is, to detect weak
but significant sequence similarities. For example, in pair-

alignment statistics (black). The query and subject sequences are
then shown vertically aligned (blue) with the line between them
(black) indicating residues that are identical (by their one-letter
codes) and similar [by a plus (+)]. The output of BLAST consists
of a series of such pairwise alignments. (b) A ClustalW2 multiple
sequence alignment of five HiPIP sequences: the two foregoing
sequences, their corresponding Isozymes 1 and 2 (P38941 and
P04169), and HiPIP from Rhodocyclus gelatinosus (P00265).
Confidently aligned residues are shaded according to residue
type. The bar graph below the alignment is indicative of the
alignment quality based on the BLOSUM®62 score of the
observed substitutions. Note that the alignment of the residues
numbered 9 through 29 of P04168 (the query sequence in Part a)
with P38524 differs from that in Part a.

wise alignments, peptide A may appear to be similar to pep-
tide B and peptide B to be similar to peptide C but peptides
A and C may not appear to be similar. However, a multiple
sequence alignment of peptides A, B, and C will reveal the
similarities between peptides A and C. This idea has been
extended through the construction of profiles (also called
position-specific score matrices) that take into account the
fact that some residues in a given protein are structurally
and/or functionally more important than others and there-
fore are less subject to evolutionary change. Hence, at each
residue position in a multiple sequence alignment, highly
conserved residues are assigned a large positive score,
weakly conserved positions are assigned a score near zero,
and unconserved residues are assigned a large negative
score. Many profile-generating algorithms are based on sta-
tistical models called hidden Markov models (HMMs). The
use of such conservation patterns has been successful in
finding sequences that are so distantly related to a query se-
quence (so far into the twilight zone) that BLAST would
not consider them to have significant sequence similarity.
The program PSI-BLAST (for Position-Specific Iter-
ated BLAST), which is also available for use at
http://www.ncbi.nlm.nih.gov/blast/Blast.cgi, uses the re-
sults of a BLAST search with a query sequence to generate
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a profile and then employs the profile to search for new
alignments. This is an iterative process in which the profile
generated after each alignment search is used to make a
new alignment search, etc., until no further significant
alignments are found. For instance, for the query sequence
used in Fig. 7-31a (HIP1_HALHA; SWISS-PROT acces-
sion number P04168), BLAST finds only five sequences
(called hits) that have E values less than 0.001 in the
SWISS-PROT database (which includes a self-alignment).
In contrast, PSI-BLAST finds 16 such hits after three itera-
tions (and no additional hits in the fourth iteration, where-
upon the search is said to have converged). Thus the use of
profile analysis makes possible the detection of subtle but
significant sequence relationships that, as we shall see in
succeeding chapters, lead to considerable evolutionary and
functional insights.

j. Structural Genes Should Be Aligned

as Polypeptides

In many cases, only the base sequence of the DNA en-
coding a protein is known. Indeed, most of the known pro-
tein sequences have been inferred from DNA sequences.
Although BLAST and ClustalW2 are both capable of
aligning nucleic acid sequences (and are routinely used to
do so), one should compare the inferred amino acid se-
quences of structural genes rather than just their base se-
quences. This is because amino acid sequence comparisons
can routinely identify sequences that shared a common an-
cestor over 1 billion years ago (e.g., those of cytochrome ¢
and histone H4; Fig. 7-23), whereas it is rare to detect ho-
mologies in noncoding DNA sequences that diverged
>200 million years (Myr) ago and in coding sequences that
diverged >600 Myr ago. The reasons for this are threefold:

1. DNA has only four different bases, whereas peptides
consist of 20 different amino acid residues. Consequently, it
is much easier to find spurious alignments with DNA, at
least for short segments, than with peptides (a dot plot of
two unrelated DNAs has, on average, 25% of its spaces
filled vs 5% for unrelated polypeptides).

2. DNA evolves much more quickly than proteins. In
the coding regions of structural genes, 24% of single base
changes encode the same amino acid. There are few evolu-
tionary constraints to maintain the sequence identity of
these bases or of the gene’s noncoding regions (e.g., those
containing introns). Consequently, the evolutionary con-
straints on proteins are more stringent than those on DNA.

3. Direct DNA sequence alignments do not use amino
acid substitution matrices such as PAM-250 and BLO-
SUMBS62 and, hence, are not constrained by the evolution-
ary information implicit in these matrices (although there
are analogous 4 X 4 matrices for base substitutions).

If the base sequence of a structural gene is known, its
putative control regions, particularly its start and stop
codons, can usually be identified. This, in turn, reveals
which of two complementary DNA strands is the so-called
sense strand (which has the same sequence as the mRNA
transcribed from the DNA) and indicates its correct read-
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ing frame. Even if it is unclear that a DNA segment that is
flanked by what appear to be start and stop codons actually
encodes a protein, one can compare the amino acid se-
quences from all six possible reading frames (three each
from the DNA’s two complementary strands). In fact,
BLAST does so automatically when aligning peptide se-
quences based on DNA sequences.

C. Construction of Phylogenetic Trees

Phylogenetic trees were first made by Linnaeus, the eigh-
teenth century biologist who originated the system of tax-
onomy (biological classification) still in use today. These
trees (e.g., Fig. 1-4) were originally based on morphological
characteristics, whose measurements were largely subjec-
tive. It was not until the advent of sequence analysis, how-
ever, that the generation of phylogenetic trees was put on a
firm quantitative basis (e.g., Fig. 7-22). In the following
paragraphs we discuss the characteristics of phylogenetic
trees and outline how they are generated.

Figure 7-32a is a phylogenetic tree diagramming the
evolutionary relationships between four homologous
genes, A, B, C,and D. The tree consists of four leaves or ex-
ternal nodes, ecach representing one of these genes, and two
branch points or internal nodes, which represent ancestral
genes, with the length of each branch indicating the degree
of difference between the two nodes they connect. All
branch points are binary, that is, one gene is considered to
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Figure 7-32 Phylogenetic trees. (¢) An unrooted tree with four
leaves (A, B, C, and D) and two branch points. (b) The five
rooted trees that can be generated from the unrooted tree in
Part a. The roots are drawn and numbered in red.
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give rise to only two descendents at a time so that branches
can only bifurcate (although branch points may turn out to
be so close together that their order cannot be determined;
e.g., the root of Fig. 7-22). Note that this is an unrooted tree,
that is, it indicates the relationships between the four genes
but provides no information as to the evolutionary events
through which they arose. The five different evolutionary
pathways that are possible for our unrooted tree are dia-
grammed in Fig. 7-32b as different rooted trees, where the
node at which the root joins the tree represents the four
genes’ last common ancestor. With knowledge of only the
A, B, C, and D genes, phylogenetic analysis cannot distin-
guish between these rooted trees. In order to find a tree’s
root, it is necessary to obtain the sequence of an outgroup,
a homologous gene that is less closely related to the genes
in the tree than they are to each other. This permits the root
of the tree to be identified and hence the pathway through
which the genes evolved to be elucidated.

The number of different bifurcating trees with the same n
leaves increases extremely rapidly with # (e.g., for n = 10, it is
over 2 million). Unfortunately, there is no exact method for
generating an optimal phylogenetic tree. Indeed, there is no
general agreement on what constitutes an optimal tree. Con-
sequently, numerous methods have been formulated for con-
structing phylogenetic trees based on sequence alignments.

In one class of methods for constructing phylogenetic
trees, the sequence data are converted into a distance ma-
trix, which is a table showing the evolutionary distances be-
tween all pairs of genes in the data set (e.g., Table 7-5). Evo-
lutionary distances are the number of sequence differences
between two genes (ideally corrected for the possibility of
multiple mutations at a given site). These quantities are
used to calculate the lengths of the branches in a tree under
the assumption that they are additive, that is, the distance
between any pair of leaves is the sum of the lengths of the
branches connecting them.

Perhaps the conceptually simplest (if it can be called
that) way of generating a phylogenetic tree is the neighbor-
joining (N-J) method, in which it is initially assumed that
there is only one internal node, Y, and hence that all N
leaves radiate from it in a starlike pattern (Fig. 7-33a). The
branch lengths in the star are then calculated according to
such relationships as dag = day + dgy (Where d g is the to-
tal length of the branches connecting leaves A and B, etc.),
dac = day + dey,and dgc = dgy + dcy, so that, for instance,
day = 3 (dsp + dac — dyc). A pair of leaves is then trans-
ferred from the star to a new internal node, X, that is
connected to the center of the star by a new branch, XY
(Fig. 7-33b), and the sum of all the branch lengths, S,g, in
this revised tree is calculated:

N
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Figure 7-33 Manipulations employed in the neighbor-joining
method for the construction of a phylogenetic tree. (a) The
starting configuration. (b) The transfer of leaves A and B to a
new branch point that is connected to the central star (red).

(that is, the sum of all the off-diagonal elements in the
unique half of the distance matrix),

N
i=1

(that is, the sum of the elements in the Ath row of the dis-
tance matrix), and

N
Ry = > dy [7.9]
i=1

The two leaves are then returned to their initial positions,
replaced by a second pair of leaves, and the total branch
length again calculated. The process is repeated until all
possible N(N — 1)/2 pairs of leaves have been so treated.
The pair yielding the smallest value of S;; (the shortest total
branch length) in this process, which will be nearest neigh-
bors in the final tree, are combined into a single unit of
their average length, yielding a star with one less branch. If
leaves A and B are chosen as neighbors, then the lengths of
the branches connecting them are estimated to be

dAB RA B RB

dax =— + ——— 7.10
A2 N -2) [7-10]
dpx = dap — dax [7-11]
and
(N=1)(Ri+R)) =20 — (N* = 3N +2)dag
Xy = 12]

2(N — 2)(N - 3)
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Figure 7-34 An unrooted phylogenetic tree of the five HiPIP
sequences that are aligned in Fig. 7-31b. The tree was generated
by Clustal using the neighbor-joining method. The numbers
indicate the relative lengths of the associated branches.

Assuming that S,p has the lowest value of all the S,
a new distance matrix is calculated whose elements,
dj;, arethe same as the d; with the exception that
dy_p; = dia_p = (da; + dg;)/2, where d)_g; is the dis-
tance between the averaged leaves A and B and leaf i. The
entire process is then iterated so as to find all pairs of nearest-
neighbor sequences, thereby generating a phylogenetic
tree. Figure 7-34 is an unrooted phylogenetic tree that
Clustal generated from the multiple sequence alignment
shown in Fig. 7-31b using the N-J method.

The N-J method is representative of distance-based
tree-building procedures. There are two other types of tree-
building criteria that are in widespread use:

1. Maximum parsimony (MP), which is based on the
principle of Occam’s razor: The best explanation of the
data is the simplest. Thus, MP-based methods assume (per-
haps inaccurately) that evolution occurs via the fewest pos-
sible genetic changes and hence that the best phylogenetic
tree requires the smallest number of sequence changes to
account for a multiple sequence alignment.

2. Maximum likelihood (ML), which finds the tree and
branch lengths that have the highest probability of yielding
the observed multiple sequence alignment. This, in turn, re-
quires an evolutionary model that indicates the probability
of occurrence for each type of residue change (e.g., the
PAM substitution matrices).

Since the number of possible trees increases very rap-
idly with the number of leaves, the construction of a phylo-
genetic tree is a computer-intensive task for even relatively
small sets of aligned sequences (e.g., N = 20, although dis-
tance-based methods require far fewer computations than
do MP- or ML-based methods). And, because of the ambi-
guities inherent in all known tree-building procedures, sta-
tistical tests have been developed to check the validity of
any particular tree.

Section 7-5. Chemical Synthesis of Polypeptides 205

5 CHEMICAL SYNTHESIS
OF POLYPEPTIDES

In this section we describe methods for the chemical syn-
thesis of polypeptides from amino acids. The ability to
manufacture polypeptides not available in nature has con-
siderable biomedical potential:

1. To investigate the properties of polypeptides by sys-
tematically varying their side chains.

2. To obtain polypeptides with unique properties, par-
ticularly those with nonstandard side chains or with iso-
topic labels incorporated in specific residues (neither of
which is easily accomplished using biological methods).

3. To manufacture pharmacologically active polypep-
tides that are biologically scarce or nonexistent.

One of the most promising applications of polypeptide
synthesis is the production of synthetic vaccines. Vaccines,
which have consisted of viruses that have been “killed” (in-
activated) or attenuated (“live” but mutated so as not to
cause disease in humans), stimulate the immune system to
synthesize antibodies specifically directed against these
viruses, thereby conferring immunity to them (the immune
response is discussed in Section 35-2A). The use of such
vaccines, however, is not without risk; attenuated viruses,
for example, may mutate to a virulent form and “killed”
virus vaccines have, on several occasions, caused disease
because they contained “live” viruses. Moreover, it is diffi-
cult to culture many viruses and therefore to obtain suffi-
cient material for vaccine production. Such problems
would be eliminated by preparing vaccines from synthetic
polypeptides that have the amino acid sequences of viral
epitopes (antigenic determinants; molecular groupings that
stimulate the immune system to manufacture antibodies
against them). Indeed, several such synthetic vaccines are
already in general use.

The first polypeptides to be chemically synthesized
were composed of only one type of amino acid and are
therefore known as homopolypeptides. Such compounds
as polyglycine, polyserine, and polylysine are easily synthe-
sized according to classic methods of polymer chemistry.
They have served as valuable model compounds in study-
ing the physicochemical properties of polypeptides, such as
conformational behavior and interactions with the aque-
ous environment.

The first chemical synthesis of a biologically active
polypeptide was that of the nonapeptide (9-amino acid
residue) hormone oxytocin by Vincent du Vigneaud in
1953:

S—S
Cys— Tyr—Ile—GIn—Asn—Cys—Pro—Leu—Gly
1 9

Oxytocin
Improvements in polypeptide synthesis methodology since

then have led to the synthesis of numerous biologically ac-
tive polypeptides and several proteins.
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A. Synthetic Procedures

Polypeptides are chemically synthesized by covalently
linking (coupling) amino acids, one at a time, to the termi-
nus of a growing polypeptide chain. Imagine that a
polypeptide is being synthesized from its C-terminus to-
ward its N-terminus; that is, the growing chain ends with a
free amino group. Then each amino acid being added to the
chain must already have its own a-amino group chemically
protected (blocked) or it would react with other like mole-
cules as well as with the N-terminal amino group of the
chain. Once the new amino acid is coupled, its now N-
terminal amino group must be deprotected (deblocked) so
that the next peptide bond can be formed. Every cycle of
amino acid addition therefore requires a coupling step and a
deblocking step. Furthermore, reactive side chains must be
blocked to prevent their participation in the coupling reac-
tions, and then deblocked in the final step of the synthesis.
The reactions that were originally developed for synthe-

cation of the reaction product in each of the many steps,
however, contribute significantly to the low yields of final
polypeptide. This difficulty was ingeniously circumvented in
1962 by Bruce Merrifield, through his development of solid
phase peptide synthesis (SPPS). In SPPS, a growing
polypeptide chain is covalently anchored, usually by its C-
terminus, to an insoluble solid support such as beads of poly-
styrene resin, and the appropriately blocked amino acids and
reagents are added in the proper sequence (Fig. 7-35). This
permits the quantitative recovery and purification of inter-
mediate products by simply filtering and washing the beads.
When polypeptide chains are synthesized by amino acid
addition to their N-terminus (the opposite direction to that
in protein biosynthesis; Section 5-4Ba), the a-amino group
of each sequentially added amino acid must be chemically
protected during the coupling reaction. The tert-butyloxy-
carbonyl (Boc) group is frequently used for this purpose,

(0] R
sizing polypeptides such as oxytocin take place entirely in | \ /0
; . S . (CH,),C—0—C—Cl + H,N—CH—C
solution. The losses that are incurred on isolation and purifi- 3 \07
t-Butyloxycarbonyl a-Amino acid
X chloride
1
s, s, HC
\ Y | S1
Y—M, <«— M, <— M, R
Coupling to I \ /O
support X (CHS)SC*O*C*NH*CH*C\
0-
‘Sl ~ Boc-amino acid
v [Ron
Main chain
deblocking Y
S
\
>~ One cycle
Amino acid ‘SZ
coupling Y—M,
(peptide bond
formation)
Sy 5
\ \
E4
Y <—i
i r n—1 Cycles
lSn ‘SQ ‘Sl Figure 7-35 Flow diagram for polypeptide synthesis
M o e N . by the solid phase method. The symbol M; represents the
Y—M, M, —My _J ith amino acid residue to be added to the polypeptide, S;

Cleavage and g v
side chain
deblocking

M,— +++—M, —M,; +

Resin

is its side chain protecting group, and Y represents the
main chain protecting group. The specific reactions are
discussed in the text. [After Erikson, B.W. and Merrifield,
R.B.,in Neurath, H. and Hill, R.L. (Eds.), The Proteins
(3rd ed.), Vol. 2, p. 259, Academic Press (1979).]



as is the 9-fluorenylmethoxycarbonyl (Fmoc) group:

e

9-Fluorenylmethoxycarbonyl
(Fmoc) group
Both groups undergo analogous reactions, although, in
what follows, we shall only discuss the Boc group.

a. Anchoring the Chain to the Inert Support

The first step in SPPS is the coupling of the C-terminal
amino acid to a solid support. The most commonly used
support is a cross-linked polystyrene resin with pendant
chloromethyl groups. Resin coupling occurs through the
following reaction:

0 R 0 CICH,
l \ 7
(CH;);C—O—C—NH—CH— C\ +
OH O Inert
Boc-amino acid support

Resin

l Et,N

oF
(CH3);C—0—C—NH—CH—C—0—CH,

+ Et,NHCI

and the resulting a-amino acid—derivatized resin is filtered
and washed. The amino group is then deblocked by treat-
ment with an anhydrous acid such as trifluoroacetic acid,
which leaves intact the alkylbenzyl ester bond to the sup-
port resin:
P r 0
(CH,),C—0—C—NH—CH—C—O0—CH,

Boc-amino acid O

L CF,COOH in CH,CI,

i T
(CH;),C=CH, + C + NH,—CH—C—O0O—CH,

Isobutylene 0
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b. Coupling the Amino Acids

The reaction coupling two amino acids through a
peptide bond is endergonic and therefore must be
activated to obtain significant yields. Carbodiimides
(R—N=C=N—R) such as dicyclohexylcarbodiimide
(DCCD) are commonly used coupling agents:

O R, O N
| \ i [
(CH3);C—O0—C—NH—CH—C + C
OH o
Boc-amino acid
Dicyclohexyl-
carbodiimide
(DCCD)
PR
\
(CH;;);;C*O*C*NH*CH*C*O*(‘}
NH
O-Acylurea intermediate
R,

oo
H,N—CH—C—0—CH,

Resin

Resin-bound
v amino acid

(H) I\{Z ﬁ) I\{I I
(CH,),C—0—C—N—C—C—N—C—C—0—CH,

H H H H

+
i

N,N'-Dicyclohexylurea

Dipeptidyl-resin

The O-acylurea intermediate that results from the reaction
of DCCD with the carboxyl group of a Boc-protected a-
amino acid readily reacts with the resin-bound a-amino
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acid to form the desired peptide bond in high yield. By sub-
sequently alternating the deblocking and coupling reac-
tions, a polypeptide with the desired amino acid sequence
can be synthesized. The repetitive nature of these operations
allows the SPPS method to be easily automated.

During the course of peptide synthesis, many of the side
chains also require protection to prevent their reaction
with the coupling agent. Although there are many different
blocking groups, the benzyl group is the most widely used
(Fig. 7-36).

c. Releasing the Polypeptide from the Resin
The final step in SPPS is the cleavage of the polypeptide
from the solid support. The benzyl ester link from the
polypeptide’s C-terminus to the support resin may be
cleaved by treatment with liquid HF:

i

I \ (\? 2] 1l
(CH,);COC—N—C—C— -+
H H

|
(CH,),C=CH, + C

H liquid HF Resin
0
i By b
HN—C—C— +++ —N—C—C—N—C—C + FCH,
H H H H H

Resin

The Boc group linked to the polypeptide’s N-terminus as
well as the benzyl groups protecting its side chains are also
removed by this treatment.

B. Problems and Prospects

The steps just outlined seem simple enough, but they are
not as straightforward as we have implied. A major diffi-
culty with the entire procedure is its low cumulative yield.
Let us examine the reasons for this. To synthesize a
polypeptide chain with n peptide bonds requires at least 2n
reaction steps—one for coupling and one for deblocking
each residue. If a protein-sized polypeptide is to be synthe-
sized in reasonable yield, then each reaction step must be
essentially quantitative; anything less greatly reduces the
yield of final product. For example, in the synthesis of a
101-residue polypeptide chain, in which each reaction step
occurs with an admirable 98% yield through 200 reaction
steps, the overall yield is only 0.98°® X 100 = 2%. There-
fore, although oligopeptides can be routinely made, the
synthesis of large polypeptides requires almost fanatical at-
tention to chemical detail.

An ancillary problem is that the newly liberated syn-
thetic polypeptide must be purified. This may be a difficult

O
|

NH—C— O—CH2©
\

?l) (C‘H2)4
(CHy);C —O— C—NH—CH— COOH

Boc, N ®-benzyloxycarbonyl-Lys

o)
\

(”) CH,
\
(CH,);,C— O0— C—NH—CH— COOH

Boc, S-benzyl-Cys

i
¢—o—cm, <)
\

0 (CHy),

Il \
(CHj3)3C— O— C—NH— CH— COOH

Boc-Glu, y-Benzyl ester

o)
\

(”) CH,
\
(CH3),C— O— C—NH—CH—COOH

Boc, O-benzyl-Ser

Figure 7-36 A selection of amino acids with benzyl-protected
side chains and a Boc-protected a-amino group. These substances
can be used directly in the coupling reactions forming peptide
bonds.

task because a significant level of incomplete reactions
and/or side reactions at every stage of SPPS will result in
almost a continuum of closely related products for large
polypeptides. The use of reverse-phase HPLC techniques
(Section 6-3Dh), however, greatly facilitates this purifica-
tion process, and the quality of both intermediate and final
products can be readily assessed through mass spectromet-
ric techniques (Section 7-11).

Using automated SPPS, Merrifield synthesized the nona-
peptide hormone bradykinin in 85% yield:

Arg—Pro—Pro—Gly—Phe—Ser—Pro—Phe—Arg
Bradykinin

However, it was only in 1988, through steady progress in
improving reaction yields (to >99.5% on average) and
eliminating side reactions, that it became possible to syn-
thesize ~100-residue polypeptides of reasonable quality.
Thus, Stephen Kent synthesized the 99-residue HIV-1
protease [an enzyme that is essential for the maturation of
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Figure 7-37 The native chemical ligation reaction. Peptide-1
has a C-terminal thioester group (R is an alkyl group) and
Peptide-2 has a N-terminal Cys residue. The reaction, which
occurs in aqueous solution at pH 7, is initiated by the nucleophilic
attack of Peptide-2’s Cys thiol group on Peptide-1’s thioester
group to yield, in a thiol exchange reaction, a new thioester

human immunodeficiency virus-1 (HIV-1, an AIDS virus;
Section 15-4C)] in such high yield and purity that, after
being renatured (folded to its native conformation; Sec-
tion 9-1A), it exhibited full biological activity. Indeed, this
synthetic protein was crystallized and its X-ray structure
was shown to be identical to that of biologically synthe-
sized HIV-1 protease. Kent also synthesized HIV-1 pro-
tease from D-amino acids and experimentally verified, for
the first time, that such a protein has the opposite chirality
of its biologically produced counterpart. Moreover, this
D-amino acid protease catalyzes the cleavage of its target
polypeptide made from D-amino acids but not that made
from L-amino acids as does naturally occurring HIV-1
protease.

Despite the foregoing, the accumulation of resin-bound
side products limits the sizes of the polypeptides that can rou-
tinely be synthesized by SPPS to ~60 residues. Kent has par-
tially circumvented this limitation through the development
of the so-called native chemical ligation reaction, which links
together two polypeptides in a peptide bond to routinely
yield polypeptides as large as ~120 residues (Fig. 7-37).
Moreover, several peptide segments can be consecutively
linked by native chemical ligation, so that the chemical syn-
thesis of polypeptides consisting of several hundred
residues can be anticipated. In fact, using this technique,
Kent synthesized the 203-residue “covalent dimer” of HIV-1
protease (Section 15-4C) from four synthetic peptides—
the largest linear polypeptide yet synthesized—and
showed that it was fully enzymatically active.

group. This intermediate (as is indicated by the square brackets),
undergoes a rapid intramolecular nucleophilic attack to yield a
native peptide bond at the ligation site. [After Dawson, PE.,
Muir, T.W., Clark-Lewis, 1., and Kent, S.B.H., Science 266, 777
(1994).]

6 CHEMICAL SYNTHESIS
OF OLIGONUCLEOTIDES

Molecular cloning techniques (Section 5-5) have permit-
ted the genetic manipulation of organisms in order to in-
vestigate their cellular machinery, change their charac-
teristics, and produce scarce or specifically altered
proteins in large quantities. The ability to chemically syn-
thesize DNA oligonucleotides of specified base sequences
is an indispensable part of this powerful technology. Thus,
as we have seen, specific oligonucleotides are required as
probes in Southern blotting (Section 5-5D) and in situ
hybridization (Section 5-5Ea), as primers in PCR (Sec-
tion 5-5F), and to carry out site-directed mutagenesis
(Section 5-5Gc).

A. Synthetic Procedures

The basic strategy of oligonucleotide synthesis is analo-
gous to that of polypeptide synthesis (Section 7-5A): A
suitably protected nucleotide is coupled to the growing end
of the oligonucleotide chain, the protecting group is re-
moved, and the process is repeated until the desired
oligonucleotide has been synthesized. The first practical
technique for DNA synthesis, the phosphodiester method,
which was developed by H. Gobind Khorana in the 1960s,
is a laborious process in which all reactions are carried
out in solution and the products must be isolated at each
stage of the multistep synthesis. Khorana, nevertheless,



210

Chapter 7. Covalent Structures of

Proteins and Nucleic Acids

DMTr—O o By
. | OCH;
R—O0— ﬁ_ 0 B,
(¢}
O DMTr— : CH;0 @ c—
+
1. Detritylation N
DMTr
H—O O By Dimethoxytrityl
(¢}
| R: N=C—CHy,—CH,—
R—0— IIT_ 0 O B B-Cyanoethyl
(¢}
0~
DMTr —O 0. B,
ﬁ‘
2. Coupling N/ Nw
HN(C3Hy), ‘/ \}\1—1\4 (\)
Tetrazole R—O—P—N(C;H,),
DMTr —O 0. B; o
<”> (") [
CH;C—O
CH;C—O— CCH, ? OB
(‘) Acetic
R—0—P—0 0. B, anhydride 5
|
K . R—O—I”)— 0 B,
0 3. Capping of 0
| unreacted 5' end
R—O0—P—O o_ B
I ' 0~ ®
Y Capped failure sequence
(no further extension)
4. Oxidation l I,/ H,0 0~
DMTr —O 0. B
(¢}
\
R—O0— ﬁ’— O 0. B,
(@)
7
R—O0—P—0O B,
y) Figure 7-38 Reaction cycle in the phosphoramidite method of

oligonucleotide synthesis. Here By, B,, and B; represent
protected bases, and S represents an inert solid phase support
such as controlled-pore glass.



used this method, in combination with enzymatic tech-
niques, to synthesize a 126-nucleotide tRNA gene, a project
that required several years of intense effort by numerous
skilled chemists.

a. The Phosphoramidite Method

By the early 1980s, these difficult and time-consuming
processes had been supplanted by much faster solid phase
methodologies that permitted oligonucleotide synthesis to
be automated. The presently most widely used chemistry,
which was formulated by Robert Letsinger and further de-
veloped by Marvin Caruthers, is known as the phosphor-
amidite method. This series of nonaqueous reactions adds
a single nucleotide to a growing oligonucleotide chain as
follows (Fig. 7-38):

1. The dimethoxytrityl (DMTr) protecting group at
the 5’ end of the growing oligonucleotide chain (which
is anchored via a linking group at its 3’ end to a solid
support, S) is removed by treatment with an acid such as
trichloroacetic acid (C,LCCOOH).

2. The newly liberated 5" end of the oligonucleotide is
coupled to the 3’-phosphoramidite derivative of the next
deoxynucleoside to be added to the chain. The coupling
agent in this reaction is tetrazole, which protonates the in-
coming nucleotide’s diisopropylamine moiety so that it be-
comes a good leaving group. Modified nucleosides (e.g.,
containing a fluorescent label) can be incorporated into
the growing oligonucleotide at this stage. Likewise, a mix-
ture of oligonucleotides containing different bases at this
position can be synthesized by adding the corresponding
mixture of nucleosides.

3. Any unreacted 5’ end (the coupling reaction has a
yield of over 99%) is capped by acetylation so as to block
its extension in subsequent coupling reactions. This pre-
vents the extension of erroneous oligonucleotides (failure
sequences).

4. The phosphite triester group resulting from the cou-
pling step is oxidized with to the more stable phosphotri-
ester, thereby yielding a chain that has been lengthened by
one nucleotide.

This reaction sequence, in commercially available auto-
mated synthesizers, can be repeated up to ~250 times with
cycle times of 20 to 30 min. Once an oligonucleotide of de-
sired sequence has been synthesized, it is treated with
concentrated NH,OH to release it from its support
and remove its various blocking groups, including those
protecting the exocyclic amines on the bases. The product
can then be separated from the failure sequences and pro-
tecting groups by reverse-phase HPLC and/or gel elec-
trophoresis.

The largest DNA molecule yet synthesized is the entire
582,970-bp genome of Mycoplasma genitalium (among the
smallest bacterial genomes). Initially, overlapping 5- to 7-
kb “cassettes” were constructed by sequentially ligating
chemically synthesized double-stranded oligonucleotides
of ~50 bp. The resulting 101 cassettes were then joined in

Section 7-6. Chemical Synthesis of Oligonucleotides 211

stages by utilizing their overlapping ends. Sequencing the
final product confirmed that it had the correct sequence.

B. DNA Microarrays

The sequencing of the human genome (Section 7-2B) is re-
ally only the means to a highly complex end. The questions
of real biochemical significance are these: What are the
functions of its ~23,000 genes? In which cells, under what
circumstances, and to what extent are each of them ex-
pressed? How do their gene products interact to yield a
functional organism? And what are the medical conse-
quences of variant genes? The traditional method of ad-
dressing such questions, the one-gene-at-a-time approach,
is simply incapable of acquiring the vast amounts of data
necessary to answer these questions. What is required are
methods that can globally analyze biological processes, that
is, techniques that can simultaneously monitor all the com-
ponents of a biological system.

A technology that is capable of making such global as-
sessments involves the use of DNA microarrays (also
called DNA chips; Fig. 7-39). These are arrays of different

Figure 7-39 DNA microarrays. This ~6000-gene microarray
contains most of the genes from baker’s yeast, one per spot. The
microarray had been hybridized to the cDNAs derived from
mRNAs extracted from yeast. The cDNAs derived from cells
that were grown in glucose were labeled with a red-fluorescing
dye, whereas the cDNAs derived from cells grown in the absence
of glucose were labeled with a green-fluorescing dye. Thus the
red and green spots, respectively, reveal those genes that are
transcriptionally activated by the presence or absence of glucose,
whereas the yellow spots (red plus green) indicate genes whose
expression is unaffected by the level of glucose. [Courtesy of
Patrick Brown, Stanford University School of Medicine.]
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Figure 7-40 The photolithographic synthesis of a DNA
microarray. In Step 1 of the process, oligonucleotides that are
anchored to a glass or silicon surface, and each having a
photosensitive protecting group (filled red square) at their 5’ ends,
are exposed to light through a mask that only permits the
illumination of the oligonucleotides destined to be coupled, for
example, to a T residue. The light deprotects these oligonucleotides
so that only they react with the activated T nucleotide that is
incubated with the chip in Step 2. The entire process is repeated

DNA molecules anchored to the surface of a glass, silicon,
or nylon wafer in an ~1-cm-wide square grid. In one of sev-
eral methodologies that are presently used to manufacture
DNA microarrays, large numbers (up to ~1 million) of dif-
ferent oligonucleotides are simultaneously synthesized via
a combination of photolithography (the process used to
fabricate electronic chips) and solid phase DNA synthesis.
In this process (Fig. 7-40), which was developed by Stephen
Fodor, the nucleotides from which the oligonucleotides are
synthesized each have a photochemically removable pro-
tective group at their 5’ end that has the same function as
the DMTr group in conventional solid phase DNA synthe-
sis (Fig. 7-38). At a given stage in the synthetic procedure,
oligonucleotides that, for example, require a T at their next
position are deprotected by shining light on them through
a mask that blocks the light from hitting those grid posi-
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in Steps 3 and 4 with a different mask for G residues, and in
subsequent reaction cycles for A and C residues, thereby extending
all of the oligonucleotides by one residue. This quadruple cycle is
then repeated for as many nucleotides as are to be added to form
the final set of oligonucleotides. Each “feature” (position) on the
microarray contains at least 1 million identical oligonucleotides.

[After Pease, A.C., Solas, D., Sullivan, E.J., Cronin, M. T., Holmes,
C.P, and Fodor, SPA., Proc. Natl. Acad. Sci. 91, 5023 (1994).]

tions that require a different base at this next position (in
an alternative methodology called maskless array synthe-
sis, an array of individually programmable micromirrors di-
rects light to the desired locations). The chip is then incu-
bated with a solution of activated thymidine nucleotide,
which couples only to the deprotected oligonucleotides.
After washing away the unreacted thymidine nucleotide,
the process is repeated with different masks (light patterns
for maskless array synthesis) for each of the remaining
three bases. By repeating these four steps N times, an array
of all 4" possible N-residue sequences can be synthesized
simultaneously in 4N coupling cycles, where N = 30 (up to
100 for maskless array synthesis). A DNA microarray is
shown in Fig. 7-41.

In one application of DNA microrrays, L-residue
oligonucleotides (the probes) are arranged in an array of L



Figure 7-41 A DNA microarray assembly. This so-called
GeneChip protects its enclosed DNA microarray and provides a
convenient hybridization chamber. To interrogate it requires a
specialized fluorescence measurement device. [Courtesy of
Affymetrix, Inc., Santa Clara, California. |

columns by 4 rows for a total of 4L sequences. The probe in
the array’s Mth column has the “standard” sequence with
the exception of the probe’s Mth position, where it has a
different base, A, C, G, or T, in each row. Thus, one of the
four probe DNAs in every column will have the standard
sequence, whereas the other three will differ from the stan-
dard DNA by only one base change. The probe array is
then hybridized with the complementary DNA or RNA,
whose variation relative to the standard DNA is to be de-
termined, and the unhybridized DNA or RNA is washed
away. This “target” DNA or RNA is fluorescently labeled
so that, when interrogated by a laser, the positions on the
probe array to which it binds are revealed by fluorescent
spots. Since hybridization conditions can be adjusted so
that a single base mismatch will significantly reduce the
level of binding, a target DNA or RNA that varies from the
complement of the standard DNA by a single base change
atits Mth position, say C to A, would be readily detected by
an increased fluorescence at the row corresponding to A in
the Mth column relative to that at other positions [a target
DNA or RNA that was exactly complementary to the stan-
dard DNA would exhibit high fluorescence in each of its
columns at the base position (row) corresponding to the
standard sequence]. The intensity of the fluorescence at
every position in the array, and hence the sequence varia-
tion from the standard DNA, is rapidly determined with a
computerized fluorescence scanning device. In this man-
ner, single nucleotide polymorphisms (SNPs) can be auto-
matically detected. It is becoming increasingly apparent
that genetic variations, and in particular SNPs, are largely
responsible for an individual’s susceptibility to many dis-
eases as well as to adverse reactions to drugs (side effects;
Section 15-4B).
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In an alternative DNA microarray methodology, differ-
ent DNAs are robotically spotted (deposited) to precise lo-
cations on a coated glass surface. These DNAs most often
consist of PCR-amplified inserts from cDNA clones or ex-
pressed sequence tags (ESTs), which are usually roboti-
cally synthesized. The DNAs are spotted in nanoliter-sized
droplets that rapidly evaporate leaving the DNA attached
to the glass substrate. Up to 30,000 DNAs representing all
of the genes in an organism can be spotted onto a single
glass “chip.” Such DNA microarrays, many of which are
commercially available, are used to monitor the level of ex-
pression of the genes in a tissue of interest by the degree of
hybridization of its fluorescently labeled mRNA or cDNA
population. They can therefore be used to determine the
pattern of gene expression (the expression profile) in dif-
ferent tissues of the same organism (e.g., Fig. 7-42) and how
specific diseases and drugs (or drug candidates) affect gene
expression. Thus, DNA microarrays are the major tool for
the study of a cell’s transcriptome (which, in analogy with
the word “genome,” is the entire collection of RNAs that
the cell transcribes). Moreover, DNA microarrays are used
to specifically identify infectious agents by detecting
unique segments of their DNA. Consequently, DNA mi-
croarrays hold enormous promise for understanding the
interplay of genes during cell growth and changes in the
environment, for the characterization and diagnosis of
both infectious and noninfectious diseases (e.g., cancers),
for identifying genetic risk factors and designing specific
treatments, and as tools in drug development.

C. SELEX

Although nucleic acids such as DNA and mRNA are
widely thought of as being passive molecular “tapes”
whose structures have only incidental significance, it is now
abundantly clear that certain nucleic acids, for example,
tRNAs and ribosomal RNAs (Sections 32-2B and 32-3A),
have functions that require that these molecules maintain
well-defined three-dimensional structures. This has led to
the development of a process called SELEX (for System-
atic Evolution of Ligands by EXponential enrichment) for
generating single-stranded oligonucleotides that specifi-
cally bind target molecules with high affinity and spe-
cificity.

SELEX, a technique pioneered by Larry Gold, starts
with a library of polynucleotides that have fixed known se-
quences at their 5" and 3’ ends and a central region of ran-
domized sequences. Such sequences are synthesized via
solid phase methods by adding a mixture of all four nucle-
oside triphosphates rather than a single nucleoside triphos-
phate at the positions to be randomized. For a variable re-
gion that is 30 nucleotides long, this will yield a mixture of
430 =~ 108 different oligonucleotides. The next step in the
SELEX process is to select those sequences in the mixture
that selectively bind to a target molecule, X. Those oligonu-
cleotides that bind to X with higher than average affinity
can be separated from the other oligonucleotides in the
mixture by a variety of techniques including affinity
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Figure 7-42 Variation in the expression of genes that encode
proteins known as cyclins (Section 34-4D) in human tissues. The
levels of hybridization of the various cyclin mRNAs produced in

chromatography (Section 6-3C) with X linked to a suitable
matrix and the precipitation of X-oligonucleotide com-
plexes by anti-X antibodies. The oligonucleotides are then
separated from X and amplified by cloning or PCR. This
selection and amplification process is then repeated for
several cycles (usually 10-15), thereby yielding oligonu-
cleotides that tenaciously bind X. Several such enrichment
cycles are necessary because those few oligonucleotides in
a library with the highest affinity for X must compete for
binding X with the far more abundant weak binders.

The results of SELEX are remarkable. Its oligonu-
cleotide products, which are known as aptamers, bind to

CHAPTER SUMMARY

1 Primary Structure Determination of Proteins The ini-
tial step in the amino acid sequence determination of a protein
is to ascertain its content of chemically different polypeptides
by end group analysis. The protein’s disulfide bonds are then
chemically cleaved, the different polypeptides are separated
and purified, and their amino acid compositions are deter-
mined. Next, the purified polypeptides are specifically

each tissue were measured through the use of DNA microarrays.
[After Gerhold, D., Rushmore, T., and Caskey, C.T., Trends
Biochem. Sci. 24,172 (1999).]

their target molecule, X, with dissociation constants that
are typically around 107 M if X is a protein and between
1073 M and 10 M if X is a small molecule (for the reaction
A + B = A - B, the dissociation constant, K = [A][B]/
[A - B]). Moreover, aptamers bind to their target mole-
cules with great specificity. Thus, aptamers selected for
their affinity toward a particular member of a protein fam-
ily do not bind other members of that family. Aptamers
bind a wide variety of target molecules including simple
ions, small molecules, proteins, organelles, and even whole
cells. These various properties give aptamers great promise
both as diagnostic tools and as therapeutic agents.

cleaved, by enzymatic or chemical means, to smaller peptides
that are separated, purified, and then sequenced by (auto-
mated) Edman degradation. Repetition of this process, using a
cleavage method of different specificity, generates overlap-
ping peptides whose amino acid sequences, when compared to
those of the first group of peptide fragments, indicate their or-
der in the parent polypeptide. The primary structure determi-



nation is completed by establishing the positions of the disul-
fide bonds, which requires the degradation of the protein with
its disulfide bonds intact. Mass spectrometry using electro-
spray ionization (ESI) or matrix-assisted laser desorption/
ionization (MALDI) to vaporize and ionize peptides can be
used to determine their molecular masses. By using these tech-
niques in a tandem mass spectrometer equipped with a colli-
sion cell, the sequences of short peptides can be rapidly deter-
mined. Once the primary structure of a protein is known, its
minor variants, which may arise from mutations or chemical
modifications, can be readily identified by peptide mapping.

2 Nucleic Acid Sequencing Nucleic acids may be se-
quenced by the same basic strategy used to sequence pro-
teins. In the Sanger method, the DNA fragment to be se-
quenced is replicated by a DNA polymerase in the presence
of all four deoxynucleoside triphosphates, one of which is a-
32P-labeled, and a small amount of the dideoxy analog of one
of the deoxynucleoside triphosphates. This results in a series
of ¥P-labeled chains that are terminated after the various
positions occupied by the corresponding base. The elec-
trophoresis of the four differently terminated DNA samples
in parallel lanes of a sequencing gel resolves fragments that
differ in size by one nucleotide. An autoradiograph of the se-
quencing gel containing the four sets of fragments reveals
the base sequence of the complementary DNA. RNA may be
sequenced by determining the sequence of its corresponding
cDNA. Automated methods, which use fluorescently labeled
DNA fragments, have greatly accelerated DNA sequence de-
terminations. They have been used to sequence very large
tracts of DNA such as the chromosomes of the human
genome.

In the conventional strategy for genome sequencing, the
genome is mapped by sequencing large numbers of landmark
sequences such as sequence-tagged sites (STSs) and expressed
sequence tags (ESTs). Landmark-containing YAC clones are
then fragmented, the fragments subcloned and sequenced, and
the sequences are computationally assembled into contigs,
which are further assembled into chromosomes based on the
landmark sequences. Advances in cloning and computational
techniques permitted genome sequencing via a shotgun strat-
egy. For bacterial genomes this is carried out straightfor-
wardly. For eukaryotic genomes, large segments are cloned in
bacterial artificial chromosomes (BACs), whose ends are se-
quenced to yield sequence-tagged connectors (STCs). The
BAC inserts are fragmented, shotgun cloned, and the clones
sequenced and assembled into contigs. The STCs are used to
further assemble the sequenced BAC inserts into chromo-
somes via BAC walking. Next generation DNA sequencing
technologies, such as those employing pyrosequencing, have
enormously accelerated the rate that DNA is being sequenced
relative to Sanger-based techniques. Even faster single mole-
cule sequencing techniques are under development.

3 Chemical Evolution Sickle-cell anemia is a molecular
disease of individuals who are homozygous for a gene specify-
ing an altered B chain of hemoglobin. Fingerprinting and se-
quencing studies have identified this alteration as arising from
a point mutation that changed Glu 6 to Val. In the heterozy-
gous state, the sickle-cell trait confers resistance to malaria
without causing deleterious effects. This accounts for its high
incidence in populations living in malarial regions. The cy-
tochromes ¢ from many eukaryotic species contain many
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amino acid residues that are invariant or conservatively substi-
tuted. Hence, this protein is well adapted to its function. The
amino acid differences between the various cytochromes ¢
have permitted the generation of their phylogenetic tree,
which closely parallels that determined by classical taxonometry.
The number of sequence differences between homologous
proteins from related species plotted against the time when,
according to the fossil record, these species diverged from a
common ancestor reveals that point mutations are accepted
into proteins at a constant rate. Proteins whose functions are
relatively intolerant to sequence changes evolve more slowly
than those that are more tolerant to such changes. Phyloge-
netic analysis of the globin family—myoglobin and the « and
B chains of hemoglobin—reveals that these proteins arose
through gene duplication. In this process, the original function
of the protein is maintained, while the duplicated copy evolves
a new function. Many, if not most, proteins have evolved
through gene duplication.

4 Bioinformatics: An Introduction The sequences of nu-
cleic acids and proteins are archived in large and rapidly grow-
ing databases that are publicly available over the World Wide
Web. The alignment of homologous sequences provides in-
sights into their function and evolution. The alignment of dis-
tantly related sequences requires statistically and computa-
tionally sophisticated algorithms such as BLAST and
ClustalW2. The construction of an optimal phylogenetic tree
based on aligned sequences is a computationally intensive
process for which there is no known exact solution.

5 Chemical Synthesis of Polypeptides The strategy of
polypeptide chemical synthesis involves coupling amino acids,
one at a time, to the N-terminus of a growing polypeptide
chain. The a-amino group of each amino acid must be chemi-
cally protected during the coupling reaction and then un-
blocked before the next coupling step. Reactive side chains
must also be chemically protected but then unblocked at the
conclusion of the synthesis. The difficulties in recovering the
intermediate product of each of the many steps of such a syn-
thesis has been eliminated by the development of solid phase
synthesis techniques. These methods have led to the synthesis
of numerous biologically active polypeptides and are capable
of synthesizing small proteins in useful amounts. The use of the
native chemical ligation technique significantly increases the
sizes of the polypeptides that can be chemically synthesized.

6 Chemical Synthesis of Oligonucleotides Oligonu-
cleotides are indispensable to recombinant DNA technology.
They are used to identify normal and mutated genes and to al-
ter specific genes through site-directed mutagenesis. Oligonu-
cleotides of defined sequence are efficiently synthesized by
the phosphoramidite method, a cyclic, nonaqueous, solid
phase process that has been automated. DNA chips, which can
be manufactured through photolithographically based DNA
synthesis or by the robotic deposition of DNA on a glass sub-
strate, are finding increasing numbers of applications. These
include the detection of single nucleotide polymorphisms,
monitoring patterns of gene expression, and identifying infec-
tious agents. SELEX is a technique for selecting and amplify-
ing those members of a large polynucleotide library that
specifically bind to a target molecule. The resulting aptamers,
which have remarkably high affinity and specificity for their
target molecules, may be useful diagnostic and therapeutic
agents.
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Databases for the Storage and “Mining” of Genome Sequences and to Compare and Identify Related Protein Sequences

1. Finding Databases. Locate databases for genome sequences and explore the meaning of terms related to them.

2. The Institute for Genomic Research. Explore a prokaryotic genome and find listings for eukaryotic genomes.

3. Analyzing a DNA Sequence. Given a DNA sequence, identify its open reading frame and translate it into a protein sequence.
4. Sequence Homology. Perform a BLAST search for homologs of a protein sequence.
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5. Plasmids and Cloning. Predict the sizes of the fragments produced by the action of various restriction enzymes on plasmids.

o

from other organisms.

. Phylogenetic Trees. Create a tree based on cytochrome c.
. Proteomics. Gain a broader understanding of proteomics.
. Microarrays. Learn how microarrays are made and used.
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PROBLEMS

Note: Amino acid compositions of polypeptides with unknown se-
quences are written in parentheses with commas separating
amino acid abbreviations such as in (Gly, Tyr, Val). Known amino
acid sequences are written with residue names in order and sepa-
rated by hyphens; for example, Tyr-Val-Gly.

1. State the cleavage pattern of the following polypeptides by
the indicated agents.
Ser-Ala-Phe-Lys-Pro by chymotrypsin
Thr-Cys-Gly-Met-Asn by NCBr
Leu-Arg-Gly-Asp by carboxypeptidase A
Gly-Phe-Trp-Asp-Phe-Arg by endopeptidase Asp-N
Val-Trp-Lys-Pro-Arg-Glu by trypsin

opo o

2. A protein is subjected to end group analysis by dansyl chlo-
ride. The liberated dansylamino acids are found to be present with
a molar ratio of two parts Ser to one part Ala. What conclusions
can be drawn about the nature of the protein?

3. A protein is subjected to degradation by carboxypeptidase
B. Within a short time, Arg and Lys are liberated, following which
no further change is observed. What does this information indi-
cate concerning the primary structure of the protein?

4. Before the advent of the Edman degradation, the primary
structures of proteins were elucidated through the use of partial
acid hydrolysis. The resulting oligopeptides were separated and
their amino acid compositions were determined. Consider a
polypeptide with amino acid composition (Ala,, Asp, Cys, Leu,
Lys, Phe, Pro, Ser,, Trp,). Treatment with carboxypeptidase A re-
leased only Leu. Oligopeptides with the following compositions
were obtained by partial acid hydrolysis:

(Ala, Lys) (Ala, Ser,) (Cys, Leu)
(Ala, Lys, Trp) (Ala, Trp) (Cys, Leu, Pro)
(Ala, Pro) (Asp, Lys,Phe)  (Phe, Ser, Trp)
(Ala, Pro, Ser) (Asp, Phe) (Ser, Trp)
(Ser,, Trp)

Determine the amino acid sequence of the polypeptide.

*5. A polypeptide is subjected to the following degradative
techniques resulting in polypeptide fragments with the indicated
amino acid sequences. What is the amino acid sequence of the en-
tire polypeptide?

I. Cyanogen bromide treatment:
1. Asp-lle-Lys-Gln-Met
2. Lys
3. Lys-Phe-Ala-Met
4. Tyr-Arg-Gly-Met

II. Trypsin hydrolysis:
5. GIn-Met-Lys
6. Gly-Met-Asp-Ile-Lys
7. Phe-Ala-Met-Lys
8. Tyr-Arg

. Obtaining Protein Sequences from BLAST. Using a known protein sequence, find and retrieve the sequences of related proteins

. Multiple Sequence Alignment. Examine the various sequences for similarities, and view their relatedness as a tree diagram.

6. Treatment of a polypeptide by 2-mercaptoethanol yields
two polypeptides that have the following amino acid sequences:
1. Ala-Phe-Cys-Met-Tyr-Cys-Leu-Trp-Cys-Asn
2. Val-Cys-Trp-Val-lle-Phe-Gly-Cys-Lys

Chymotrypsin-catalyzed hydrolysis of the intact polypeptide
yields polypeptide fragments with the following amino acid com-
positions:

3. (Ala, Phe)

4. (Asn, Cys,, Met, Tyr)

5. (Cys, Gly, Lys)

6. (Cys,, Leu, Trp,, Val)

7. (Ile, Phe, Val)

Indicate the positions of the disulfide bonds in the original
polypeptide.
7. A polypeptide was subjected to the following treatments
with the indicated results. What is its primary structure?
I. Acid hydrolysis:
1. (Ala, Arg, Cys, Glx, Gly, Lys, Leu, Met, Phe, Thr)
II. Aminopeptidase M:
2. No fragments

III. Carboxypeptidase A + carboxypeptidase B:
3. No fragments

IV. Trypsin followed by Edman degradation of the separated
products:
4. Cys-Gly-Leu-Phe-Arg
5. Thr-Ala-Met-Glu-Lys

*8. While on an expedition to the Amazon jungle, you isolate
a polypeptide you suspect of being the growth hormone of a
newly discovered species of giant spider. Unfortunately, your
portable sequencer was so roughly treated by the airport baggage
handlers that it refuses to provide the sequence of more than four
consecutive amino acid residues. Nevertheless, you persevere and
obtain the following data:

I. Hydrazinolysis:

1. (Val)

II. Dansyl chloride treatment followed by acid hydrolysis:
2. (Dansyl-Pro)

III. Trypsin followed by Edman degradation of the separated

fragments:

3. Gly-Lys
4. Phe-Ile-Val
5. Pro-Gly-Ala-Arg
6. Ser-Arg

Provide as much information as you can concerning the amino
acid sequence of the polypeptide.



9. In taking the electrospray ionization mass spectrum of an
unknown protein, you find that four successive peaks have m/z
values of 953.9,894.4,841.8, and 795.1. What is the molecular mass
of the protein and what are the ionic charges of the ions responsi-
ble for the four peaks?

10. Figure 7-43 pictures an autoradiograph of the sequencing
gel of a DNA that was treated according to the Sanger method of
DNA sequencing. What is the sequence of the template strand
corresponding to bases 50 to 100? If there are any positions on the
gel where a band seems to be absent, leave a question mark in the
sequence for the indeterminate base.

11. Using Table 7-5, compare the relatedness of fungi to
higher plants and to animals. Fungi are sometimes said to be non-
green plants. In light of your analysis, is this a reasonable classifi-
cation?

12. Below is a list of the first 10 residues of the B helix in myo-
globin from different organisms.
Position 1 2
Human D
Chicken D
Alligator K
Turtle D
Tuna D
Carp D
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Based on this information, which positions (a) appear unable to
tolerate substitutions, (b) can tolerate conservative substitution,
and (c) are highly variable?
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Figure 7-43 [Courtesy of Barton Slatko, New England Biolabs
Inc., Beverly, Massachusetts. |
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13. The inherited hemoglobin disease -thalassemia is com-
mon to people from around the Mediterranean Sea and areas of
Asia where malaria is prevalent (Fig. 7-21). The disease is charac-
terized by a reduction in the amount of synthesis of the 3 chain of
hemoglobin. Heterozygotes for the p-thalassemia gene, who are
said to have thalassemia minor, are only mildly affected with ad-
verse symptoms. Homozygotes for this gene, however, suffer from
Cooley’s anemia or thalassemia major; they are so severely af-
flicted that they do not survive their childhood. About 1% of the
children born in the malarial regions around the Mediterranean
Sea have Cooley’s anemia. Why do you suppose the B-thalassemia
gene is so prevalent in this area? Justify your answer.

14. Leguminous plants synthesize a monomeric oxygen-
binding globin known as leghemoglobin. (Section 26-6). From
your knowledge of biology, sketch the evolutionary tree of the
globins (Fig. 7-25) with leghemoglobin included in its most likely
position.

15. Since point mutations mostly arise through random chem-
ical change, it would seem that the rate at which mutations appear
in a gene expressing a protein should vary with the size of the gene
(number of amino acid residues the gene expresses). Yet, even
though the rates at which proteins evolve vary quite widely, these
rates seem to be independent of protein size. Explain.

16. Sketch the self-dot matrices of the following: (a) A 100-
residue peptide with nearly identical segments spanning its
residues 20 to 40 and 60 to 80. (b) A 100-nucleotide DNA that is
palindromic.

*17. (a) Using the PAM-250 log odds substitution matrix and
the Needleman—Wunsch algorithm, find the best alignment of the
two peptides POQRSTV and PDLRSCSV. (b) What is its alignment
score using a gap penalty of -8 for opening a gap and -2 for every
“residue” in the gap? (c) What is its normalized alignment score
(NAS) using the scoring system of 10 for each identity, 20 for each
identity involving Cys, and -25 for every gap? (d) Is this NAS in-
dicative of a homology? Explain.

18. You have been given an unknown protein to identify. You
digest it with trypsin and, by using Edman degradation, find that
one of the resulting peptide fragments has the sequence
GIIWGEDTLMEYLENPK. Using BLAST, find the most proba-
ble identity (or identities) of the unknown protein. [To carry out a
search on the BLAST server, go to http://www.ncbi.nlm.nih.gov/
BLAST/Blast.cgi and, under “Basic BLAST,” click on “protein
blast” (which is BLAST for comparing an amino acid query se-
quence against a protein sequence database). In the window that
comes up, enter the above sequence (without spaces or punctua-
tion) into the “Enter Query Sequence” box, from the “Database”
pulldown menu select “Non-redundant protein sequences (nr),”
under “Program Selection” select the “blastp (protein-protein
BLAST)” button, and click on the “BLAST” button at the bottom
of the window.]

*19. A desiccated dodo bird in a reasonable state of preserva-
tion has been found in a cave on Mauritius Island. You have been
given a tissue sample in order to perform biochemical analyses
and have managed to sequence its cytochrome c. The amino acid
difference matrix for a number of birds including the dodo is
shown here.

Chicken, turkey 0

Penguin 2 0

Pigeon 4 4 0
Pekin duck 33 3 0
Dodo 4 4 2 3 0


http://www.ncbi.nlm.nih.gov/BLAST/Blast.cgi
http://www.ncbi.nlm.nih.gov/BLAST/Blast.cgi
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(a) Determine the phylogenetic tree for these species using
the neighbor-joining method. (b) To which of the other birds does
the dodo appear most closely related? (c) What additional infor-
mation do you require to find the root of this tree? Without mak-
ing further computations, indicate the most likely possibilities.

20. In atragic accident, the desiccated dodo discussed in Prob-
lem 19 has been eaten by a deranged cat. The sequence of the
dodo cytochrome ¢ that you had determined before the accident
led you to suspect that this cytochrome ¢ has some unique bio-
chemical properties. To test this hypothesis, you are forced to syn-
thesize dodo cytochrome ¢ by chemical means. As with other
known avian cytochromes ¢, that of the dodo consists of 104
amino acid residues. In planning a solid phase synthesis, you ex-
pect a 99.7% yield for each coupling step and a 99.3% yield for
each deblocking step. The cleavage of the completed polypeptide
from the resin and the side chain deblocking step should yield an

80% recovery of product. (a) What percentage of the original
resin-bound C-terminal amino acid can you expect to form un-
modified dodo cytochrome c if you synthesize the entire polypep-
tide in a single run? (b) You have found that dodo cytochrome c¢
has a Cys residue at its position 50. What would be your overall
yield if you used the native chemical ligation reaction (assume it
has a 75% yield) to synthesize dodo cytochrome ¢? Compare this
yield with that from Part a and discuss the implications of this
comparison for synthesizing long polypeptides.

21. You have manufactured a DNA chip consisting of 4 rows
and 10 columns in which the Mth column contains DNAs of the
sequence 5'-GACCTGACGT-3' but with a different base in the
Mth position for each of the 4 rows (from top to bottom, G, A, T,
and C). Draw the appearance of the chip after it is hybridized to
fluorescently labeled RNA of sequence (a) 5~ ACGUCAGGUC-
3"and (b) 5~ ACGUCUGGUC-3'.
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Appendix: Viewing Stereo Pictures

The properties of a protein are largely determined by its
three-dimensional structure. One might naively suppose
that since proteins are all composed of the same 20 types
of amino acid residues, they would be more or less alike
in their properties. Indeed, denatured (unfolded) pro-
teins have rather similar characteristics, a kind of homo-
geneous “average” of their randomly dangling side
chains. However, the three-dimensional structure of a
native (physiologically folded) protein is specified by its
primary structure, so that it has a unique set of charac-
teristics.

In this chapter, we shall discuss the structural features of
proteins, the forces that hold them together, and their hier-
archical organization to form complex structures. This will
form the basis for understanding the structure—function re-
lationships necessary to comprehend the biochemical roles

CHAPTER 8

of proteins. Detailed consideration of the dynamic behav-
ior of proteins and how they fold to their native structures
is deferred until Chapter 9.

1 SECONDARY STRUCTURE

A polymer’s secondary structure (2° structure) is defined
as the local conformation of its backbone. For proteins, this
has come to mean the specification of regular polypeptide
backbone folding patterns: helices, pleated sheets, and
turns. However, before we begin our discussion of these ba-
sic structural motifs, let us consider the geometrical proper-
ties of the peptide group because its understanding is
prerequisite to that of any structure containing it.

A. The Peptide Group

In the 1930s and 1940s, Linus Pauling and Robert Corey
determined the X-ray structures of several amino acids
and dipeptides in an effort to elucidate the structural
constraints on the conformations of a polypeptide chain.
These studies indicated that the peptide group has a rigid,
planar structure (Fig. 8-1), which, Pauling pointed out, is a

123.5°
Peptide bond

Figure 8-1 The trans-peptide group. The standard dimensions
(in angstroms, A, and degrees, °) of this planar group were
derived by averaging the corresponding quantities in the X-ray
crystal structures of amino acids and peptides. [After Marsh,
R.E. and Donohue, J., Adv. Protein Chem. 22,249 (1967).]
‘QSee Kinemage Exercise 3-1
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consequence of resonance interactions that give the peptide
bond an ~40% double-bond character:

0} (O
| I
SN /C\+/
T
H H

This explanation is supported by the observations that a
peptide’s C—N bond is 0.13 A shorter than its N—C,
single bond and that its C=0 bond is 0.02 A longer than
that of aldehydes and ketones. The peptide bond’s reso-
nance energy has its maximum value, ~85 kJ - mol?,
when the peptide group is planar because its w-bonding
overlap is maximized in this conformation. This overlap,
and thus the resonance energy, falls to zero as the peptide
bond is twisted to 90° out of planarity, thereby account-
ing for the planar peptide group’s rigidity. (The positive
charge on the above resonance structure should be taken
as a formal charge; quantum mechanical calculations in-
dicate that the peptide N atom, in fact, has a partial neg-
ative charge arising from the polarization of the C—N o
bond.)

Peptide groups, with few exceptions, assume the trans
conformation: that in which successive C, atoms are on op-
posite sides of the peptide bond joining them (Fig. 8-1).
This is partly a result of steric interference, which causes
the cis conformation (Fig. 8-2) to be ~8 kJ - mol ™! less
stable than the trans conformation (this energy difference
is somewhat less in peptide bonds followed by a Pro
residue and, in fact, ~10% of the Pro residues in proteins
follow a cis peptide bond, whereas cis peptides are other-
wise extremely rare).

a. Polypeptide Backbone Conformations May Be

Described by Their Torsion Angles

The above considerations are important because they
indicate that the backbone of a protein is a linked se-
quence of rigid planar peptide groups (Fig. 8-3). We can
therefore specify a polypeptide’s backbone conforma-
tion by the torsion angles (rotation angles or dihedral an-
gles) about the C,—N bond (¢) and the C,—C bond ()

Main chain

121°

Peptide
bond

Figure 8-2 The cis-peptide group. .'Q,See Kinemage Exercise 3-1

of each of its amino acid residues. These angles, ¢ and s,
are both defined as 180° when the polypeptide chain is in
its planar, fully extended (all-trans) conformation and in-
crease for a clockwise rotation when viewed from C,
(Fig. 8-4).

There are several steric constraints on the torsion an-
gles, ¢ and 5, of a polypeptide backbone that limit its con-
formational range. The electronic structure of a single (o)
bond, such as a C—C bond, is cylindrically symmetrical
about its bond axis, so that we might expect such a bond to
exhibit free rotation. If this were the case, then in ethane,
for example, all torsion angles about the C—C bond would
be equally likely. Yet certain conformations in ethane are
favored due to quantum mechanical effects arising from
the interactions of its molecular orbitals. The staggered
conformation (Fig. 8-5a; torsion angle = 180°) is ethane’s
most stable arrangement, whereas the eclipsed conforma-
tion (Fig. 8-5b; torsion angle = 0°) is least stable. The en-
ergy difference between the staggered and eclipsed con-
formations in ethane is ~12 kJ - mol™!, a quantity that
represents an energy barrier to free rotation about the
C—C single bond. Substituents other than hydrogen
exhibit greater steric interference; that is, they increase
the size of this energy barrier due to their greater bulk.

Figure 8-3 A polypeptide chain in its fully extended conformation showing the planarity of
each of its peptide groups. [Illustration, Irving Geis. Image from the Irving Geis Collection,

Howard Hughes Medical Institute. Reprinted with permission.]



Amide plane

Side group

Amide plane

Figure 8-4 The torsional degrees of freedom in a peptide unit.
The only reasonably free movements are rotations about the
C,—N bond (¢) and the C,—C bond (). The torsion angles are
both 180° in the conformation shown and increase, as is indicated,
in a clockwise manner when viewed from C,. [Illustration, Irving
Geis. Image from the Irving Geis Collection, Howard Hughes
Medical Institute. Reprinted with permission. | &2 See Kinemage
Exercise 3-1
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H HH
H H
H
H H H H
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H
() Staggered (b) Eclipsed

Figure 8-5 Conformations of ethane. Newman projections
indicating the (a) staggered conformation and (b) eclipsed
conformation of ethane.

Indeed, with large substituents, some conformations may
be sterically forbidden.

b. Allowed Conformations of Polypeptides Are

Indicated by the Ramachandran Diagram

The sterically allowed values of ¢ and {s can be deter-
mined by calculating the distances between the atoms of a
tripeptide at all values of ¢ and ¢ for the central peptide
unit. Sterically forbidden conformations, such as that
shown in Fig. 8-6, are those in which any nonbonding inter-
atomic distance is less than its corresponding van der Waals
distance. Such information is summarized in a conforma-
tion map or Ramachandran diagram (Fig. 8-7), which was
invented by G.N. Ramachandran.

Figure 8-7 indicates that 77% of the Ramachandran di-
agram (most combinations of ¢ and ) is conformationally
inaccessible to a polypeptide chain. The particular regions
of the Ramachandran diagram that represent allowed con-
formations depend on the van der Waals radii chosen to
calculate it. But with any realistic set of values, such as that
in Table 8-1, only three small regions of the conformational
map are physically accessible to a polypeptide chain. Never-
theless, as we shall see, all of the common types of regular
secondary structures found in proteins fall within allowed
regions of the Ramachandran diagram. Indeed, the

Figure 8-6 Steric interference between adjacent residues. The
collision between a carbonyl oxygen and the following amide
hydrogen prevents the conformation ¢ = —60°, ¢ = 30°.
[Mlustration, Irving Geis. Image from the Irving Geis Collection,
Howard Hughes Medical Institute. Reprinted with permission.]
‘Q,See Kinemage Exercise 3-1.
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Figure 8-7 The Ramachandran diagram. It shows the sterically
allowed ¢ and ¢ angles for poly-L-alanine and was calculated
using the van der Waals distances in Table 8-1. Regions of
“normally allowed” ¢ and s angles are shaded in blue, whereas
green-shaded regions correspond to conformations having “outer
limit” van der Waals distances. The conformation angles, ¢ and s,
of several secondary structures are indicated below:

Secondary Structure ¢ (deg) U (deg)
Right-handed « helix (o) =57 —47
Parallel B pleated sheet (T1) —119 113
Antiparallel B pleated sheet (1) —139 135
Right-handed 3, helix (3) —49 =20
Right-handed 7 helix (1) =57 =70
2.2, ribbon (2) =78 59
Left-handed polyglycine II and =79 150
polyproline II helices (IT)
Collagen (C) =51 153
Left-handed « helix (o) 57 47

[After Flory, PJ., Statistical Mechanics of Chain Molecules, p. 253,
Interscience (1969); and TUPAC-IUB Commission on Biochemical
Nomenclature, Biochemistry 9, 3475 (1970).]

observed conformational angles of most non-Gly residues
in proteins whose X-ray structures have been determined
lie in these allowed regions (Fig. 8-8).

Most points that fall in forbidden regions of Fig. 8-8 lie
between its two fully allowed areas near ¢ = 0. However,
these “forbidden” conformations, which arise from the col-
lision of successive amide groups, are allowed if twists of
only a few degrees about the peptide bond are permitted.
This is not unreasonable since the peptide bond offers little
resistance to small deformations from planarity.
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Figure 8-8 Distribution of conformation angles in proteins.
The conformation angle distribution of all residues but Gly in
207 high-resolution (1.2 A) X-ray structures comprising 25,327
residues is superimposed on the Ramachandran diagram
(resolution is discussed in Section 8-3Aa). [Courtesy of Scott
Hollingsworth and Andrew Karplus, Oregon State University,
Corvallis, Oregon.]

Table 8-1 van der Waals Distances for Interatomic Contacts

Contact Type Normally Allowed (A) Outer Limit (A)
I8l === Rl 2.0 1.9
IEIEL©) 2.4 2.2
H:--N 2.4 2.2
H---C 2.4 2.2
00 2.7 2.6
O---N 2.7 2.6
@ee=C 2.8 2.7
N---N 2.7 2.6
INEE@© 2.9 2.8
CoeoC 3.0 2.9
C---CH, 32 3.0
CH,--- CH, 32 3.0

Source: Ramachandran, G.N. and Sasisekharan, V., Adv. Protein Chem. 23,
326 (1968).

Gly, the only residue without a Cg atom, is much less
sterically hindered than the other amino acid residues. This
is clearly apparent in comparing the Ramachandran dia-
gram for Gly in a polypeptide chain (Fig. 8-9) with that of
other residues (Fig. 8-7). In fact, Gly often occupies posi-
tions where a polypeptide backbone makes a sharp turn
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Figure 8-9 The Ramachandran diagram of Gly residues in a
polypeptide chain. “Normally allowed” regions are shaded in
blue, whereas green-shaded regions correspond to “outer limit”
van der Waals distances. Gly residues have far greater
conformational freedom than do other (bulkier) amino acid
residues, as the comparison of this figure with Fig. 8-7 indicates.
[After Ramachandran, G.N. and Sasisekharan, V., Adv. Protein
Chem. 23,332 (1968).]

n=5 n=4

[RYING.
Geis

Figure 8-10 Examples of helices. These provide definitions of
the helical pitch, p, the number of repeating units per turn, n, and
the helical rise per repeating unit, d = p/n. Right- and left-handed
helices are defined, respectively, as having positive and negative
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which, with any other residue, would be subject to steric in-
terference.

Figure 8-7 was calculated for three consecutive Ala
residues. Similar plots for larger residues that are un-
branched at Cg, such as Phe, are nearly identical. In Ra-
machandran diagrams of residues that are branched at
Cg, such as Thr, the allowed regions are somewhat smaller
than for Ala. The cyclic side chain of Pro limits its ¢ to the
range —60° = 25°, making it, not surprisingly, the most
conformationally restricted amino acid residue. The con-
formations of residues in chains longer than tripeptides
are even more restricted than the Ramachandran diagram
indicates because a polypeptide chain with all its ¢ and
{ angles allowed nevertheless cannot assume a conforma-
tion in which it passes through itself. We shall see, how-
ever, that despite the great restrictions that peptide bond
planarity and side chain bulk place on the conformations
of a polypeptide chain, different unique primary struc-
tures have correspondingly unique three-dimensional
structures.

B. Helical Structures

‘QSee Guided Exploration 7: Stable helices in proteins: The a helix
Helices are the most striking elements of protein 2° struc-
ture. If a polypeptide chain is twisted by the same amount
about each of its C, atoms, it assumes a helical conforma-
tion. As an alternative to specifying its ¢ and {s angles, a he-
lix may be characterized by the number, n, of peptide units
per helical turn and by its pitch, p, the distance the helix
rises along its axis per turn. Several examples of helices are
diagrammed in Fig. 8-10. Note that a helix has chirality; that

n=3 n=2 n=-3

values of n. For n = 2, the helix degenerates to a nonchiral ribbon.
For p = 0, the helix degenerates to a closed ring. [Illustration,
Irving Geis. Image from the Irving Geis Collection, Howard
Hughes Medical Institute. Reprinted with permission. |
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is, it may be either right handed or left handed (a right-
handed helix turns in the direction that the fingers of a
right hand curl when its thumb points along the helix axis
in the direction that the helix rises). In proteins, moreover,
n need not be an integer and, in fact, rarely is.

A polypeptide helix must, of course, have conformation
angles that fall within the allowed regions of the Ra-
machandran diagram. As we have seen, this greatly limits
the possibilities. Furthermore, if a particular conformation
is to have more than a transient existence, it must be more
than just allowed, it must be stabilized. The “glue” that
holds polypeptide helices and other 2° structures together
is, in part, hydrogen bonds.

a. The a Helix

Only one helical polypeptide conformation has simulta-
neously allowed conformation angles and a favorable hy-
drogen bonding pattern: the a helix (Fig. 8-11), a particu-
larly rigid arrangement of the polypeptide chain. Its
discovery through model building, by Pauling in 1951,
ranks as one of the landmarks of structural biochemistry.

For a polypeptide made from L-a-amino acid residues,
the « helix is right handed with torsion angles ¢ = —57°
and s = —47°, n = 3.6 residues per turn, and a pitch of 5.4 A.
(An a helix of D-a-amino acid residues is the mirror image
of that made from L-amino acid residues: It is left handed
with conformation angles ¢ = +57°, = +47°,and n = —3.6
but with the same value of p.)

Figure 8-11 indicates that the hydrogen bonds of an «
helix are arranged such that the peptide N—H bond of the
nth residue points along the helix toward the peptide
C=0 group of the (n — 4)th residue. This results in a
strong hydrogen bond that has the nearly optimum N --- O
distance of 2.8 A. In addition, the core of the « helix is
tightly packed; that is, its atoms are in van der Waals con-
tact across the helix, thereby maximizing their association
energies (Section 8-4Ab). The R groups, whose positions,
as we saw, are not fully dealt with by the Ramachandran di-
agram, all project backward (downward in Fig. 8-11) and
outward from the helix so as to avoid steric interference
with the polypeptide backbone and with each other. Such
an arrangement can also be seen in Fig. 8-12. Indeed, a ma-
jor reason why the left-handed « helix has never been ob-
served (its helical parameters are but mildly forbidden; Fig.
8-7) is that its side chains contact its polypeptide backbone
too closely. Note, however, that 1 to 2% of the individual
non-Gly residues in proteins assume this conformation
(Fig. 8-8).

The « helix is a common secondary structural element
of both fibrous and globular proteins. In globular proteins,
a helices have an average span of ~12 residues, which cor-
responds to over three helical turns and a length of 18 A.
However, a helices with over 140 residues are known.

b. Other Polypeptide Helices

Figure 8-13 indicates how hydrogen bonded polypep-
tide helices may be constructed. The first two, the 2.2, rib-
bon and the 3, helix, are described by the notation, n,,,

)

—

' th W 4 }

Figure 8-11 The right-handed « helix. Hydrogen bonds between
the N—H groups and the C= O groups that are four residues
back along the polypeptide chain are indicated by dashed lines.
[[lustration, Irving Geis. Image from the Irving Geis Collection,
Howard Hughes Medical Institute. Reprinted with permission. ]
“ZSee Kinemage Exercise 3-2 and the Animated Figures

where n, as before, is the number of residues per helical
turn and m is the number of atoms, including H, in the ring
that is closed by the hydrogen bond. With this notation, an
« helix is a 3.6,5 helix.



Figure 8-12 Stereo, space-filling representation of an « helical
segment of sperm whale myoglobin (its E helix) as determined
by X-ray crystal structure analysis. Backbone atoms are colored
according to type (C green, N blue, O red, and H white) and the
side chain atoms are gold. Instructions for viewing stereo
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diagrams are given in the appendix to this chapter. [Based on an
X-ray structure by Ilme Schlichting, Max Planck Institut fiir
Molekulare Physiologie, Dortmund, Germany. PDBid 1A6M (for
the definition of “PDBid,” see Section 8-3Ca).] ' See Kinemage
Exercise 3-2

]2.27 ribbon
________ —

Figure 8-13 The hydrogen bonding pattern of several
polypeptide helices. In the cases shown, the polypeptide chain is
helically wound such that the N—H group on residue n forms a
hydrogen bond with the C=0O groups on residues n — 2,n — 3,n

',"' 310 helix

—_—— -

| o helix / T helix
/ /

—4,o0r n — 5. [Illustration, Irving Geis. Image from the Irving
Geis Collection, Howard Hughes Medical Institute. Reprinted
with permission. ]
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o helix

310 helix

Figure 8-14 Comparison of the two polypeptide helices that
occasionally occur in proteins with the commonly occurring o
helix. (a) The 3,, helix, which has 3.0 peptide units per turn and a
pitch of 6.0 A, making it thinner and more elongated than the «
helix. (b) The « helix, which has 3.6 peptide units per turn and a

The right-handed 3, helix (Fig. 8-14a), which has a pitch
of 6.0 A, is thinner and rises more steeply than does the
helix (Fig. 8-14b). Its torsion angles place it in a mildly for-
bidden zone of the Ramachandran diagram that is rather
near the position of the a helix (Fig. 8-7), and its R groups
experience some steric interference. This explains why the
3, helix is only occasionally observed in proteins, and then
mostly in short segments that are frequently distorted from
the ideal 3, conformation (the longest known 3;, helix in a
protein has 15 residues). The 3, helix most often occurs as
a single-turn transition between one end of an « helix and
the adjoining portion of a polypeptide chain.

The  helix (4.4,4 helix), which also has a mildly forbid-
den conformation (Fig. 8-7), has only rarely been observed
and then only as segments of longer helices. This is proba-
bly because its comparatively wide and flat conformation
(Fig. 8-14c¢) results in an axial hole that is too small to admit
water molecules but too wide to allow van der Waals asso-
ciations across the helix axis; this greatly reduces its stabil-
ity relative to more closely packed conformations. The 2.2,

n helix @

pitch of 5.4 A (also see Fig. 8-11). (¢) The 7 helix, which has 4.4
peptide units per turn and a pitch of 5.2 A, making it wider and
shorter than the a helix. The peptide planes are indicated.
[[lustration, Irving Geis. Image from the Irving Geis Collection,
Howard Hughes Medical Institute. Reprinted with permission.]

ribbon, which, as Fig. 8-7 indicates, has strongly forbidden
conformation angles, has never been observed.

Certain synthetic homopolypeptides assume conforma-
tions that are models for helices in particular proteins.
Polyproline is unable to assume any common secondary
structure due to the conformational constraints imposed
by its cyclic pyrrolidine side chains. Furthermore, the lack
of a hydrogen substituent on its backbone nitrogen pre-
cludes any polyproline conformation from being knit to-
gether by hydrogen bonding. Nevertheless, under the
proper conditions, polyproline precipitates from solution
as a left-handed helix of all-trans peptides that has 3.0
residues per helical turn and a pitch of 9.4 A (Fig. 8-15).
This rather extended conformation, which is known as the
polyproline II helix, permits the Pro side chains to avoid
each other. Curiously, polyglycine, the least conformation-
ally constrained polypeptide, precipitates from solution as
a helix whose parameters are essentially identical to those
of polyproline, the most conformationally constrained
polypeptide (although the polyglycine helix may be either



right or left handed because Gly is nonchiral). The structures
of the polyglycine and polyproline helices are of biological
significance because they form the basic structural motif of
collagen, a structural protein that contains a remarkably
high proportion of both Gly and Pro (Section 8-2B). In addi-
tion, the polyproline II helical conformation is commonly
assumed by polypeptide segments of up to 12 residues,
even though it lacks intrahelical hydrogen bonds.

C. Beta Structures

‘QSee Guided Exploration 8: Hydrogren bonding in B sheets and
Guided Exploration 9: Secondary structures in proteins In 1951, the
year that they proposed the o helix, Pauling and Corey also

(a) Antiparallel

(b) Parallel

Figure 8-15 The polyproline I1
helix. Polyglycine forms a nearly
identical helix (polyglycine II).

o C

Figure 8-16 B Pleated sheets. Hydrogen bonds are indicated by dashed lines and
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postulated the existence of a different polypeptide second-
ary structure, the 8 pleated sheet. As with the a helix, the 8
pleated sheet’s conformation has repeating ¢ and {s angles
that fall in the allowed region of the Ramachandran dia-
gram (Fig. 8-7) and utilizes the full hydrogen bonding ca-
pacity of the polypeptide backbone. In B pleated sheets,
however, hydrogen bonding occurs between neighboring
polypeptide chains rather than within one as in « helices.
B Pleated sheets come in two varieties:

1. The antiparallel B pleated sheet, in which neighbor-
ing hydrogen bonded polypeptide chains run in opposite
directions (Fig. 8-16a).

2. The parallel B pleated sheet, in which the hydrogen
bonded chains extend in the same direction (Fig. 8-16b).

The conformations in which these B structures are opti-
mally hydrogen bonded vary somewhat from that of a fully
extended polypeptide (¢ = ¢ = +180°), as indicated in
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. % e X

[[lustration, Irving Geis. Image from
the Irving Geis Collection, Howard
Hughes Medical Institute. Reprinted
with permission.]

side chains are omitted for clarity. (@) The antiparallel B pleated sheet. (b) The parallel B
pleated sheet. [Illustration, Irving Geis. Image from the Irving Geis Collection, Howard
Hughes Medical Institute. Reprinted with permission. | ."?,See Kinemage Exercise 3-3 and
the Animated Figures
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Figure 8-17 A two-stranded B antiparallel pleated sheet
drawn to emphasize its pleated appearance. Dashed lines
indicate hydrogen bonds. Note that the R groups (purple balls)
on each polypeptide chain alternately extend to opposite sides of
the sheet and that they are in register on adjacent chains.
[Mlustration, Irving Geis. Image from the Irving Geis Collection,
Howard Hughes Medical Institute. Reprinted with permission.]
‘Q,See Kinemage Exercise 3-3

Fig. 8-7. They therefore have a rippled or pleated edge-on
appearance (Fig. 8-17), which accounts for the appellation
“pleated sheet.” In this conformation, successive side chains
of a polypeptide chain extend to opposite sides of the
pleated sheet with a two-residue repeat distance of 7.0 A.

B Sheets are common structural motifs in proteins. In
globular proteins, they consist of from 2 to as many as 22
polypeptide strands, the average being 6 strands, which
have an aggregate width of ~25 A. The polypeptide chains
in a B sheet are known to be up to 15 residues long, with
the average being 6 residues that have a length of ~21 A.
A 7-stranded antiparallel B sheet, for example, occurs in
the jack bean protein concanavalin A (Fig. 8-18).

Parallel B sheets of less than five strands are rare.
This observation suggests that parallel B sheets are less
stable than antiparallel B sheets, possibly because the hy-
drogen bonds of parallel sheets are distorted in compa-
rison to those of the antiparallel sheets (Fig. 8-16). Mixed
parallel-antiparallel B sheets are common but, neverthe-
less, only ~20% of the strands in B sheets have parallel
bonding on one side and antiparallel bonding on the other
(vs an expected 50% for the random mixing of strand
directions).

The B pleated sheets in globular proteins invariably ex-
hibit a pronounced right-handed twist when viewed along
their polypeptide strands (e.g., Fig. 8-19). Such twisted
sheets are important architectural features of globular pro-
teins since 3 sheets often form their central cores (Fig. 8-19).
Conformational energy calculations indicate that a B
sheet’s right-handed twist is a consequence of nonbonded
interactions between the chiral L-amino acid residues in
the sheet’s extended polypeptide chains. These interactions
tend to give the polypeptide chains a slight right-handed
helical twist (Fig. 8-19) which distorts and hence weakens
the B sheet’s interchain hydrogen bonds. A particular
B sheet’s geometry is thus the result of a compromise be-
tween optimizing the conformational energies of its
polypeptide chains and preserving its hydrogen bonds.

The topology (connectivity) of the polypeptide strands
in a 3 sheet can be quite complex; the connecting links of
these assemblies often consist of long runs of polypeptide
chain which frequently contain helices (e.g., Fig. 8-19). The
link connecting two consecutive antiparallel strands is
topologically equivalent to a simple hairpin turn (Fig. 8-20a).
However, tandem parallel strands must be linked by a
crossover connection that is out of the plane of the B sheet.
Such crossover connections almost always have a right-
handed helical sense (Fig. 8-20b), which is thought to better
fit the B sheets’ inherent right-handed twist (Fig. 8-21).

D. Nonrepetitive Structures

Globular proteins consist of, on average, ~31% « helix and
~28% [ sheet. The protein’s remaining polypeptide seg-
ments are said to have a coil or loop conformation. That is
not to say that these nonrepetitive secondary structures are
any less ordered than are helices or 3 sheets; they are simply
irregular and hence more difficult to describe. You should
therefore not confuse the term coil conformation with the



Figure 8-18 Stereo, space-filling
representation of the 7-stranded
antiparallel B pleated sheet in jack bean
concanavalin A as determined by X-ray
crystal structure analysis. The 3 strands
are approximately horizontal with their
backbone atoms colored according to
type (C green, N blue, O red, and

H white) and their side chains
represented by magenta spheres.
Instructions for viewing stereo drawings
are given in the appendix to this chapter.
[Based on an X-ray structure by Gerald
Edelman, The Rockefeller University.
PDBid 2CNA.]| 2 See Kinemage
Exercise 3-3.

Figure 8-19 Polypeptide chain folding in proteins illustrating
the right-handed twist of B sheets. In these ribbon drawings, the
a helices shown as cyan helices, the strands of 8 sheets are
represented by green arrows pointing toward the C-terminus,
and the remaining portions of the backbone are drawn as orange
worms. Side chains are not shown. (a) Bovine carboxypeptidase
A, a 307-residue protein, contains an 8-stranded mixed {8 sheet
that forms a saddle-shaped curved surface with a right-handed
twist. (b) Chicken muscle triose phosphate isomerase, a
247-residue enzyme, contains an 8-stranded parallel B sheet that
forms a cylindrical structure known as a B barrel, here viewed
from the top. Note that the crossover connections between
successive strands of the (3 barrel, which each consist
predominantly of an « helix, are outside the B barrel and have a
right-handed helical sense. (c) Side view of triose phosphate
isomerase. Its N-terminus (N) and C-terminus (C) are indicated.
[Part a based on an X-ray structure by William Lipscomb,
Harvard University. PDBid 3CPA. Parts b and ¢ based on

an X-ray structure by David Phillips, Oxford University, U.K.
PDBid 1TIM.] ¢ See Interactive Exercise 2
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(a) b)

Figure 8-20 Connections between adjacent polypeptide
strands in B pleated sheets. (a) The hairpin connection between
antiparallel strands is topologically in the plane of the sheet. (b)
A right-handed crossover connection between successive strands
of a parallel B sheet. Nearly all such crossover connections in

term random coil, which refers to the totally disordered and
rapidly fluctuating set of conformations assumed by dena-
tured proteins and other polymers in solution.

Globular proteins consist largely of approximately
straight runs of secondary structure joined by stretches of
polypeptide that abruptly change direction. Such reverse
turns or B bends (so named because they often connect
successive strands of antiparallel B sheets) almost always
occur at protein surfaces; indeed, they partially define
these surfaces. Most reverse turns involve four successive
amino acid residues more or less arranged in one of two
ways, Type I and Type 11, that differ by a 180° flip of the
peptide unit linking residues 2 and 3 (Fig. 8-22). Both types
of B bends contain a hydrogen bond, although deviations
from these ideal conformations often disrupt this hydrogen
bond. Type I B bends may be considered to be distorted
sections of 3;, helix. In Type II B bends, the oxygen atom of
residue 2 crowds the Cy atom of residue 3, which is there-
fore usually Gly. Residue 2 of either type of 8 bend is often
Pro since it can facilely assume the required conformation.

Many proteins have regions that are truly disordered.
Extended, charged surface groups such as Lys side chains
or the N- or C-termini of polypeptide chains are good ex-
amples: They often wave around in solution because there
are few forces to hold them in place (Section 8-4). Often
entire peptide chain segments are disordered. Such seg-
ments may have functional roles, such as the binding of a
specific molecule, so they may be disordered in one state of
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Figure 8-21 Origin of a right-handed crossover connection. A
possible folding scheme illustrates how right-handed polypeptide
chain twisting favors the formation of right-handed crossover
connections between successive strands of a parallel B sheet.
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(c)

proteins have this chirality (see, e.g., Fig. 8-19b). (c) A left-handed
crossover connection between parallel B sheet strands.
Connections with this chirality are rare. [After Richardson, J.S.,
Adv. Protein Chem. 34,290,295 (1981).]

the protein (molecule absent) and ordered in another
(molecule bound). This is one mechanism whereby a pro-
tein can interact flexibly with another molecule in the per-
formance of its biological function.

2 FIBROUS PROTEINS

Fibrous proteins are highly elongated molecules whose sec-
ondary structures are their dominant structural motifs.
Many fibrous proteins, such as those of skin, tendon, and
bone, function as structural materials that have a protective,
connective, or supportive role in living organisms. Others,
such as muscle and ciliary proteins, have motive functions.
In this section, we shall discuss structure—function relation-
ships in two common and well-characterized fibrous pro-
teins: keratin and collagen (muscle and ciliary proteins are
considered in Section 35-3). The structural simplicity of
these proteins relative to those of globular proteins (Sec-
tion 8-3) makes them particularly amenable to understand-
ing how their structures suit them to their biological roles.
Fibrous molecules rarely crystallize and hence are usu-
ally not subject to structural determination by single-crystal
X-ray structure analysis (Section 8-3A). Rather than crys-
tallizing, they associate as fibers in which their long molec-
ular axes are more or less parallel to the fiber axis but in
which they lack specific orientation in other directions. The
X-ray diffraction pattern of such a fiber, Fig. 8-23, for

o
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Figure 8-22 Reverse turns in polypeptide chains. (a) A Type I
B bend, which has the following torsion angles:

by = —60°/lp, = ~30°
s = =90°/ls; = 0°

Figure 8-23 X-ray diffraction photograph of a fiber of Bombyx
mori silk. The photograph was obtained by shining a collimated
beam of monochromatic X-rays through the silk fiber and
recording the diffracted X-rays on a sheet of photographic film
placed behind the fiber. The photograph has only a few spots and
thus contains little structural information. [From March, R.E.,
Corey, R.B., and Pauling, L., Biochim. Biophys. Acta 16, 5 (1955).]
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() Type Il B bend

C.J

(b) A Type 11 B bend, which has the following torsion angles:
b, = —60°/¢, = 120°
by = —90°/¢;3 = 0°

Variations from these ideal conformation angles by as much as
30° are common. Hydrogen bonds are represented by dashed
lines. [Illustration, Irving Geis. Image from the Irving Geis
Collection, Howard Hughes Medical Institute. Reprinted

with permission.] ¢'¢ See Kinemage Exercise 3-4

example, contains little information, far less than would be
obtained if the fibrous protein could be made to crystallize.
Consequently, the structures of fibrous proteins are not
known in great detail. Nevertheless, the original X-ray
studies of proteins were carried out in the early 1930s by
William Astbury on such easily available protein fibers as
wool and tendon. Since the first X-ray crystal structure of a
protein was not determined until the late 1950s, these fiber
studies constituted the first tentative steps in the elucida-
tion of the structural principles governing proteins and
formed much of the experimental basis for Pauling’s for-
mulation of the « helix and  pleated sheet.

A. a Keratin—A Helix of Helices

Keratin is a mechanically durable and chemically unreac-
tive protein that occurs in all higher vertebrates. It is the
principal component of their horny outer epidermal layer,
comprising up to 85% of the cellular protein, and its related
appendages such as hair, horns, nails, and feathers. Keratins
have been classified as cither a keratins, which occur in
mammals, or B keratins, which occur in birds and reptiles.
Mammals have over 50 keratin genes, which are expressed
in a tissue-specific manner and whose products are classi-
fied as belonging to families of relatively acidic (Type I) and



234  Chapter 8. Three-Dimensional Structures of Proteins

relatively basic (Type II) polypeptides. Keratin filaments,
which form the intermediate filaments of skin cells (Section
1-2Ae), must contain at least one member of each type.

Electron microscopic studies indicate that hair, which is
composed mainly of « keratin, consists of a hierarchy of
structures (Figs. 8-24 and 8-25). A typical hair is ~20 pm in
diameter and is constructed from dead cells, each of which
contains packed macrofibrils (~2000 A in diameter) that
are oriented parallel to the hair fiber (Fig. 8-24). The
macrofibrils are constructed from microfibrils (~80 A
wide) that are cemented together by an amorphous protein
matrix of high sulfur content.

Moving to the molecular level, the X-ray diffraction pat-
tern of « keratin resembles that expected for an « helix
(hence the name o keratin). Yet o keratin exhibits a 5.1-A
spacing rather than the 5.4-A distance corresponding to
the pitch of the « helix. This observation, together with a
variety of physical and chemical evidence, suggests that
a keratin polypeptides form closely associated pairs of « he-
lices in which each pair is composed of a Type I and a Type
11 keratin chain twisted in parallel into a left-handed coil
(Fig. 8-25a). The normal 5.4-A repeat distance of each o he-
lix in the pair is thereby tilted with respect to the axis of
this assembly, yielding the observed 5.1-A spacing. This as-
sembly is said to have a coiled coil structure because each
o helix axis itself follows a helical path.

The conformation of a keratin’s coiled coil is a consequence
of its primary structure: The central ~310-residue segment of
each polypeptide chain has a heptad (7-residue) pseudore-
peat, a-b-c-d-e-f-g, with nonpolar residues predominating at
positions a and d. Since an « helix has 3.6 residues per turn, o
keratin’s a and d residues line up on one side of the a helix to
form a hydrophobic strip that promotes its lengthwise associ-

Microfibril -

Macrofibril
e

Figure 8-24 The macroscopic organization of hair. [Illustration,
Irving Geis. Image from the Irving Geis Collection, Howard
Hughes Medical Institute. Reprinted with permission.]

ation with a similar strip on another such « helix (Fig. 8-26;
hydrophobic residues, as we shall see in Section 8-4C, have a
strong tendency to associate). Indeed, the slight discrepancy
between the 3.6 residues per turn of a normal « helix and the
~3.5-residue repeat of « keratin’s hydrophobic strip is re-
sponsible for the coiled coil’s coil. The resulting 18° inclina-
tion of the « helices relative to one another permits the heli-
cal ridges formed by the side chains on one helix to fit into
the grooves between these ridges on the other helix, thereby
greatly increasing their favorable interactions. Coiled coils, as
we shall see, are common components of globular proteins as
well as of other fibrous proteins.

The higher order substructure of « keratin is poorly
understood. The N- and C-terminal portions of each poly-
peptide probably have a flexible conformation and facili-
tate the assembly of the coiled coils into ~30-A-wide
protofilaments. These are thought to consist of two stag-
gered antiparallel rows of head-to-tail aligned coiled coils
(Fig. 8-25b). Two such protofilaments are thought to com-
prise an ~50-A-wide protofibril, four of which, in turn, coil
around each other to form a microfibril (Fig. 8-25¢).

o Keratin is rich in Cys residues, which form disulfide
bonds that cross-link adjacent polypeptide chains. This ac-
counts for a keratin’s insolubility and resistance to stretch-
ing, two of its most important biological properties. The «
keratins are classified as “hard” or “soft” according to
whether they have a high or low sulfur content. Hard ker-
atins, such as those of hair, horn, and nail, are less pliable

(a) Dimer (b) Protofilament (c) Microfibril
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Figure 8-25 The structure of o keratin. (a) The central ~310
residues of one polypeptide chain each of Types I and II o
keratins associate in a dimeric coiled coil. The conformations of
the polypeptides’ globular N- and C-terminal domains are
unknown. (b) Protofilaments are formed from two staggered and
antiparallel rows of associated head-to-tail coiled coils. (c) The
protofilaments dimerize to form a protofibril, four of which form
a microfibril. The structures of these latter assemblies are poorly
characterized but are thought to form helical arrays.



Figure 8-26 The two-stranded coiled coil. (¢) View down the
coil axis showing the interactions between the nonpolar edges of
the « helices. The « helices have the pseudorepeating heptameric
sequence a-b-c-d-e-f-g in which residues a and d are predominantly
nonpolar. [After McLachlan, A.D. and Stewart, M., J. Mol. Biol.
98, 295 (1975).] (b) Side view of the polypeptide backbones
drawn in stick form (left) and of the entire polypeptides drawn in
space-filling form (right). The atoms are colored according to
type with C green in one chain and cyan in the other, N blue, O
red, and S yellow. The 81-residue chains are parallel with their
N-terminal ends above. Note that in the space-filling model the
side chains contact each other. This coiled coil is a portion of the
muscle protein tropomyosin (Section 35-3Ac). [Based on an
X-ray structure by Carolyn Cohen, Brandeis University. PDBid
11C2.] “zSee Kinemage Exercises 4-1 and 4-2

than soft keratins, such as those of skin and callus, because
the disulfide bonds resist any forces tending to deform them.
The disulfide bonds can be reductively cleaved with mercap-
tans (Section 7-1B). Hair so treated can be curled and set in
a “permanent wave” by application of an oxidizing agent
which reestablishes the disulfide bonds in the new “curled”
conformation. Although the insolubility of « keratin pre-
vents most animals from digesting it, the clothes moth larva,
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which has a high concentration of mercaptans in its digestive
tract, can do so to the chagrin of owners of woolen clothing.

The springiness of hair and wool fibers is a consequence
of the coiled coil’s tendency to untwist when stretched and
to recover its original conformation when the external
force is relaxed. After some of its disulfide bonds have
been cleaved, however, an « keratin fiber can be stretched
to over twice its original length by the application of moist
heat. In this process, as X-ray analysis indicates, the « heli-
cal structure extends with concomitant rearrangement of
its hydrogen bonds to form a 8 pleated sheet. B Keratin,
such as that of feathers, exhibits a similar X-ray pattern in
its native state (hence the name {3 sheet).

a. Keratin Defects Result in a Loss of Skin Integrity

The inherited skin diseases epidermolysis bullosa simplex
(EBS) and epidermolytic hyperkeratosis (EHK) are charac-
terized by skin blistering arising from the rupture of epider-
mal basal cells (Fig. 1-14d) and suprabasal cells, respectively,
as caused by mechanical stresses that normally would be
harmless. Symptomatic variations in these conditions range
from severely incapacitating, particularly in early childhood,
to barely noticeable. In families afflicted with EBS, sequence
abnormalities may be present in either keratin 14 or keratin
5, the dominant Types I and II keratins in basal skin cells.
EHK is similarly caused by defects in keratins 1 or 10, the
dominant Types I and II keratins in suprabasal cells (which
arise through the differentiation of basal cells, a process in
which the synthesis of keratins 14 and 5 is switched off and
that of keratins 1 and 10 is turned on). These defects evi-
dently interfere with normal filament formation, thereby
demonstrating the function of the keratin cytoskeleton in
maintaining the mechanical in