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1 Introduction reality, his remarks apply equally to our technological ability to
deal with a revised or more complex view of the physical uni-

Thus the growth of knowledge of the physical aspect of reahverﬁe. It is in this condition that the field of closed conduit tran-

cannot be regarded as a cumulative process. The basic Ge%I]%I - .
) . X . t flow, and even more generally, the hydraulic analysis, de-
of this knowledge changes from time to . During the n, and operation of pipeline systems, currently finds itself.

. . .9 . L si
cumulative periods scientists behave as if reality is exactly agThe computer age is still dawning, bringing with it a massive

they know it except for missing details and improvements i B
accuracy. They speak of the laws of nature, for example, Whigivelopment and application of new knowledge and technology.

are simply models that explain their experience of reality atia rmerly accepted design methodologies, criteria, and standards

O 8 N . . e being challenged and, in some instances, outdated and revised.
certain time. Later_generatlon_s of scientists typlqall_y d'.sc.ov?fomputer aided analysis and design is one of the principal mecha-
that these conceptions of reality embodied certain implicit ag

: . “nisms bringing about these changes.
sumptions and hypotheses that later on turned out to be incor- Computger gnalysis, computer %odeling, and computer simula-
rect. Vanderburg|1] tion are somewhat interchangeable terms, all describing tech-
Unsteady fluid flows have been studied since man first bemigues intended to improve our understanding of physical phe-
water to his will. The ancient Chinese, the Mayan Indians of Cemomena and our ability to predict and control these phenomena.
tral America, the Mesopotamian civilizations bordering the NileBy combining physical laws, mathematical abstraction, numerical
Tigris, and Euphrates river systems, and many other societg®cedures, logical constructs, and electronic data processing,
throughout history have developed extensive systems for convélyese methods now permit the solution of problems of enormous
ing water, primarily for purposes of irrigation, but also for domessomplexity and scope.
tic water supplies. The ancients understood and applied fluid flow This paper attempts to provide the reader with a general his-
principles within the context of “traditional,” culture-based tech-tory and introduction to waterhammer phenomena, a general com-
nologies. With the arrival of the scientific age and the mathemapendium of key developments and literature references as well as
cal developments embodied in NewtorPincipia, our under- an updated view of the current state of the art, both with respect to
standing of fluid flow took a quantum leap in terms of itdheoretical advances of the last decade and modeling practice.
theoretical abstraction. That leap has propelled the entire develop-

ment of hydraulic engineering right through to the mid-twentieth Mass and Momentum Equations for

century. The advent of high-speed digital computers constitut Di . | Water H =
another discrete transformation in the study and application ne-bimensional Water Hammer Flows

fluids engineering principles. Today, in hydraulics and other areas Before delving into an account of mathematical developments
engineers find that their mandate has taken on greater breadth eeidted to waterhammer, it is instructive to briefly note the societal
depth as technology rapidly enters an unprecedented stagecafitext that inspired the initial interest in waterhammer phenom-
knowledge and information accumulation. ena. In the late nineteenth century, Europe was on the cusp of the
As cited in The Structure of Scientific RevolutionBhomas industrial revolution with growing urban populations and indus-
Kuhn [2] calls such periods of radical and rapid change in ouries requiring electrical power for the new machines of produc-
view of physical reality a “revolutionary, noncumulative transition. As the fossil fuel era had not begun in earnest, hydroelectric
tion period” and, while he was referring to scientific views ofgeneration was still the principal supply of this important energy
source. Although hydroelectric generation accounts for a much
Transmitted by Associate Editor HIS Fernando. smaller proportion of energy production today, the problems asso-
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ciated with controlling the flow of water through penstocks antion laws across a jumgshock [11]. These conditions are ob-
turbines remains an important application of transient analysigsined either by directly applying the conservation laws for a con-
Hydrogeneration companies contributed heavily to the developel volume across the jump or by using the weak formulation of
ment of fluids and turbomachinery laboratories that studiethe conservation laws in differential form at the jump.
among other things, the phenomenon of waterhammer and its con-Allievi [9,10] developed a general theory of water hammer
trol. Some of Allievi’'s early experiments were undertaken as faom first principles and showed that the convective term in the
direct result of incidents and failures caused by overpressure duementum equation was negligible. He introduced two important
to rapid valve closure in northern Italian power plants. Frictionlesimensionless parameters that are widely used to characterize
approaches to transient phenomena were appropriate in these gaigglines and valve behavior. AllieyB,10] also produced charts
developments becaugp transients were most influenced by théefor pressure rise at a valve due to uniform valve closure. Further
rapid closure and opening of valves, which generated the majorigfinements to the governing equations of water hammer appeared
of the energy loss in these systems, dingl the pipes involved in Jaeger[12,13, Wood [14], Rich [15,16, Parmakian[17],
tended to have large diameters and the flow velocities tended to$teeeter and Ldi18], and Streeter and Wylil9]. Their combined
small. efforts have resulted in the following classical mass and momen-
By the early 1900s, fuel oils were overtaking hydrogeneraticmm equations for one-dimensiondD) water-hammer flows
as the principal energy source to meet society’s burgeoning de-

mand for power. However, the fascination with, and need to un- a_2 ﬂ ﬁ: )
derstand, transient phenomena has continued unabated to this day. g dx ot

Greater availability of energy led to rapid industrialization and

urban development. Hydraulic transients are critical design factors ﬂ+ ﬁJriT -0 ®)
in a large number of fluid systems from automotive fuel injection at 9 ox pD ™

to water supply, transmission, and distribution systems. Today, hich .= sh " t the bi ) = pive di i
long pipelines transporting fluids over great distances have gg.which z,,=shear stress at i€ pipe wal,=pIpe diameterx
come commonplace, and the almost universal development:fhe spatial coordinate along the pipeline, aﬁdemporal coor-
sprawling systems of small pipe diameter, high-velocity water di{g?(t)e' fr\]lthough E?S(Z) r?nd (3). werg fully esltab“jhgq by th(ej d
tribution systems has increased the importance of wall friction artd, ;’ ssel eq(l;atlc()jn_s ave since leen_ ar;a: yzte ,Zésc;sse » red-
energy losses, leading to the inclusion of friction in the governi lved and elucidated In numerous classica ¢etg., [ - 3.
equations. Mechanically sophisticated fluid control devices, i -quations(2) and(3) constitute the fundamental equations for 1D

cluding many types of pumps and valves, coupled with increa /ater hammer problems and contain all the physics necessary to

ingly sophisticated electronic sensors and controls, provide tHbOdel wave propagation in complex pipe systems.
potential for complex system behavior. In addition, the recent

knowledge that negative pressure phases of transients can result 0 5 piscussion of the 1D Water Hammer Mass and Mo-

contamination of DOt?bli we_lterl sy;tﬁms, mean thﬁt the needpfanim Equations. In this section, the fundamental equations
understand and deal effectively with transient phenomena 3¢ 1p water hammer are derived. Special attention is given to the

more acute than ever. assumptions and restrictions involved in various governing equa-

2.1 Historical Development: A Brief Summary. The prob- tions so as to illuminate the range of applicability as well as the
lem of water hammer was first studied by Menaki@g(although limitations of these equations. _ _ _
Michaud is generally accorded that distinctioMichaud[4] ex- Rapid flow disturbances, planned or accidental, induce spatial
amined the use of air chambers and safety valves for controllig§d temporal changes in the velocifiow rate) and pressurépi-
water hammer. Near the turn of the nineteenth century, researcHé$@metric headfields in pipe systems. Such transient flows are
like Weston[5], Carpentef6] and Frizell[ 7] attempted to develop essentially unidirectionali.e., axia) since the axial quxes_ of _
expressions relating pressure and velocity changes in a pipe. /@SS, momentum, and energy are far greater than their radial
zell [7] was successful in this endeavor and he also discussed @9¢interparts. The research of Mitra and Roulg28) for the lami-
effects of branch lines, and reflected and successive waves " Water hammer case and of Vardy and Hwf for turbulent
turbine speed regulation. Similar work by his contemporarig¥ater-nammer supports the validity of the unidirectional approach
Joukowsky[8] and Allievi [9,10], however, attracted greater at-When studying water-hammer problems in pipe systems.
tention. Joukowsky8] produced the best known equation in tran- With the_unldlrectlon_al assumption, the 1D classma_l water ham-
sient flow theory, so well known that it is often called the “fun-mer equations governing the axial and temporal variations of the
damental equation of water hammer.” He also studied Wa\;goss-sectlon_al average o_f the flel_d \_/arlables in transient pipe
reflections from an open branch, the use of air chambers and sufig&s are derived by applying the principles of mass and momen-

tanks, and spring type safety valves. tum to a control volume. Note that only the key steps of the
Joukowsky’s fundamenta' equation of water hammer is as fdj_erlvatlon are glVen here. A more deta”ed deerathn can be found
lows: in Chaudhry[20], Wylie et al.[23], and Ghidaou[26].
Using the Reynolds transport theorem, the mass conservation
aAV (“continuity equation” for a control volume is as followge.g.,
AP==*paAV or AH= tT (1) [20-23)
J
where a=acoustic (waterhammer wavespeed,P = pg(H—Z) 3 PdV+f p(v:n)dA=0 (4)
cv cs

= piezometric pressur& = elevation of the pipe centerline from a

given datumH = piezometric headp=fluid density,V=,udA \yherecv=control volume,cs=control surfacen=unit outward

= cross-sectional average velocity=local longitudinal velocity, normal vector to control surface= velocity vector.
A= cross-sectional area of the pipe, apegravitational accelera-  Referring to Fig. 1, Eq(4) yields

tion. The positive sign in Eq1) is applicable for a water-hammer
wave moving downstream while the negative sign is applicable

for a water-hammer wave moving upstream. Readers familiar with ot X pAdx Lsp(v-n)dA:O ®)
the gas dynamics literature will note th&P = = paAV is obtain-

able from the momentum jump condition under the special ca$be local form of Eq.(5), obtained by taking the limit as the
where the flow velocity is negligible in comparison to thdength of the control volume shrinks to zefbe., 5x tends to
wavespeed. The jump conditions are a statement of the conserex9, is

9 X+ OX
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where y= pg=unit gravity force,a=angle between the pipe and
the horizontal directionB= [ ,u?dA/VZ=momentum correction
coefficient. Using the product rule of differentiation, invoking Eq.
(7), and dividing through byA gives the following nonconser-
vative form of the momentum equation:

Wave Front

"""" £ AN a(B—1)pAV2 JLop 7D
gt ax | pA ax p ox | gsine
-0 (11)
_ _ o . Equations(8) and (11) govern unidirectional unsteady flow of a
Fig. 1 Control volume diagram used for continuity equation compressible fluid in a flexible tube. Alternative derivations of

derivation Egs. (8) and (11) could have been performed by applying the

unidirectional and axisymmetric assumptions to the compressible
Navier-Stokes equations and integrating the resulting expression
with respect to pipe cross-sectional area while allowing for this
M+ IpAV) -0 (6) areato change with pressure.
at X In practice, the order of magnitude of water hammer wave

Equation(6) provides the conservative form of the area-averagetp€€d ranges from 100 to 1400 m/s and the flow velocity is of
mass balance equation for 1D unsteady and compressible fluidQffer 1 to 10 m/s. Therefore, the Mach numbér=U, /a, n

a flexible pipe. The first and second terms on the left-hand side $fter-nammer applications is often in the range %610 °,

Eq. (6) represent the local change of mass with time due to tighereU,=longitudinal velocity scale. The fact thet<1 in wa-
combined effects of fluid compressibility and pipe elasticity antf’ hammer was recognized and used by Allig10] to further

the instantaneous mass flux, respectively. EquaBdran be re- Simplify Egs.(8) and (11). The small Mach number approxima-

written as follows: tion to Eqgs.(8) and(11) can be illustrated by performing an order
of magnitude analysis of the various terms in these equations. To
1Dp N 1 DA N Vv ~o 1 DpA N v —0 (7 this end, letpqaU, =water hammer pressure scag= density of
p Dt ADt ox pA Dt ax () the fluid at the undisturbed state, ahe {L/a=time scale, where

L=pipe length, X=aT={L=Ilongitudinal length scale=a
rpeositive real parameterpr§/8=WaII shear scale, andf
=&barcy-Weisbach friction factof y=radial diffusion time scale.
The parametef allows one to investigate the relative magnitude
of the various terms in EqY8) and (11) under different time
1dp DP 1dADP 4V 1 DP 4V scales. For example, if the order of magnitude of the various terms

,dP Dt TAdP Dt ax

where D/Dt=d/dt+ Vdl 9x=substantial(materia) derivative in
one spatial dimension. Realizing that the density and pipe al
vary with pressure and using the chain rule reducesBdqo the
following:

Py EJF 5—0 in the mass momentum over a full wave cy@e., T=4L/a) is
P ®) desired,{ is set to 4. Applying the above scaling to E¢8) and

(11) gives
where a~2=dp/dP+ (p/A)dA/dP. The historical development . .
and formulation of the acoustic wave speed in terms of fluid and po DP™ 9V -0 or
pipe properties and the assumptions involved in the formulation p Dt*  ox*
are discussed in Sec. 3. Ip* P gy
The momentum equation for a control volume(ésg.,[20— Po BNV _—0 (12)
23)): ot X X
J aV* aV* 1 d(B—1)pAV*2 pg oP*
F =—J' pVV+f puv(v-n)dA 9 I MV* M — P P P07
2 For o s o TMVI e TMOR ax* p ox*
Applying Eq.(9) to the control volume of Fig. 2; considering gL L f
gravitational, wall shear and pressure gradient forces as externally + Esm a+ o M 5 Twe = 0 (13)
applied; and taking the limit adx tends to zero gives the follow-
ing local form of the axial momentum equation: where the superscriptis used to denote dimensionless quantities.
. <1 A
9PAV+ IBpAV? ) Aap i e . E(Ier::%em'\g 1 in water hammer applications, Eq4d.2) and (13)
T T X DTy sina  (10)
po T N 14
b (4
LA IN*  podP* glL . L f Ty
E J'”&n:Drwdx _ﬁt* F_(?X* +Esma+ §5M E+§ m Tw* =0.
| : 15)
{ Rewriting Egs.(14) and (15) in dimensional form gives
1 9P N Y o 16
gl X (16)
M r?V+ 10P asinet Tw7D 0 17
[ T X gsina A ()]
Fig. 2 Control volume diagram used for momentum equation Using the Piezometric head definitigne., P/gpo=H—Z), Egs.

derivation (16) and(17) become
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Opo dH oV 3 Water Hammer (Acoustic) Wave Speed

paZ gt = ox =0 (18) " The water hammer wave speed(ésg.,[8,20,23,33,3},
N  pgdH T,mD 1 dp pdA
gt = =t s 25
a9, T oA 0 (19) a2  dP_ AdP (25)

The change in density in unsteady compressible flows is of t&e first term on the right-hand side of E@5) represents the
order of the Mach numbét.1,27,28. Therefore, in water hammer €ffect of fluid compressibility on the wave speed and the second

problems, wherdl <1, p~p,, Egs.(18) and(19) become term represents the effect of pipe flexibility on the wave speed. In
fact, the wave speed in a compressible fluid within a rigid pipe is
godH oV obtained by settinglA/dP=0 in Eq. (25), which leads toa?
a2 gt * X 0 20) —g P/dp. On the other hand, the wave speed in an incompressible
fluid within a flexible pipe is obtained by settindp/dP=0 in
N  oH 7,mD (25), which leads ta?=AdP/pdA.
79T A =0 (21) Korteweg[33] related the right-hand side of E(5) to the

material properties of the fluid and to the material and geometrical

which are identical to the classical 1D water hammer equatiopsoperties of the pipe. In particular, Kortewg28] introduced the
given by Eqgs(2) and(3). Thus, the classical water hammer equafluid properties through the state equati®R/dp=K;/p, which
tions are valid for unidirectional and axisymmetric flow of a comwas already well established in the literature, whire=bulk
pressible fluid in a flexible pip&ube), where the Mach number is modulus of elasticity of the fluid. He used the elastic theory of
very small. continuum mechanics to evaluatth/dP in terms of the pipe

According to Eq.(15), the importance of wall shear,,, de- radius, thicknesg, and Young's modulus of elasticiti. In his
pends on the magnitude of the dimensionless paramEter derivation, he(i) ignored the axiallongitudina) stresses in the
={LMf/2D+ {T4/(L/a). Therefore, the wall shear is importantpipe (i.e., neglected Poisson’s eff¢eind(ii) ignored the inertia of
when the parametdr is order 1 or larger. This often occurs inthe pipe. These assumptions are valid for fluid transmission lines
applications where the simulation time far exceeds the first watteat are anchored but with expansion joints throughout. With as-
cycle (i.e., large?), the pipe is very long, the friction factor is sumptions(i) and (ii), a quasi-equilibrium relation between the
significant, or the pipe diameter is very small. In addition, walbressure force per unit length of pipal P and the circumferential
shear is important when the time scale of radial diffusion is largénoop stress force per unit pipe lengtle@o, is achieved, where
than the wave travel time since the transient-induced large radig)=hoop stress. That idP=2edo, or dp=2edo,/D. Using
gradient of the velocity does not have sufficient time to relax. It itie elastic stress-strain relatiord A= 7d¢D?/2, where dé
noted thafT 4 becomes smaller as the Reynolds number increasesdo,/E=radial (latera) strain. As a resultAdP/pdA=eE/Dp
The practical applications in which the wall shear is important arghd
the variousr,, models that are in existence in the literature are

discussed in Sec. 4. ﬁ
If T" is significantly smaller than 1, friction becomes negligible 1 »p p ) p
and 7, can be safely set to zero. For example, for the dase 2= K_+ e O @Yo (26)
=10,000 m,D=0.2 m, f=0.01, andM=0.001, andT,/(L/a) = 14 =
=0.01 theconditionI'<1 is valid when{<4. That is, for the case D ek

considered, wall friction is irrelevant as long as the simulation e aphove Korteweg formula for wave speed can be extended
time is significantly smaller thanl4a. In general, the condition 15 problems where the axial stress cannot be neglected. This is
I'<1 is satisfied during the early stages of the transieet, {is  accomplished through the inclusion of Poisson’s effect in the
smal) provided that the relaxatiofiffusion) time scale is smaller siress-strain relations. In particular, the total strain becodies
than the wave travel timé&/a. In fact, it is well known that =do,/E—vdo,/E, where v,=Poisson’s ratio andr,= axial

waterhammer models provide results that are in reasonable agi§fsss. The resulting wave speed formuldeisy.,[17,23)
ment with experimental data during the first wave cycle irrespec-

tive of the wall shear stress formula being ugedy.,[29-32). K¢
WhenI'<1, the classical waterhammer model, given by Eg6) ?
and(21), becomes aZZﬁ (27)
f
l+c—=
dH oV
9 —o+ =0 22) eE
a X wherec=1-v,/2 for a pipe anchored at its upstream end only,
0N oH c=1- vf, for a pipe anchored throughout from axial movement,
E+gé—=0 (23) andc=1 for a pipe anchored with expansion joints throughout,
X which is the case considered by Kortewgg., o,=0).
which is identical to the model that first appeared in AlliES;10]. Multiphase and multicomponent water hammer flows are com-

The Joukowsky relation can be recovered from Egg) and Mon in practice. During a water hammer event, the pressure can

(23). Consider a water hammer moving upstream in a pipe 6¥cle between large positive values and negative values, the mag-
length L. Let x=L—at define the position of a water hammerhitudes of which are constrained at vapor pressure. Vapor cavities

front at timet and consider the intervdlL —at—e,L—at+¢], ¢an form when the pressure drops to vapor pressure. In addition,

wheree=distance from the water hammer front. Integrating Eq§las cavities form when the pressure drops below the saturation
(22) and(23) from x=L —at— e to x=L —at+e¢, invoking Leib- Pressure of dissolved gases. Transient flows in pressurized or sur-

nitz's rule, and taking the limit as approaches zero gives charged pipes carrying sediment are examples of multicomponent
water hammer flows. Unsteady flows in pressurized or surcharged
aAVv sewers are typical examples of multiphase and multicomponent

= 9 (24)  transient flows in closed conduits. Clearly, the bulk modulus and
density of the mixture and, thus, the wave speed are influenced by

Similarly, the relation for a water hammer wave moving downthe presence of phases and components. The wave speed for mul-

stream isAH=+aAV/qg. tiphase and multicomponent water hammer flows can be obtained
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by substituting an effective bulk modulus of elasticiy and an pf(O)V(D)|V(1)
effective densityp, in place ofK; andp in Eq. (27). The effective T()=Tys=— (28)

quantitiesK, andp,, are obtained by the weighted average of the 8
bulk modulus and density of each component, where the partighere 7,,¢(t) = quasi-steady wall shear as a functiont of
volumes are the weightésee,[23]). While the resulting math- The use of steady-state wall shear relations in unsteady prob-
ematical expression is simple, the explicit evaluation of the wavems is satisfactory for very slow transients—so slow, in fact, that
speed of the mixture is hampered by the fact that the partial vahey do not properly belong to the water hammer regime. To help
umes are difficult to estimate in practice. clarify the problems with this approach for fast transients, con-
Equation(27) includes Poisson’s effect but neglects the motiosider the case of a transient induced by an instantaneous and full
and inertia of the pipe. This is acceptable for rigidly anchored pipgosure of a valve at the downstream end of a pipe. As the wave
systems such as buried pipes or pipes with high density and stiffavels upstream, the flow rate and the cross-sectionally averaged
ness, to name only a few. Examples include major transmissieelocity behind the wave front are zero. Typical transient velocity
pipelines like water distribution systems, natural gas lines, ampdofiles are given in Fig. 3. Therefore, using Eg8), the wall
pressurized and surcharged sewerage force mains. However, ghear is zero. This is incorrect. The wave passage creates a flow
motion and inertia of pipes can become important when pipes aeyersal near the pipe wall. The combination of flow reversal with
inadequately restraine@.g., unsupported, free-hanging pipes the no-slip condition at the pipe wall results in large wall shear
when the density and stiffness of the pipe is small. Some estresses. Indeed, discrepancies between numerical results and ex-
amples in which a pipe’s motion and inertia may be significaqterimental and field data are found whenever a steady-state based
include fuel injection systems in aircraft, cooling-water systemshear stress equation is used to model wall shear in water hammer
unrestrained pipes with numerous elbows, and blood vessels. pooblems(e.g.,[25,30,32,37,3B.
these systems, a fully coupled fluid-structure interaction model Let 7,,,(t) be the discrepancy between the instantaneous wall
needs to be considered. Such models are not discussed in #hisar stress,,(t) and the quasi-steady contribution of wall shear
paper. The reader is instead directed to the recent excellent revvessr,s(t). Mathematically

of the subject by Tijsselin§35]. ru()= Turs(0) & Turs(1) (29)
w WS! wu

Twu(t) is zero for steady flow, small for slow transients, and sig-
nificant for fast transients. The unsteady friction component at-
4 Wall Shear Stress Models tempts to represent the transient-induced changes in the velocity

It was shown earlier in this paper that the wall shear stress teprofile, which often involve flow reversal and large gradients near
is important when the parametéris large. It follows that the the pipe wall. A summary of the various models for estimating
modeling of wall friction is essential for practical applications that,,(t) in water hammer problems is given below.
warrant transient simulation well beyond the first wave cycke,
large £). Examples includgi) the design and analysis of pipeline 4.2 Empirical-Based Corrections to Quasi-Steady Wall
systems(ii) the design and analysis of transient control deviceshear Models. Daily et al. [39] conducted laboratory experi-
(iii) the modeling of transient-induced water quality problemsnents and found,,(t) to be positive for accelerating flows and
(iv) the design of safe and reliable field data programs for diagegative for decelerating flows. They argued that during accelera-
nostic and parameter identification purposegthe application of tion the central portion of the stream moved somewhat so that the
transient models to invert field data for calibration and leakagelocity profile steepened, giving higher shear. For constant-
detection,(vi) the modeling of column separation and vaporougiameter conduit, the relation given by Daily et E39] can be
cavitation andvii) systems in whichL/a<T,. Careful modeling rewritten as
of wall shear is also important for long pipes and for pipes with
high friction. _ L ov

K=K+ ZCZWE (30)

4.1 Quasi-Steady Wall Shear Models. In conventional
transient analysis, it is assumed that phenomenological exprefiereK = unsteady flow coefficient of boundary resistance and
sions relating wall shear to cross-sectionally averaged velocity imomentum flux of absolute local velocity akd=fL/D = steady
steady-state flows remain valid under unsteady conditions. Thatstate resistance coefficient. Daily et g89] noted that the longi-
wall shear expressions, such as the Darcy-Weishach and Hazgilinal velocity and turbulence nonuniformities are negligible and
Williams formulas, are assumed to hold at every instant duringkg,~ K = F/pAV?/2=unsteady flow coefficient of boundary resis-
transient. For example, the form of the Darcy-Weisbach equatitence, wherd=-=2=mDL 7,,=wall resistance force. Therefore, Eq.
used in water hammer models(Streeter and Wyli¢36]) (30) becomes
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Experiment (Bergant et al. 2001)
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pfVZ  cpD 9V Theoretical investigations aimed at identifying the domain of
TWZT"F YRS (31) applicability of Eq.(32) have appeared in the literature. For ex-

ample, Carstens and Rollp£3] showed that Eq(32) can be de-
Denotingc, by k and pfV?/8 by 7, reduces Eq(31) to the rived by assuming that the unsteady velocity profiles obey the

following: power law as follows:
kpD oV
Tw= Twst —— = (32) u(x,r,t)  (2n+1)(n+1 r\n
w= TwsT 7 (rt) _(@nthntd)( =3
V(x,t) 2n? R

The formulations of Daily et al[39] shows that coefficient
c,=k is a measure of the deviations, due to unsteadiness, of the
wall shear and momentum flux. Therefokegenerally depends on where n=7 for Reynolds number Rel0® and increases with
x andt. This remark is supported by the extended thermodynarReynolds number, = distance from the axis in a radial direction,
ics approach used by Axworthy et §B0]. Figure 4 clearly illus- R=radius of the pipe. An unsteady flow given by H83) de-
trates the poor agreement between model and data when usinggegibes flows that exhibit slow acceleration and does not allow for
(32) with a constant value df. flow reversal(i.e., does not contain inflection point$n fact, Eq.

The experimental data of Daily et 489] show thatk=0.01 (33) cannot represent typical water hammer velocity profiles such
for accelerating flows ank=0.62 for decelerating flows. On theas those found in Vardy and Hwan@®5], Silva-Araya and
other hand, the research of Shi#0] led to k= —0.0825 for ac- Chaudhry[37], Pezzinga[38,44], Eichinger and Lein45] and
celerating flows andk= —0.13 for decelerating flows. In fact, Ghidaoui et al[46]. The theoretical work of Carstens and Roller
Shuy’s data led him to conclude that unsteady wall friction inf43] shows only that Eq(32) applies to very slow transients in
creases in decelerating flows and decreases in accelerating flomisich the unsteady velocity profile has the same shape as the
This result contradicts the previously accepted hypothesiteady velocity profile. Unfortunately, the Carstens and Roller
namely, that unsteady wall friction decreases in decelerating floj3] study neither supports nor refutes the possibility of using Eq.
and increases in accelerating flows. Shdg] attributed the de- (32) in water hammer problems.
crease in wall shear stress for acceleration to flow relaminariza- The theoretical work of Vardy and Browd7] shows that Eq.
tion. Given its controversial conclusion, this paper generated(32) can be derived for the case of an unsteady pipe flow with
flurry of discussion in the literature with the most notable remarksonstant acceleration. In addition, they show that this model is
being those of Vardy and Browja1]. approximately valid for problems with time dependent accelera-

Vardy and Browr{41] argued that Shuy’s results should not béion as long as the time scale of the transient event greatly exceeds
interpreted as contradicting previous measurements. Instead, ttie rising time, which is a measure of time required for the vor-
results indicated that the flow behavior observed in Shuy’s expeticity diffusion through the shear layer. Their work also warns
ments may have been different from the flow behavior in previo@mainst using Eq32) for problems with time dependent accelera-
experiments. Vardy and Browj#1] put forward the time scale tion induced by transient events with time scales smaller than the
hypothesis as a possible explanation for the different flow behansing time (i.e., L/a<Ty).
ior between Shuy’$40] experiments and previous ones. They also Axworthy et al.[30] found that Eq(32) is consistent with the
observed that, while Shuy’s experiments dealt with long timéneory of Extended Irreversible Thermodynam{&T) and sat-
scales, previous measurements dealt with much shorter tiisé the second law of thermodynamics. In addition, the EIT deri-
scales. Vardy and Browp1] provided insightful and convincing vation shows that unsteady friction formulas based on instanta-
arguments about the importance of time scale to the flow behavitrous acceleration such as E82) are applicable to transient
in unsteady pipe flows. In fact, the stability analysis of Ghidaodiow problems in which the time scale of interéstg., simulation
and Kolyshkin[42] concurs with the time scale hypothesis otime) is significantly shorter than the radial diffusion time scale of
Vardy and Brown[41]. Moreover, the stability analysis showsvorticity. Using the vorticity equation, Axworthy et al.30]
that, while other experiments belong to the stable domain, tkbowed that for such short time scales, the turbulence strength and
experiments of Shuy belong to the unstable domain. structure is unchangedde., “frozen”), and the energy dissipation
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behind a wave front is well represented by the degree of shift the unsteady friction when the flow is accelerat&bV/dt>0)
the cross-sectional mean value of the veloditg., dV/dt) and and small correction when the flow is decelerat®@\{/Jt<<0)
the cross-sectional mean value\of itself. [50].

The time scale arguments by Vardy and Bro7] and Ax- Utilization of the models presented in this section requires a
worthy et al.[30] represent two limit cases: very slow transientseliable estimate of the parameter The data of Brunone et al.
and very fast transients, respectively. In the former case, therd 3d], Daily et al.[39], and others show that is not a universal
enough mixing such that the acceleration history pattern is desnstant. An empirical method for estimating this parameter was
stroyed, only the instantaneous acceleration is significant to theposed by Brunone et db62] by fitting the decay of measured
wall shear stress. In the latter case, the pre-existing flow structymessure head history. Moody diagram-like chartskfavere de-
is frozen, there is no additional acceleration history developegloped by Pezzingf44] using a quasi-two-dimensional turbu-
except that of instantaneous acceleration. The Axworthy et &nce model. Vardy and Browd 7] provided a theoretically-based
[30] argument represents a water hammer flow situation where tiepression for determining the coefficidnt This expression was
acceleration behaves like a pulse, say, the flow drops from a fingleccessfully applied by Bergant et §2] and Vitkovsky et al.
value to zero in a short period. [55]. Although the charts of Pezzind44] and the formula of

An important modification of instantaneous acceleration-bas&@drdy and Brown 47] are theory-based, their reliability is limited
unsteady friction models was proposed by Brunone and Goliy the fact that they rely on steady-state-based turbulence models
[48], Greco[49], and Brunone et al[50,51]. The well known to adequately represent unsteady turbulence. It should, however,
Brunone et al.[50] model has become the most widely usedbe stressed that modeling turbulent pipe transients is currently not
modification in water hammer application due to its simplicity and/ell understoodsee Sec. P
its ability to produce reasonable agreement with experimental The mechanism that accounts for the dissipation of the pres-
pressure head traces. sure head is addressed in the discussion by Ghidaoui pt&il.

Brunone et al[50] incorporated the Coriolis correction coef-They found that the additional dissipation associated with the in-
ficient and the unsteady wall shear stress in the energy equattantaneous acceleration based unsteady friction model occurs
for water hammer as follows: only at the boundary due to the wave reflection. It was shown that

aftern, complete wave cycles, the pressure head is damped by a

JH 10V ntéoV factor equivalent t 1/(1+k)]?".

~ta T a a0 (34)
X gat g 4.3 Physically Based Wall Shear Models. This class of un-
where »= difference from unity of the Coriolis correction coeffi- Stéady wall shear stress models is based on the analytical solution
cient,  Jo=(f|V|V)/2gD = steady-state friction term, Of the unidirectional flow equations and was pioneered by Zielke

(¢/g) (9V/at) = difference between unsteady friction and its cork26]- Applying the Laplace transform to the axial component of
responding steady friction. In Eq34), the convective term is the Navier-Stokes equations, he derived the following wall shear

dropped as the Mach number of the flow is small in water hamm@¥Pression for unsteady laminar flow in a pipe:
problems.

o L 4vp 2vp [toV
A constitutive equation is needed foy+ ¢. Brunone et al. ()= —=-V({t)+ — | = ({t")HW(t—-t")dt" (39)
[50] proposed R R Joot
N/ oV wheret’ =a dummy variable, physically represents the instanta-
n+ o=kl 1- a&/ E) (35) neous time in the time history;=kinematic viscosity of the fluid;
W=weighting function
or in terms of wall shear stress W(t) = e—26.3744ut/R2)+e—7o.849$m/R2)+e— 135.01981t/R?)
kpD [ oV aVv + @ 218.92161/R?) | o—322.55441t/R?)
= el e +e
Tw= TwsT 7 ( P a ax) (36)
vt
Equation(36) provides additional dissipation for a reservoir-pipe- for =7>0.02

valve system when the transient is caused by a downstream sud-

den valve closure. The pressure head traces obtained from the -1z t) 12
models and experiment are plotted in Fig. 4. It is shown that W(t)=0-28209%@) —1.25000+ 1-05785%@)
although both the Darcy-Weisbach formula and &§) with con-

stantk cannot produce enough energy dissipation in the pressure vt vt 32
head traces, the model by Brunone e &0] is quite successful in for R2<0.02+0.937506 + 039669%@)

n+d=k

vV

n+ d=k|1+signV)a X

producing the necessary damping features of pressure peaks, veri-
fied by other researchef29,52-53. vt 2
Slight modifications to the model of Brunone et [&0], which - 0-3515(5%52) (40)
renders this model applicable to both upstream and downstream
transients, were proposed [id4] and in[52]. In particular, Pezz- The first term on the right-hand side of E9) represents the
inga[44] proposed steady-state wall shear stregg and the second term represents
the correction part due to the unsteadiness of the figw. The
. vV oV [V numerical integration of the convolution integral in E§9) re-
1+signV——la—= / = (7)  quires a large amount of memory space to store all previously
calculated velocities and large central processing (@#U) time
and Bergant et a[53] proposed to carry out the numerical integration, especially when the time
step is small and the simulation time large. Trikb&] used three
v exponential terms to approximate the weighting function. The ad-
ot (38) vantage of using exponential forms is that a recursive formula can
easily be obtained, so that the flow history can be lumped into the
The dependence of+ ¢ onx andt as well as the flow accel- quantities at the previous time step. In this way, only the calcu-
eration is consistent with the theoretical formulation$30] and lated quantities at the previous time step needs to be stored in the
[39]. In addition, the form ofy+ ¢ gives significant correction for computer memory, and there is no need to calculate the convolu-
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tion integral from the beginning at every time step. This reduce W{t)
the memory storage and the computational time greatly. In Suzu250
et al.[58], for 7<0.02, the summation is calculated in a normal }
way; for 7>0.02, the recursive formula similar to that of Trikhazooi
[57] is used, since each of the five terms included in the weightin
function is exponential. Although Zielke’s formula is derived for
laminar flow, Trikha[57] and otherd 29,52 found that this for- 150+
mula leads to acceptable results for low Reynolds number turb
lent flows. However, Vardy and Browj#7] warned against the qog!
application of Zielke's formula outside the laminar flow regime,
but did note that the error in applying Zielke's formula to turbu- \
lent flows diminishes as the duration of the wave pulse reduces 50} ~ - £ Re=100

Vardy et al.[59] extended Zielke's approach to low Reynolds f Re=2000 ~ 7~~~ —— -
number turbulent water hammer flows in smooth pipes. In a latt £ Re=f000 — — == ;—Z‘
paper, Vardy and Browf60] developed an extension of the model 0.00001 0.00002 0.00003
of Vardy et al.[59] that was applicable to high Reynolds number
transient flows in smooth pipes. In addition, Vardy and Brown
[60] showed that this model gives results equivalent to those of
Vardy et al.[59] for low Reynolds number flows and to those Ofoften negligibly small and pipe length far exceeds flow develop-
Zielke [56] f(_)r laminar ﬂ.OWS' That s, the Vardy and Brov/0] ment length. The validity of assumptions such as that the flow
mod_el promises to prpwde accurate result_s for Reynolds nur_nb? ains axisymmetri¢stablg, that the eddy viscosity is indepen-
.rl_e;]r;g'nmgogr;mgzirjgr?gﬂg\:v{sg'gfmt_o the highly turbulent re9IM&ent of time, and that its shape is similar to that in steady flow, is

9 ) discussed later in the paperee Secs. 6 and.7
VIOIV(D)]  4vp ftW(t ) oV Understanding the connection between 8%) and the physi-
0

Fig. 5 Weighting function for different Reynolds numbers

mw()=pf—o—+ 5 s7dt" (41)  cally based unsteady wall friction models proposed by Zig8e
and Vardy and Browr60] further illuminates the limitations of

where instantaneous acceleration, unsteady wall friction models as de-
scribed in the previous section. In particular, it is evident from
W(t)=a exp(— Bt)/\mt; a=D/4\v; Egs.(39) and(41) that Eq.(32) is recovered when the acceleration
5 0 is constant. In addition, plots & in Fig. 5 show that for flows
B=054 Re/D?  k=log(14.3/RE%) with large Reynolds number, this function is very small every-

and Re=Reynolds number. Similar to Zielke’s model, the convowhere except whent/R* approaches 0, that is, whett ap-
lution nature of Eq(41) is computationally undesirable. An accu-proaches in Eq. (41). The region wheréN(t—t') in Eq. (41)
rate, simple, and efficient approximation to the Vardy-Brown urpecomes significant and provides a measure of the time scale of
steady friction equation is derived and shown to be easithe radial diffusion of vorticityTy. If the acceleration varies
implemented within a 1D characteristics solution for unsteadfowly in the region wher&V(t—t') is significant, it is clear that
pipe flow[32]. For comparison, the exact Vardy-Brown unsteadfzgs. (39) and (41) can be accurately approximated by E§2).
friction equation is used to model shear stresses in transient tlihis is simply an alternative way to state that E8p) is accept-
bulent pipe flows and the resulting water hammer equations akle when the acceleration is not constant as long as the time scale
solved by the method of characteristics. The approximate Vardyf the flow disturbance far exceeds the time scale of radial diffu-
Brown model is more computationally efficiefite., require%—th sion of vorticity across the shear layer. Moreover, it is obvious
the execution time and much less memory stoyaigen the exact that Eq.(32) is a good approximation to Eq&39) and(41) when
Vardy-Brown model. Both models are compared with measuréds small, as the integral interval is so small that the integrand can
data from different research groups and with numerical data pﬂ@ﬁ considered as a constant. Furthermore, the time interval where
duced by a two-dimensional2D) turbulence water hammer W(t—t') is significant reduces with Reynolds number, which
model. The results show that the exact Vardy-Brown model astiows that Eq(32) becomes more accurate for highly turbulent
the approximate Vardy-Brown model are in good agreement witlows.
both laboratory and numerical experiments over a wide range of . )
Reynolds numbers and wave frequencies. The proposed appréxi- Numerical Solutions for 1D Water Hammer Equa-
mate model only requires the storage of flow variables from ttons
single time step while the exact Vardy-Brown model requires the
storage of flow variables at all previous time steps and the 2@
model requires the storage of flow variables at all radial node
A summary of the assumptions involved in deriving E(@9)
and (41) is in order. The analytical approach of Zielkg6] in-
volves the following assumption§:) the flow is fully developed,
(i) the convective terms are negligibl@ii) the incompressible
version of the continuity equation is uséde., the influence of
mass storage on velocity profile is negligihland(iv) the veloc-
ity profile remains axisymmetri@.e., stabl¢ during the transient.
In order to extend Zielke’s approach to turbulent flows, Vardy a
Brown [60] made two fundamental assumptions in relation to the
turbulent eddy viscosity in addition to assumptiois through 5.1 MOC-Based Schemes.A significant development in
(iv). First, the turbulent kinematic viscosity is assumed to varne numerical solution of hyperbolic equations was published by
linearly within the wall shear layer and becomes infiriite., a Lister [62]. She compared the fixed-grid MOC scheme—also
uniform velocity distribution in the core region. Second, the tur-called the method of fixed time interval—with the MOC grid
bulent eddy viscosity is assumed to be time invari@et, frozen scheme and found that the fixed-grid MOC was much easier to
to its steady-state valieAssumptiong(i), (i), and(iii) are accu- compute, giving the analyst full control over the grid selection and
rate for practical water hammer flows, where the Mach numberésabling the computation of both the pressure and velocity fields

The equations governing 1D water hamniez., Eqs.(20) and

1)) can seldom be solved analytically. Therefore, numerical

Stechniques are used to approximate the solution. The method of
characteristic§MOC), which has the desirable attributes of accu-
racy, simplicity, numerical efficiency, and programming simplicity
(e.g.,[20,23,61), is most popular. Other techniques that have also
been applied to Eqg20) and (21) include the wave plan, finite
difference(FD), and finite volumgFV) methods. Of the 11 com-
mercially available water hammer software packages reviewed in

ec. 12, eight use MOC, two are based on implicit FD methods,

d only one employs the wave-plan method.
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in space at constant time. Fixed-grid MOC has since been usgatkrpolate either in space or in time. It is claimed that the reach-
with great success to calculate transient conditions in pipe systebatk Holly-Preissmann scheme is superior to the classical Holly-
and networks. Preissmann method. An interesting discussion of this work, pub-

The fixed-grid MOC requires that a common time stép)(be lished in Bentley{68], showed that the solution obtained by the
used for the solution of the governing equations in all pipes. Howtassical Holly-Preissmann method when the time step equals
ever, pipes in the system tend to have different lengths and som®@At is identical to that obtained by the reachback in space Holly-
times wave speeds, making it impossible to satisfy the Courdnteissmanrii.e., the foot of the characteristic line is extended
condition (Courant numbelC, =aAt/Ax<1) exactly if a com- back more than one time step until it intersects the space-line
mon time step\t is to be used. This discretization problem can bwith m reachbacks and a time step valueAdf The only differ-
addressed by interpolation techniques, or artificial adjustment @fice is that the reachback approach produced extra interme-
the wave speed or a hybrid of both. diate solutions at the cost of more computational time.

To deal with this discretization problem, List2] used linear  Sibetheros et al.69] showed that the spline technique is well
space-line interpolation to approximate heads and flows at the faoiited to predicting transient conditions in simple pipelines sub-
of each characteristic line. TrikH&7] suggested using different ject to simple disturbances when the nature of the transient behav-
time steps for each pipe. This strategy makes it possible to use of the system is known in advance. The most serious problem
large time steps, resulting in shorter execution time and the avoigith the spline interpolation is the specification of the spline
ance of spatial interpolation error. This increased flexibility comdsoundary conditions.
at the cost of having to interpolate at the boundaries, which can beThe authors point out that the selection procedure was a “trial
a major source of error when complex, rapidly changing contrahd error” one involving many possibilities. This “flexibility”
actions are considered. suffers from the curse of “permutability,” i.e., in a complex sys-

Wiggert and Sundquig63] derived a single scheme that comtem the number of permutations and combinations of spline
bines the classical space-line interpolation with reachout in spaeseundary conditions can become enormous. Moreover, in many
interpolation. Using Fourier analysis, they studied the effects ofultipipe applications it is not accuracy that directly governs the
interpolation, spacing, and grid size on numerical dispersion, @election of the time step, but the hydraulically shortest pipe in the
tenuation, and stability. These researchers found that the degreeysftem. Since the most successful spline boundary conditions nec-
interpolation¢ decreases as the ratio of the wavelength ofkiie essarily involve several reaches, application of the method be-
harmonicL to the reach lengtlAx increases. As a result, bothcomes problematic in short pipes. It would appear to require much
numerical dissipation and dispersion are improved. These concimaller time steps simply to apply the method at all. Other nec-
sions are not surprising for several reasons. First, every interpoégsary conditions for the success of spline schemes(iarthe
tion technique can be expected to produce better results for walependent variabls) must be sufficiently smootltii) the compu-
components with larger wavelengths. Second, for a fixed time stepion of the derivatives at internal nodes must be accurate, and
At, larger values oh imply smaller values oAx and vice versa, (iii) the formulation of the numerical and/or physical derivative
sincenAx represents the total length of the reachout on one sidsoundary conditions must be simple and accurate. Conditions
Consequently, this scheme generates more grid points and, theiied (iii) are a problem in water hammer analysis because the
fore, requires longer computational times and computer storag@undary conditions are frequently nonlinear and complex, and
Furthermore, an alternative scheme must be used to carry out {he dependent variables may be discontinuous.
boundary computations. Karney and Ghidaouf70] developed “hybrid” interpolation

The reachback time-line interpolation scheme, developed Byproaches that include interpolation along a secondary character-
Goldberg and Wylie[64], uses the solution fronm previously istic line, “minimum-point” interpolation(which reduces the dis-
calculated time levels. The authors observed that reachback tirggice from the interpolated point to the primary charactejistic
line interpolation is more accurate than space-line interpolatiefhd a method of “wave path adjustment” that distorts the path of
for the same discretization. This is a subjective comparison Q@ropagation but does not directly change the wave speed. The
cause, as the degree of temporal interpolatiearies from 0 to 1, resulting composite algorithm can be implemented as a preproces-
the degree of spatial interpolatianis only allowed to vary from sor step and thus uses memory efficiently, executes quickly, and
1/(m+1) to 1. A fairer comparison would have been to alsgyrovides a flexible tool for investigating the importance of dis-
divide the distance step b so that botl€ and« vary equally. In  cretization errors in pipeline systems. The properties of the algo-

addition, Goldberg and Wylig54] assert that numerical errors arerithm are analyzed theoretically and illustrated by example in the
reduced by increasing. This is somewhat misleading becaus aper.

for a fixed Ax, increasingm means increasing the number o
computational stepgi.e., reducing the effective time steft) 5.2 Other Schemes. The wave plan methofi71] is similar
which in turn generates finer interpolation intervals. Moreover, i#® the MOC in the sense that both techniques explicitly incorpo-
cases where the friction term is large and/or when the wave spééte wave paths in the solution procedure. However, the wave plan
is not constant, reaching back in time increases the approximatioethod requires that flow disturbance functions such as valve
error of these terms. curves be approximated by piecewise constant functions. That is,
Lai [65] combined the implicit, temporal reachback, spatidlow disturbances are approximated by a series of instantaneous
reachback, spatial reachout, and the classical time and space-tihanges in flow conditions. The time interval between any two
interpolations into one technique called the multimode schenransecutive instantaneous changes in flow conditions is fixed. The
Depending on the choice of grid sizAf,Ax) and the limit on the piecewise constant approximation to disturbance functions implies
maximum allowable reachbacks in timg this scheme may func- that the accuracy of the scheme is first order in both space and
tion as either of the methods or a combination of any two mettime. Therefore, fine discretization is required for achieving accu-
ods. Numerical errors were studied using a mass balance &mte solutions to water hammer problems.
proach. Stability conditions were derived from Von Neumann The wave plan method “lumps” friction at the center of each
analysis. The multimode scheme gives the user the flexibility fipe. In particular, friction is modeled using a disturbance func-
select the interpolation scheme that provides the best performatioa, where the form of this function is determined using the “ori-
for a particular problem. fice analogy.” This disturbance function is friction approximated
Yang and HsU 66,67 published two papers dealing with theby piecewise constant functions. The modeling of friction as a
numerical solution of the dispersion equation in 1D and 2D, reeries of discrete disturbances in space and time generates small
spectively. The authors propose reaching back in time more thgpurious waves. In general, with small values of friction, these
one time step and then using the Holly-Preissmann method viould be observed only as low-amplitude noise on the main tran-
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sient signal. It is also unclear as to how additional physics, such®sis section discusses a nhumber of methods employed by tran-
convolution-integral unsteady friction models, can be incorpsient modelers to quantify numerical dissipation and dispersion.
rated with the wave plan methodology.

Wylie and Streete[72] propose solving the water hammer ; X - Lol .
equations in a network system using the implicit central differen«sfamhers have studied the dispersion and dissipation characteris-
T

method in order to permit large time steps. The resulting nonline s of theFflxe_d-gnd metdho? of ﬁhayacéeélstl_(l:_sh us\llng t’\r:e von Neu-
difference equations are organized in a sparse matrix form and g}grlm(_or ouriej rgeb Oo,é) ~ana %/S'ng t 4].t dethon tebt!lr_?an?
solved using the Newton-Raphson procedure. Only pipe juncti alysis was used by nan e .@' l 0 study the stabriity 0
boundary conditions were considered in the case study. It is r e numerical §o|ut|on of _partlal dmer?“t"?" equations. 'I_'he _analy-
ognized that the limitation on the maximum time step is set by t%?t trac_kfs ahsmgtlﬁ Fou(rjlerdmode W.'ttﬁ ttlme S.nd dlS_SIpE_itIOﬂ ll)y
frequency of the dependent variables at the boundaries. Two co 1ermining how theé mode decays with ime. DISpersion IS evalu-
mercially available water hammer software packages use the f(?ﬂi?d b_y investigating whether or not different Fourier modes travel
point implicit schemesee Sec. 12 Water Hammer SoftwarEhe Wlt_Phdlfferent speedl;s. f seri drawbacks to the Von N

major advantage of implicit methods is that they are stable for ' "€'€ aré a number of Serious drawbacks o the von Neumann
large time stepsi.e., C,> 1 [65,72)). Computationally, however, methoq of _ar_laIyS|s. For _example, it lacks essentla_l boundary in-
implicit schemes increase both the execution time and the stora{ gmation, it ignores the influence of the wave profile on the_n_u_-
requirement and need a dedicated matrix inversion solver sinc grlcal errors, it assumes constant coefficients and that the initial

| t f ti has to b ved. M f é:&n(_jitions are periodic, and it can only be applied to Iir_1ear nu-
arge system of equations has to be solve oreover, for m erical modelg69,79—-81. To illustrate, the work by Wiggert

problems, iterative schemes must also be invoked. From a math . .
ematical perspective, implicit methods are not suitable for wa d Sundquist63], Goldb_erg and V\_/yhe{ez_l], and ot_h_ers clearly_
ows that the attenuation and dispersion coefficients obtained

propagation problems because they entirely distort the path . X X
propagation of information, thereby misrepresenting the matH_om the Fourier analysis depend on the Courant number, the ratio

ematical model. In addition, a small time step is required for a8—f the wavelength of thé&th harmonicl to the reach lengtdx,
curacy in water hammer problems in any c488]. For these and the number of reachbacks and/or reachouts, but does not de-

reasons, most of the work done on numerical modeling of hypé’r-e”d on the boundary conditions. Yet, the simulation of boundary
' nditions and knowledge of how these boundary conditions in-

bolic equations in the last three decades concentrated on devefd . ; : ) ;
ing, testing, and comparing explicit schemesy.,[63,64,73). t[] ducedandf reflect _errlors Ito _the |ntferr]nzél plpl)_e sec’g?ns is I(:rut;llal to
Chaudhry and Hussaili74] apply the MacCormack, Lambda, the study of numerical solutions of hydraulic problems. In short,
and Gabutti schemes to the water hammer equations. These tf} e von l\_leumann method cannot be “S¢d as the only benchmark
methods are explicit, second-ordén time and spaoefinite dif- or selecting the most appropriate numerical scheme for nonlinear
ference schemes. Two types of boundary conditions are lgsed:boundary-value hyperbolic problems.
one characteristic equation and one boundary equatiofi,) @x- 5.3.2 L and L, Norms Method. Chaudhry and Hussaini
trapolation procedure boundary condition. The second boundq] developed.; andL, norms to evaluate the numerical errors
condition solution method adds one fictitious node upstream gésociated with the numerical solution of the water hammer equa-
the upstream boundary and another downstream of the dowjans by the MacCormack, Lambda, and Gabutti schemes. How-
stream boundary. Using the, andL, norms as indicators of the eyer, thel; andL, method as they apply it can only be used for
numerical errors, it was shown that these second-order finit§oplems that have a known, exact solution. In addition, these two
difference sphgmes prpduce better results than f|r§t-order mgtfpfgﬁlms do not measure a physical property such as mass or energy,
of characteristics solutions f@,=0.8 and 0.5. Spurious numeri- therepy making the interpretation of the numerical values of these
cal oscillations are observed, however, in the wave profile. norms difficult. Hence, thé; andL, norms can be used to com-

Although FV methods are widely used in the solution of hypelsare different schemes, but do not give a clear indication of how
bolic systems, for example, in gas dynamics and shallow watgg|| 5 particular scheme performs.

waves(see recent books by Tof@5,76)), this approach is seldom

applied to water hammer flows. To the authors’ knowledge, the5.3.3 Three Parameters ApproachSibetheros et al[69]

first attempt to apply FV-based schemes was by GUi#igl. He used three dimensionless parameters to study various numerical
ignored the advective terms, developed a Riemann-type solutieriors. A discussion followed by Karney and Ghidaf82] and a

for the water hammer problem, and used this solution to develof@sure was provided by the authors. Salient points from the dis-
a first-order-based FV Godunov scheme. This first-order schegigssion and closure are summarized below.

is very similar to the MOC with linear space-line interpolation. At The attenuation parameter is intended to measure the numerical
the time of writing, a second paper by Hwang and Ch#g] that  dissipation by different interpolation schemes by looking at the
also uses the FV method for water hammer, has appeared. Uniikeximum head value at the valve. This parameter, however, un-
in Guinot[77], the advective terms are not neglected in the worterestimates the numerical attenuation because the computation of
of Hwang and Chun78]. Instead, they use the conservative fornhead and flow at the downstream end of the pipe uses one char-
of the compressible flow equations, in which density, and natteristic equation and one boundary equation. The dispersion pa-
head, is treated as an unknown. The application of such a schenra@eter is intended to measure the numerical dispersion by differ-
in practice would require a state equation relating density to headt interpolation schemes. This parameter is determined by
so that(i) all existing boundary conditions would have to be reasserting that the change in the wave shape is governed by the
formulated in terms of density and flow rather than head and floapnstant diffusion equation with initial conditions described by
and (i) the initial steady-state hydraulic grade line would need tihe Heaviside function. Although this method allows a rudimen-
be converted to a density curve as a function of longitudinal disary comparison of simple system responses, general conclusions
tance. At present, no such equation of state exists for water. Agannot be drawn for a hyperbolic equation based on a diffusion
plication of this method would be further complicated at boundequation. The longitudinal displacement parameter is intended to
aries where incompressible conditions are generally assumedntteasure the extent by which different numerical schemes artifi-
apply. cially displace the wave front. However, this parameter only sug-
gests to what degree the interpolation method used is symmetri-

5.3 Methods for Evaluating Numerical Schemes. Several ooy gispersive and says little about the magnitude of artificial
approaches have been developed to deal with the quantlflcatlorh hlacement of the wave by the numerical scheme
numerical dissipation and dispersion. The wide range of methods ’

in the literature is indicative of the dissatisfaction and distrust 5.3.4 Mass Balance ApproachThe mass balance method
among researchers of more conventional, existing techniqufs3,84] is a more general technique than the other existing meth-

5.3.1 Von Neumann MethodTraditionally, fluid transient re-
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ods since this approach can be applied to a nonlinear transigahary helical vortices and that the breakdown of these vortices
problem with realistic boundary conditions. The basic idea is fato turbulence is very rapid. The breakdown of the helical vorti-
check how closely a particular numerical method conserves masss into turbulence resulted in strong asymmetry in the flow with
Note that the mass balance approach can become ineffectivedgpect to the pipe axis. Brunone et [@1,89 carried out mea-

cases where a numerical scheme conserves mass but not engi@¥ments of water hammer velocity profiles in turbulent flows.
and momentum. They also observed strong flow asymmetry with respect to the

5.3.5 EHDE Approach. Ghidaoui and Karney[85] devel- pipe axis. In particular, they found thatashor_t time after the'wave
oped the concept of an equivalent hyperbolic differential equati®f@ssage, flow reversal no longer appears simultaneously in both
(EHDE) to study how discretization errors arise in pipeline applithe top and the bottom sides of the pipe. Instead, flow reversal
cations for the most common interpolation techniques used to dégpears to alternate between the bottom and top sides of the pipe.
with the discretization problem in fixed-grid MOC. In particular, itThis is consistent with the asymmetry observed by Das and Arak-
is shown that space-line interpolation and the Holly-Preissmaeni [87]. The impact of instabilities on wall shear stress in un-
scheme are equivalent to a wave-diffusion model with an adjustetéady pipe flows was measured by Lodahl ef&8]. They found
wave speed, but that the latter method has additional source aalt inflectional flow instabilities induce fluctuations in the wall
sink terms. Further, time-line interpolation is shown to be equivahear stress, where the root mean square of the wall shear stress
lent to a superposition of two waves with different wave speedsuctuation in the pipe was found to be as high as 45% of the
The EHDE concept evaluates the consistency of the numerigahximum wall shear stress.
scheme, provides a mathematical description of the numerical dispas and Arakeri87] applied linear stability analysis to un-
sipation and dispersion, gives an independent way of determiniggady plane channel flow to explain the experimentally observed
the Courant condition, allows the comparison of alternative agsstapility in unsteady pipe flow. The linear stability and the ex-
proat11ches, r:‘lncfs the }/Ivave path, andh_exfplams er‘(y lh'gTer'O.r%érimental results are in good qualitative agreement. Ghidaoui
:)nu?[ttr?;tsnin?:r?cglsga 3;02(?”?;8?”(3?)% Ihelswrta?tr;reﬁv:r;rrfe?a(er yuz?ilon?]d Kolyshkin[90] investigated the linear stability analysis of

PP 9 u%steady velocity profiles with reverse flow in a pipe subject to

fundamentally changes the physical problem and must be view . : . -
as a nontrivial transformation of the governing equations. For e ree-dimensional3D) perturbation. They used the stability re-

ample, implicit methods, while noted for their stability charactersUltS 0 reinterpret the experimental results of Das and Arakeri
istics, transform the water hammer problem into a superpositiéf/] @nd assess their planar flow and quasi-steady assumptions.
of wave problems, each of which has a wave speed different frdnPmparison of the neutral stability curves computed with and
the physical wave speed and at least one of which has an infirfthout the planar channel assumption shows that this assumption
wave speed. The infinite numerical wave speed associated wfiraccurate when the ratio of the boundary layer thickness to the
implicit schemes ensures that the numerical domain of depdhpe radius is below 20%. Any point in the neutral stability curve
dence is larger than the physical domain of dependence, and &gpresents the parameters combination such that the perturbations
plains why these are highly stable. While good for stability, theeither grow nor decay. Critical values for any of these parameters
large discrepancy between the numerical and physical domainscah be obtained from the neutral stability curve. For unsteady pipe
dependence hinders the accuracy of these schemes. Another pflolrs, the parameters related are Re an@herefore, critical Re

lem with implicit schemes is that they are often computationallyan be obtained.

inefficient because they require the inversion of large matrices. The removal of the planar assumption not only improves the
accuracy of stability calculations, but also allows for the flow
wability of both axisymmetric and nonaxisymmetric modes to be

the discretization errors associated with common interpolati vestigated, and for the experimental results to be reinterpreted.

schemes in pipeline applications arise and how these errors car} B& €xample, both the work of Ghidaoui and Kolyshk&0] and
controlled. Specifically, energy expressions developed in tHis® €xperiments of Das and Arakg#i7] show that the nonaxisym-
work demonstrate that both time-line and space-line interpolatiGRetric mode is the least stablee., the helical type

attenuate the total energy in the system. Wave speed adjustmenYVith the aim of providing a theoretical basis for the emergence
on the other hand, preserves the total energy while distorting tAehelical instability in transient pipe flows, Ghidaoui and Koly-
partitioning of the energy between kinetic and internal form$hkin[42] performed linear stability analysis of base flow velocity
These analytic results are confirmed with numerical studies pfofiles for laminar and turbulent water hammer flows. These base
several series pipe systems. Both the numerical experiments #aw velocity profiles are determined analytically, where the tran-
the analytical energy expression show that the discretization errsignt is generated by an instantaneous reduction in flow rate at the
are small and can be ignored as long as there is continuous wddwnstream end of a simple pipe system. The presence of inflec-
in the system. When the work is zero, howeveg avalue close tion points in the base flow velocity profile and the large velocity
to one is required if numerical dissipation is to be minimized. Thgradient near the pipe wall are the sources of flow instability. The
energy approach is general and can be used to analyze other wiaigih parameters governing the stability behavior of transient

5.3.6 Energy Approach.Ghidaoui et al.[86] developed an
integrated energy approach for the fixed-grid MOC to study ho

hammer numerical schemes. flows are Reynolds number and dimensionless time scale. The
stability of the base flow velocity profiles with respect to axisym-
6 Flow Stability and the Axisymmetric Assumption metric and asymmetric modes is studied and the results are plotted

the Reynolds number/time scale parameter space. It is found
premise that no helical type vortices emefge., the flow remains at the asymmetric mode with azimuthal wave number one is the

stable and axisymmetric during a transient eyeRecent experi- Ieagt stable. In addition, it is fo_und thgt the stability resultg of the
mental and theoretical works indicate that flow instabilities, in thi@minar and the turbulent velocity profiles are consistent with pub-
form of helical vortices, can develop in transient flows. Thesished experimental data. The consistency between the stability
instabilities lead to the breakdown of flow symmetry with respe@nalysis and the experiments provide further confirmatipthat

to the pipe axis. For example, Das and Arak&7] performed Water hammer flows can become unstakiig,that the instability
unsteady pipe flow experiments where the initial flow was lamina§ asymmetric,(iii) that instabilities develop in a shoftvater

and the transient event was generated by a piston. They found thammey time scale and(iv) that Reynolds number and the wave
when the Reynolds number and the transient time scale exceeldhze scale are important in the characterization of the stability of
threshold value, the flow becomes unstable. In addition, they ovater hammer flows. Physically, flow instabilities change the
served that the flow instability results in the formation of nonstastructure and strength of the turbulence in a pipe, result in strong

Existing transient pipe flow models are derived under th;%
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flow asymmetry, and induce significant fluctuations in wall shedackson[93] provided an estimate for the time delay from the
stress. These effects of flow instability are not represented in @roment the wall vortex ring was generated at the pipe wall to the
isting water hammer models. moment when significant changes in the structure and strength of
In an attempt to gain an appreciation of the importance of iturbulence appeared near the pipe axis.
cluding the effects of helical vortices in transient models, Ghidaoui et al[46] proposed a dimensionless paraméeior
Ghidaoui et al[46] applied current transient models to flow caseassessing the accuracy of quasi-steady turbulence modeling in wa-
with and without helical vortices. In the case where stability reaer hammer problems. This parameter is defined as the ratio of the
sults indicate that there are no helical vortices, Ghidaoui et élme scale of radial diffusion of vorticity to the pipe core to the
[46] found that the difference between water hammer models atiche scale of wave propagation from one end of the pipe to the
the data of Pezzinga and Scand{®4] increases with time at a other. This parameter provides a measure for the number of times
mild rate. However, for the case where stability results and ea-wave front travels from one end of the pipe to the other before
periments indicate the presence of helical vortices, it is found thie preexisting turbulence conditions start to respond to the tran-
the difference between water hammer models and the datastént event. It follows that the frozen and quasi-steady assump-
Brunone et al[31] exhibits an exponential-like growth. In fact, tions are(i) acceptable wheR>1, (ii) questionable wheR is of
the difference between models and the data of Brunone E24Il. order 1, andiii) applicable whenP<1. However, the last case
reaches 100% after only six wave cycles. This marked differendees not belong to the water hammer regime. These conclusions
between models and data suggests that the influence of heli@ad supported by the work of Ghidaoui et p46], where they
vortices on the flow field is significant and cannot be neglecteccompared the results of quasi-steady turbulence models with
available data and by the work of Ghidaoui and Mans(@2]

7 Quasi-Steady and Frozen Turbulence Assumptions where they compared the results of frozen eddy viscosity models
y P with experimental data.

The convolution integral analytical models for wall shear in
unsteady turbulent flows derived in Vardy et 89] and Vardy . . .
and Brown[60] assume that eddy viscosity remains “frozeine., 8 1Wo-Dimensional Mass and Momentum Equations
time independentduring the transient. Turbulence closure equa- Quasi-two-dimensional water hammer simulation using turbu-
tions used by Vardy and Hwari@5], Silva-Araya and Chaudhry lence models cafi) enhance the current state of understanding of
[37], and Pezzing438] assume that the turbulence changes in energy dissipation in transient pipe flogi,) provide detailed in-
quasi-steady manner and that the eddy viscosity expressions fd@mation about transport and turbulent mixiignportant for
rived for steady-state pipe flows remain applicable for water harsenducting transient-related water quality modeljramnd(iii ) pro-
mer flows. An understanding of the response of the turbulensile data needed to assess the validity of 1D water hammer mod-
field to water hammer waves is central to judging the accuracy els. Examples of turbulence models for water hammer problems,
using either the frozen or the quasi-steady turbulence assunteir applicability, and their limitations can be found in Vardy and
tions. Hwang [25], Silva-Araya and Chaudhr{37,98, Pezzinga

There is a time lag between the passage of a wave front af38,44), Eichinger and Leirj45], Ghidaoui et al[46], and Ohmi
particular location along the pipe and the resulting change in tust al. [99]. The governing equations for quasi-two-dimensional
bulent conditions at this locatige.g.,[46,92,93). In particular, at modeling are discussed in this section. Turbulence models and
the instant when a water hammer wave passes a positadong numerical solutions are presented in subsequent sections.
the pipe, the velocity field at undergoes a uniform shift.e., the The most widely used quasi-two-dimensional governing equa-
fluid exhibits a slug flowlike motion The uniform shift in veloc- tions were developed by Vardy and Hwaa$], Ohmi et al.[99],
ity field implies that the velocity gradient and turbulent condition$Vood and FunK100], and Bratland 101]. Although these equa-
are unaltered at the instant of the wave passage. However, tiodis were developed using different approaches and are written in
combination of the uniform shift in velocity with the no-slip con-different forms, they can be expressed as the following pair of
dition generates a vortex sheet at the pipe wall. The subsequenitinuity and momentum equations:
diffusion of this vortex ring from the pipe wall to the pipe core is
the mechanism responsible for changing the turbulence conditions 9 ﬁ i uﬁ) + ‘9_“ + E ar_" =0 (42)
in the pipe. a?\| at x| ox r or

A short time after the wave passage, the extent of vorticity
diffusion is limited to a narrow wall region and the turbulence u&_u v&_u:,gﬁ+ iﬂ (43)
field is essentially frozen. In this case, both the quasi-steady tur- at IX ar X rp or
bulence and “frozen” turbulence assumptions are equally appU\?herex
cable. A similar conclusion was reached by Greenblatt and M
[92] for a temporally accelerating flow; by Tu and Ramparia%

[94], ﬂBrereton et 3I[95],kanggéﬂ<r}avan et al96,97 for oscilla- 4 heglected by assuming that/or =0, and these equations are
tory flow; He and Jackso or ramp-type transients; an Cs - '
Ghidaoui et al[46] for water hammer flows. As the time after thetherefore, only quasi-two-dimensional. The shear stresan be

wave passage increases, the extent of the radial diffusion of Vg;(_pressed as

ticity becomes more significant and begins to influence the veloc- Ju —
ity gradient and turbulence strength and structure in the buffer T=PVE—PU v (44)
zone. The experiments of He and JackE®8| show that the axial

turbulent fluctuations are the first to respond to the changes in twbereu’ andv’=turbulence perturbations corresponding to lon-
radial gradient of the velocity profile and that there is a time delagitudinal velocity u and radial velocityv, respectively. Turbu-
between the changes in the axial turbulent fluctuations and iefce models are needed to describe the perturbation term
redistribution among the radial and azimuthal turbulent compe-pu’y’ since most practical water hammer flows are turbulent.
nents. The production of axial turbulent kinetic energy and the The governing equations can be further simplified by neglect-
time lag between production and redistribution of axial turbuleniig nonlinear convective terms, as is done in the 1D case since the
kinetic energy within the buffer zone are not incorporated ivave speed is usually much larger than the flow velocityor v.
steady-state-based turbulence models. The characteristics of tThen the equations become the following:

flow in the core region will start to change only when the wave-

induced shear pulse emerges from the buffer zone into the core EEJF ‘9_U+ lar_vzo (45)
region. On the basis of their unsteady flow experiments, He and a? gt ax r oar

,t,u,H,r are defined as before(x,r,t) =local radial ve-
ity, and 7= shear stress. In this set of equations, compressibility
only considered in the continuity equation. Radial momentum is
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Ju oH 1 orr 9.1 Five-Region Turbulence Model. The model used by
EJFQW: oo (46) Vardy and Hwand25] is a direct extension of the model devel-
P oped by Kita et al[103] for steady flow
These governing equations are usually solved by numerical
means. T=p(v+ 6)(9—u= v M (50)
For an adequately anchored or restrained pipe, i.e., the pipe is P a PlTar

rigid and the radial velocity at the pipe wall is zero. From flow

symmetry, the radial velocity at the centerline is also zero. Int(é\vfgferefr:ﬁggzl VIchf)iil(te}avtr:htemtzltz\alllS\zgigg}tan dc?s‘[t?iil?ttigﬁri;e(r:rgr?]-
grating Eq.(45) across the pipe section, the radial velocity van- previously Lo .y
ishes, leaving the following: partmentalized into five regions as follows:

dH a®dQ 1. viscous layer —% = L

oL e 9% _ . yer —=1 0O=sy,<-— (51)

e gA X 0 (47 v "a

a_u+gﬁ= iar_r (48) 2. buffer | layer E=ay* E$y*s Sl (52)
99X rp ar v a Ce
st 2
Q(x,t)= | udA (49) 3. buffer Il layer 7=CBy*
A
whereQ=discharge. These equations are the same as those pre- a_. K (53)
sented by Pezzing&8]. Cg SYes Cpg+ k?/ACR,
In cases where the radial velocity componémiass flux is
negligible, Egqs(47)—(49) can be usefully applied. However, the N LoV
inclusion of radial fluxes in Eq¥45) and(46) remove the incon- 4 logarithmic region —==xy,[1—(«x/4Cm) (Y /R,)]
sistency that occurs near boundary elements due to the simulta-
neous imposition of the no-slip condition and the plane wave as- K
sumption[24]. Since numerical integration of E¢49) is needed XCB+ «%14C, R,
to relate velocity distribution to discharge, even very small errors L
from neglecting radial fluxes can produce spurious oscillations in ——
pressure head calculations. =Yes ;Zcm(lJr 1-Ce/CmRs
Ghidaoui[26] derived quasi-two-dimensional equations from

the complete 3D continuity equation and Navier-Stokes equations (54)

using an ensemble averaging process in which the assumptions v 1
inherent in the quasi-two-dimensional equati¢sch as flow axi- 5. core region —=C.R, —2C,(1+1—-C./C)R,=<Y,
symmetry and the plane wave assumptiare made explicit. The v K
scaling analysi$26] shows that the viscous terms associated with <R (55)
the compressibility of the fluid are significantly smaller than the *
viscous term associated with angular deformation. Therefore, thderey=R—r, y, =u,y/v, R,=u,R/v, u, =7,7p, and the
compressibility is neglected in the momentum equations of bo@@efficients area=0.19, Cg=0.011, x=0.41, C,=0.077, and
1D and 2D models. C.=a function of Reynolds numbedusually a value of 0.06 is

In Silva-Araya and Chaudhr87,98 and Eichinger and Lein used. The total viscosity distribution depends on friction velocity
[45], an integration of the momentum equation is also carried o, and positiony only. This is true for steady flow since all
In each case, the system reduces to a 1D formulation. The quagformation at interior points will ultimately propagate to the wall
two-dimensional momentum E@6) is only used to provide an boundary. Given sufficient time, the velocity profile adjusts and
unsteady friction correction for 1D governing equations. Thedially depends on wall shear stress only. However, this model
corrections include(i) an energy dissipation factor, which is themay be problematic for unsteady flow since the interior conditions
ratio of the energy dissipation calculated from the cross-sectiorf@nnot solely be represented by wall shear stress.
velocity distribution to that calculated from the Darcy-Weisbach
formula[37,98 or (ii) direct calculation of wall shear stress, ei-l
ther by velocity gradient at the pipe wall or through energy diss|
pation[45].

9.2 Two-Layer Turbulence Model. In the two-layer turbu-
ence model, flow is divided into two layer§) a smooth pipe,
jiscous sublayer is assumed to exist near the wall;(@phdutside
the viscous sublayer, the Prandtl mixing length hypothesis is used

. _ 11
9 Turbulence Models 1. viscous sublayer e=0 vy, <11.63 (56)

Turbulence models are needed to estimate the turbulent pertyir-

bation term for—pu’v’. In the water hammer literature, the
widely used turbulence models are algebraic mOde\Iﬁhere
[25,37,38,98,9Pin which eddy viscosity is expressed as some
algebraic function of the mean flow field. Other sophisticated | Y —yR)
models(such as th&— e model, which require additional differ- RKRE (58)
ential equations for eddy viscosjthave also been trief45].
Similar results for the pressure head traces have been obtained. 10

The algebraic turbulence models used by Vardy and Hwang k=0.374+ 0-0132|f<1+ Rej (59)
[25] and Pezzingd38] are discussed further to illustrate some
features of algebraic turbulence models. These models were camed in whichl =mixing length and ReReynolds number for ini-
paratively studied by Ghidaoui et #46]. The comparison shows tial flow. The thickness of the viscous sublayer is determined by
that very similar dissipation is produced by the two models. Othére wall shear stress. The eddy viscosity in the turbulent region
different variations of algebraic turbulence models are available iimcludes some information about the velocity profile. The two-
Rodi[102]. layer model appears to be more suitable for unsteady flow simu-

Ju
turbulent region e=1?

oo ¥.=1163 (57)
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lation, but one should note that the expression for mixing lengifardy and Hwand25] solves the hyperbolic part of governing
and the empirical coefficient are based on steady flow equiva-equations by MOC and the parabolic part using finite difference.
lents. This hybrid solution approach has several merits. First, the solu-
Ghidaoui et al.[46] compared both model§i.e., the five- tion method is consistent with the physics of the flow since it uses
region and the two-layer modednd obtained very similar results MOC for the wave part and central differencing for the diffusion
for pressure head estimates. The comparative study suggests plaat. Second, the use of MOC allows modelers to take advantage
the pressure head is not sensitive to eddy viscosity distributionoh the wealth of strategies, methods, and analysis developed in
the pipe core region. As these models are based on steady flmamjunction with 1D MOC water hammer models. For example,
principles, the application of these models to unsteady flow proehemes for handling complex boundary elements and strategies
lems implicitly includes the quasi-steady assumptions discussedlieveloped for dealing with the 1D MOC discretization problem
Section 7. (e.g., wave speed adjustment and interpolation techniquaesbe
These algebraic turbulence models are widely used, mairddapted to quasi-two-dimensional MOC models. Third, although
because of their simplicity and robustness. As more powerftile radial mass flux is often small, its inclusion in the continuity
computers become available and improvements are made to aguation by Vardy and Hwarl@5] is more physically correct and
merical solution techniques, detailed turbulence structures maydseeurate. A major drawback of the numerical model of Vardy and
obtained using more sophisticated turbulence models, such as litveang[25], however, is that it is computationally demanding. In
two-equatiork— e models, or perhaps even Reynolds stress moghct, the CPU time required by the scheme is of the ofd@r
els, for which no eddy viscosity hypothesis is needed. whereN,=number of computational reaches in the radial direc-
All of the models mentioned above are based on the Reynoldion, Vardy and Hwang’s scheme was modified by Zhao and
averaged Navier-Stoké®RANS) equation. The averaging processGhidaoui[105] to a much more efficient form. The CPU time
is clearly a time average and valid for steady flows. For unsteagdquired is reduced to ordé, , making the scheme more ame-
flows, the use of the time average is highly questionable unless tghle to application to the quasi-two-dimensional modeling of
unsteadiness has a much larger time scale than the time scal@ipé networks and for coupling with sophisticated turbulence
turbulence. Obviously, this is not the case for fast transients. models. Several numerical schemes for quasi-two-dimensional

As an alternative, large eddy simulatidrES) has been devel- modeling are summarized in the following material.
oped recently. In LES, the Navier-Stokes equation is filtered, o
large-scale motion is resolved while the small-scale motion is 10.1 Vardy-Hwang Scheme. The characteristic form of
modeled. If results from LES were available, then some of tHeds.(45) and(46) is as follows[25]:
assumptions mentioned previously could, in principle, be more )
rigorously evaluated. Unfortunately, in carrying out LES, a full dH 'adu a’ldq ald(r7)
3D system of equations must be solved using very fine grids dt ~g dt grdr grp or
[104]. For steady flow simulations, when the turbulence statistics
reach steady, the ensemble average can be obtained over a time X
interval from a single ruf104]. However, the ensemble average along -==*a (60)
cannot be obtained from a single run for transient flow. The re-
quirement of many runs makes the resulting computational prgnereq=ry.
cess prohibitively time consuming. As yet, such analyses have notthe pipe is divided intdN, cylinders of varying thickness. At
been performed in pipe transients. a given timet and locatiorx along the pipe, two equations apply
. . to each cylinder. Since there aké cylinders in total, the total
10 Numerical Solution for 2D Problems number of equations isN, . Therefore, the governing equations
The 2D governing equations are a system of hyperboliéer all cylinders can be written in matrix form as follow#z
parabolic partial differential equations. The numerical solution cf b, whereA is a 2Nr X 2Nr matrix whose form is as follows:

1 g +€Cyp(1) 0Cq2(1)— €Cyz(1)

1 - g+ecu2(1)} 6Cq2(1) €Cy3(1)

1 —€eCuy(j) ~6Cq(j) g+ecu2<j) 0Caq2(]) —€Cu()
1 €Cu(j) ~6Cq(j) - g+ecu2<j)} 0Caq2(]) €Cua(j)

. “eClND  —0CEND S eCyNn)
1 ECul(Nr) _Oqu(Nr) - g+eCu2(Nl’)}

where j=index along radial direction;C,,;,C,,Cy3=coefficients associated with axial velocity; Cg;,Cq,=coefficients
associated with radial flux q; and e and 6 are weighting coefficients. The unknown vectorz

=HM " uf Tt el U a1 U i which i =index along axial direction and the superscilptie-
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notes the transpose operator drela known vector that depends on head and velocity at time kevEherefore, the solution for head,
and longitudinal and radial velocities, involves the inversion oNg2 2N, matrix. The sparse nature éfis the reason the scheme is
inefficient.

Improving the efficiency of the Vardy-Hwang scheme is essential if quasi-two-dimensional models are to become widely accepted
as tools for analyzing practical pipe systems or for conducting numerical experiments. Algebraic manipulation of the coefficient matrix
leads to a highly efficient scheme in which the original system becomes two subsystems with tridiagonal coefficient matrices expressed
as the following:Bu=b, andCv=b,, whereB is a tridiagonalN, X N, matrix given by

a
a+€cu2(1) —€eCy3(1)
. a . .
—€Cu1(j) §+6Cu2(1) —€Cys(])

a
—eCul(NI’) §+ECU2(Nr)

The unknown vectou={u/7*,--- ul"*, - uf}}" represents longitudinal flow velocity, is a known vector whose elements
depend orH, u, andq at time leveln; andC is a tridiagonalN, X N, matrix given by

1 0Cqa(1)

0 —[6Cq(2)+6Cq(1)] 6Cq2(2)

0Cqu(j—1) —[0Cq(j)+6Cq(j—1)] 0Cq2(j)
#Cq1(Nr—1) —[6C(Nr)+ 6Cq;(Nr—1)]
I

Lastly, v={H"* gM*,---q";L;}T is an unknown vector of equations and that obtained from the velocity profile integration, it

head and radial velocities arl,=a known vector whose ele- is neglected, since the calculation of the velocity profile is only
ments depend ohl,u,q at time leveln. Inversion of tridiagonal used to estimate the friction term. This latter difference has only a
systems can be performed efficiently by using the Thomas alg®inor influence on the calculation of the unsteady friction term, as
rithm. argued by Eichinger and Lei5].
) ) ) Silva-Araya and Chaudhry[87,98 procedure is similar to the
10.2 Pezzinga Scheme.The numerical solution by Pezz-foregoing methods. Once the velocity is obtained, energy dissipa-
inga [38] solves for pressure head using explicit FD from th@on and discharge can be calculated. The dissipation is used to
continuity Eq.(47). Once the pressure head has been obtained, {®&imate an energy dissipation ratio, which provides a correction
momentum Eq(48) is solved by implicit FD for velocity profiles. factor for the friction term in the 1D equations. The adjusted 1D
This velocity distribution is then integrated across the pipe sectieuations are then solved to give a new discharge, which is com-
to calculate the total discharge. The scheme is fast due to decgired to that calculated from velocity profile integration. If the
pling of the continuity and momentum equations and the adoptielifference is smal(say, less than 5¥the calculation proceeds to
of the tridiagonal coefficient matrix for the momentum equationhe next time step. Otherwise, the pressure gradient is adjusted,
It has been applied to network simulations. and the procedure is repeated. A mixing length algebraic turbu-
While the scheme is efficient, the authors have found that thae;ce modellsmooth pipe[37], rough pipe[98]) is used in the
is a difficulty in the numerical integration step. Since the integraalculation of the velocity profile.
tion can only be approximated, some error is introduced in this
step that leads to spurious oscillations in the solution for pressugq_. Boundary Conditions
To get rid of these oscillations, a large number of reaches in the ) . ) )
radial direction may be required or an iterative procedure may I'he notion of boundary conditions as applied to the analysis of
need to be usefB7]. fluid transient problems is analogous to, but slightly different
from, the conventional use of the terminology in solving differen-
10.3 Other Schemes. In Ohmi et al.[99], the averaged 1D tjal equations. Just as a “boundary value” problem in the math-
equations are solved to produce pressure and mean velocity. Engatical sense implies conditions that must be satisfied at the
pressure gradient is then used to calculate a velocity profile usigdges of the physical domain of the problem, boundary conditions
the quasi-two-dimensional momentum equation, from which wa fluid transients implies the need for additional head-discharge
shear stress is determined. relations to describe physical system components such as pumps,
A similar procedure is used in Eichinger and L¢#b]. One- reservoirs and valves. Thus, one or more simplified auxiliary re-
dimensional equations are first solved to obtain the pressure gigtions can be specified to solve for piezometric head, flow veloc-
dient. This pressure gradient is used to solve @§) using a ity, or other variables associated with the physical devices them-
finite difference method. The eddy viscosity is obtained from selves. Examples of boundary conditions include, but are not
k— e model. Once the velocity profile is known, the friction termiimited to, valves, nozzles, pumps, turbines, surge tanks, air
can be calculated from the velocity gradient at the wall, which galves, tanks and reservoirs, heat exchangers, condensers and
then used in the 1D equations. An iterative procedure is employetany other application-specific devices.
in this calculation to obtain eddy viscosity. Although there might This section of the paper discusses a generalized approach to
be some difference between the discharge calculated from drigorporating boundary conditions within the method of charac-
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teristics framework that preserves the complex physical and top Time t
logical character of the compressible fluid system. The approa
utilizes unambiguous definitions of the nodes, links, and bounda
conditions that represent the components of a physical pipe s
tem or network. Attention is restricted to the method of characte
istics solution because it is the most powerful and physically col
sistent method for dealing with physically and behaviorally
complex devices without imposing unrealistic or difficult modifi- ct c-
cations to the numerical scheme. The discussion begins by At
viewing the governing equations and the form of the method ¢

characteristics solution that has been developed for this purpos A C B
11.1 Governing Equations and Their Solution. Two AL L A &
equations—a relation of mass conservation and a momentt Az
equation—are generally used to model transient flow in close —
conduits (e.g., [20-23), which can be written from Eqg20), Di
(21), and(28) as istance &
N 9H fV|V| Fig. 6 Method of characteristics grid
9% O (61)
gH a? oV P
E+55=0 (62) AQ|Q|dX:[QA+ €(Qp—Qa)1[QalAX (66)

To be compatiblex andV must be positive in the same direction.in which |e|<1.
Equations(61) and (62) are valid as long as the flow is 1D, the  This linearization of the friction term includes the “classical”
conduit propertiegdiameter, wave speed, temperature,) & Q,|Qa|Ax approximation €=0.0) and the “modified”
constant, the “convective” and slope terms are small, and thg,|Q,|Ax linearization €=1.0) as special cases. The approxi-
friction force can be approximated by the Darcy-Weisbach fomation associated witlk=0.0 has been traditionally employed,
mula for steady flow. In addition, it is usually assumed that thgut is troublesome for high friction cases; the modified lineariza-
friction factor f is either constant or weakly dependent on theion is often more accurate and has improved stability properties
Reynolds number. Note that, for simplicity, the shear model in t@07], but has not yet been universally adopted. Not only does Eq.
momentum Eq(61) above is equivalent to Eq41) without the (66) allow a single program to be used for both approximations,
convolution term. Other shear models can be readily adapted it intermediate values afcan be used to optimize accuracy for
use in the boundary condition framework described herein. g givenAt. Preliminary results indicate values near 0.81 are well
Because the equations governing transient fluid flow can sebited to most applications. Higher-order approximations of the
dom be solved analytically, numerical solutions are used to agnergy loss term can also be incorporated, but generally require
proximate the solution. The most widely used procedure is therative solution procedures. The linearized first-order approaches
fixed grid method of characteristics, which has the desirable a&sult in explicit formulations and provide acceptable results over
tributes of accuracy, simplicity and numerical efficiency. Thene initial wave cycle for systems of low to moderate friction.

method is described in many standard references including If Eq. (63) is integrated as illustrated above, two equations can
Chaudhry[20] and Wylie et al.[23]. Again, the procedures de- pe written for the unknowns &

scribed here can be easily adapted for use with any of the inter-

polation, reach-back, reach-out, and wave speed or pipe length Hp=Cp—BpQp (67)
adjustment schemes mentioned previously. and
In essence, the method of characteristics combines the momen-
tum and continuity equations to form a compatibility expression Hp=Cn+BuQp (68)
in terms of discharg® and headH, that is in which
R Cp=Ha+QA[B—R|Qnl(1- 69
dHthQiA—Q|Q|dX=O (63) p=Ha+Qal |Qal(1-€)] (69)
X Bp=B+€R|Qy| (70)
whereB=a/gA and Cu=He~QelB—RIQel(1- €] (71)
Ro _oX (64) Bu=B+eRQy (72)
2gDA In more complex systems, a s_ubscript to _indicate the pipe_number
This equation is valid only along the so-calléd andC~ char- is often added to these equations. At poiRtsnternal to a pipe-
acteristic curves defined by line, Hp can be eliminated from Eq$67) and (68) to obtain
Cp—C
dx —_=r =M
Fiie (65) Qe Bp+By (73)

At the ends of a conduit, however, the solution of the character-
istic equations is algebraically complicated by one or more
“boundary conditions.”

For this reason, the-t grid in Fig. 6 is chosen to ensurex
==+aAt. Then, if the dependent variables are knowandB,
Eq. (63) can be integrated along bo&P andBP. Integration of
the first two terms is straightforward, while the third requires the 11.2 Boundary Conditions. The subject of what constitutes
variation of Q with x to be known. Although this function is a boundary condition can be treated generally. Kafi€g| pre-
generally unknown, the term can usually be approximg2&ii A sents concise terminology for describing pipe networks and
convenient linearization of thé to P integration is given by boundary conditions. His nomenclature is followed throughout
Karney and Mclnnig106] as follows: this paper and is briefly reviewed here. Once the time domain is
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proposed by Karney108]. It differs from the latter only by the
inclusion of the variable friction term linearization.
For all pipes belonging to the shi;, Eq.(67) holds while Eq.

(68) applies for members oN,. These equations can be rear-
Q ranged to obtain
ext
e on N 74
Qpi*—B—Pi+B—Pi, 1eNg (74)

and

— = — 4+ — i
ij BMJ BMJ- » JeNy (75)
in which the second subscript represents the variable at the bound-
ary section of a particular pipe in the set.
The continuity equation for the junction requires the sum of
the flows entering the node to equal the sum of the flows leaving
the node

Fig. 7 Generalized node with one external flow
2 Qp~ 2 Qp,~Qex=0 (76)
ieNy jeNy
discretized intoAt segments, most conduits in the network ar&quations(74) and(75) can be substituted directly into E6) to
divided into one or moreeachesof length Ax. For clarity, the produce the following expression féfp :
term “pipe” is henceforth restricted to conduits containing at least Hp=Co—BcQ (77)
one characteristic reach. The end of each reach, where head and pPT~C PCkext
flow values must be determined, is calledsection At sections in which

internal to a pipe, the discharge can be obtained from(E8§). 1 1\t
However, at each end of the pipe, an auxiliary relation between Be= 2 — 4 E . (78)
head and discharge must be specified. Such a head-discharge re- ien, B, SR, BMJ-

lation is called aoundary condition

The term “node” is used herein to indicate a location wherémcI
boundary sections meet. Thikegreeof a node is the number of Cp Cu
pipes(i.e., characteristic sectionsonnected to it. However, in a cC:BC( 2 — 4 2 !
general network, not only pipes may be connected to a node, but ien, Bep, Bum

various other elements as well. For example, a node may repres@&ﬁation(?ﬂ represents a single relationship between junction

o o e ot b o st e 20He and extnal 00Qcq 1 2 mulipp fictoriess
ging ' P tion. The form of this equation is equivalent to the singlé

valve. All such nonpipe junctions are labeledternal and the N,
number of such connections is called t@mplexityof the node. comp_a}tlblllty Eq. (.67) and shows that any one-no_de boundary
condition located in a network can be evaluated in exactly the

A node of complexity zero is callesimple a node of complexity . .
. . same manner as if the boundary condition occurred at the down-
oneordinary, and a node of complexity greater than auenplex iream end of a single pipe.

::réh:zfgﬁ%%r’tgoggg&%;? ng”gg;g’:ﬁggﬁ d \t,\k,:fah c(i:l?frch]E:te ngOdSeSOnce a functional relationship representing a particular hy-
y sy Y, Y Hraulic device is substituted into E€Z7), a single equation and

zzmggkﬁnn;g:;;ks'Bziegzeﬂs] ; ?otllgew(i:r?msp é?[(ilct))rll thtct]vssn(i)sd ;snsdg] tEl}Jrﬁknown results. If this relationship is either linear or quadratic,
' 9 ' Peh explicit formula for the unknown can be obtained.

dent of the degree of any node in the network. The terminoloé"y For example, the simplest boundary condition occurs when

related to nodes can be extended in a natural way to networks.as . - : .
well and has been used by Karnf30d] to develo);/) a general (fext is either constant or a known function of tinte.g., constant

approach for analyzing complex networks displacement pumps or fixed demahnds this case, the value of
) Qe Can be substituted into E€Z7) to obtain the junction head. In
11.2.1 Simple and Ordinary One-Node Boundary Conditiongarticular, this equation becomely, = Cc whenQ,,; is zero. This
Junctions of several pipes are usually modeled as frictionlesssiplution for a simple node is algebraically equivalent to &) if
transient flow applicationg.g.,[109,110). Complications arising the node has only two pipes.
by attempting to calculate junction losses at a general node areComprehensive treatment of various boundary conditions such
considerable and are not discussed in this paper. Generally, engdgyvalves, pumps, turbines, accumulators, air valves and many
losses at junctions are relatively small and neglecting them dogigers can be found in Wylie et 423], Karney[108], Chaudhry
not appear to significantly impair the accuracy of the method §20], Mclnnis[111], Karney and Mclnnig82], and Mclinnis et al.
characteristics solution for a simple pipe junction. [112]. Formulations for many system-specific devices abound in
The assumption that local losses are negligible is equivalentttte literature.
representing the hydraulic grade line elevation at the node by a
single number, designatedy .
Consider now Fig. 7, which depicts a junction of any number\?vlf
pipes at a node. Lét; be the set of all pipes whose assumed flo 2 Water Hammer Software
direction is toward the node in question adg be the set of pipes  With the advent of the Windows operating system, computer
whose assumed flow direction is away from the node. Let om@nguages such as Visual Basic and Visual C, geographic informa-
flow be identified as external and governed by an auxiliary reléion systemqGlS), and the World Wide Web, many water ham-
tion. Positive flows are assumed to frem the junction. The mer models, previously only suited to academics and expert engi-
following derivation is similar to that appearing in Chapter 11 ofieering practitioners, are now accessible to even the most novice
Fluid Transientsby Wylie and Streete22], but uses the notation analyst.

(79)
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In this section, we describe several commercially available wa-12.2 Hammer. With HAMMER, a schematic of the piping
ter hammer software packages. The information presented heréaigut for both pipelines and networks can be drawn on-screen
intended to aid readers in locating software appropriate to theind groups of hydraulic elements duplicated to save time during
water hammer analysis needs. the input process. As an initial condition, steady-state data can be

It is important to note that two of the authors of this paper arigported from EANET and WATERCAD. Some of the available
also authors of a commercially available water hammer softwapeundary devices include pumps, air vessels, open surge tanks,
package. To avoid any conflicts of interest and to be fair to dieservoirs, surge control valves, vacuum relief and air release
water hammer software developers, a critique of each water haylves, and bypass lines with check valves.
mer software package is not presented here. Commercially available for over 15 years, this method of

Instead, the intention of this section is to summarize the perfibaracteristics-based model can be used to simulate pump power
nent features of each computer model. These features include, fgiltire, valve closure, pipe breaks, and pump startup. Time history
are not limited to, the available hydraulic devices, selectable surg@imations and plots of transient pressure, flow rate, and air or
protection measures, input facilities, and output graphical visudf@Por volume at nodes and along pipes are available for both
ization options. Also listed for each software package is the n@ipelines and networks. The model also produces profile views of
merical method used by the water hammer model to solve tR8tWOrk pipeline paths, showing the initial steady-state pressure
unsteady flow problem. The reader is directed to Sec. 5 for bad@ Well as the maximum and minimum pressure envel¢ges-
ground on these numerical methods. tact: www.ehg.dns2go.com

Each computer model has special features that distinguish itj2 3 Hytran. Drag-and-drop faciliies enable on-screen
from the other reviewed models. These differences are most ofi@hstruction or deletion of a pipeline or network in either plan or
the result of a desire to serve a specific commercial market. file views. Alternatively, node, pipe, and boundary device data
example, some packages are best suited to fire protection sprinklgh be directly imported from HANET. Some of the selectable
systems, fueling systems, or oil pipelines, while others are cleaBpundary devices include pumps, turbines, air chambers, vacuum
tailored to large municipal water distribution systems. Still otheglief valves, check valves, tanks, reservoirs, pressure relief
models specialize in the analysis of hydroelectric systems, sewaggves, pressure regulating valves, and demands. On-line help,
force mains, or industrial applications such as cooling water Syigcluding a database of valve coefficients and pipe material prop-
tems. However, despite their obvious market focus, it is oftesities, is available to the user.
possible to analyze just about any piping system with each of A method of characteristics-based solver generates pressure and
these models. flow rate history traces at nodes and along the pipeline following

The software packages described herein are in no particuparmp power failure or startup. In addition, the computed transient
order and more information on a prodyetg., up-to-date pricing, hydraulic grade line at any instant in simulation time can be plot-
new features, computer system requirements,cao be obtained ted in combination with the pipeline profile. Pressure traces, hy-
upon browsing the appropriate Internet homepage, which is listdchulic grade line plots, and pipe flow direction can be animated
at the end of each review. Unless otherwise noted, the softwdog real-time viewing. A column separation indicator warns the
packages reviewed below operate within a Windows-based enuser when cavitation is detectécbntact: www.hytran.ngt
ronment. Please also note that the information summarized belovxﬁ
is largely derived from each water hammer modeler’s Internﬁ%

homepage and is current at the writing of this pa(@03. data for pipelines and networks. Some of the boundary devices

Due to space limitations, all of the water hammer softwar% ) :
ackages now readily available could not be included in this surtn-at can be represented by the model |n_clude pumps, turbines,
P lves, reservoirs, surge chambers, and air vessels.

mg?/h;hi.g?igegél‘z ((:etpncogrnagi? ttr?esrizrdcglsogésc[trekzggtlr\llgfe% nt Fjsing a fourth-order implicit finite difference based numerical
pri Ing : n. solver, HrprESscalculates the maximum, minimum, and instan-

12.1 Pipenet. This fluid flow program predicts pressuretaneous transient hydraulic grade line for a pipeline following
surges, calculates hydraulic transient forces, models control spsmp power failure. The hydraulic grade lines are plotted in com-
tems, and has been commercially available for over 20 years. bination with the pipeline elevation profile and the instantaneous

The interface drag-and-drop facilities are used to build a scH&ansient hydraulic grade line, which can be animated in real time
matic of the pipeline or network and the associated boundary d&ontact: www.hif.cx.

vices. Pipe schedules as well as fitting, lining, pump and valve 125 IvpuLst. Liquids such as water, petroleum, chemical

data are provided on-line for the user's convenience. The user Galqcts, cryogens, and refrigerants can all be modeled using the
specify the units of both the input and output data. Fluid propefyp, s water hammer model. A piping schematic is created in
ties such as viscosity and specific gravity can also be input by g, \yorkspace using drag-and-drop facilities and data can be input
user. Boundary devices include pumps, air chambers, resenvojfgectly by the user or obtained from a built-in database contain-
tanks, caissons, vacuum relief valves, check valves, flow contigy properties for nine fluids and eight pipe materials. Some of the
valves, surge relief valves, and air release valves. hydraulic devices that can be incorporated into the pipe network
PIPENET performs a surge analysis using the method of charagrjude pumps, reservoirs, liquid accumulators, gas accumulators,
teristics and calculates pressures and flow rates at nodes, piRgguum breaker valves, demands, relief valves, and pressure con-
and boundary devices, as well as transient pressure forces@ valves.
pipes and bends. As an option, the program calculates the formanvpuLse will calculate a system steady state and transfer it to
tion, growth, and collapse of a vapor cavity if the pressure in thRe method of characteristics solver. Pipe length adjustment, as
pipe system drops to vapor pressureERET also has facilities for opposed to wave speed adjustment, is used in combination with
incorporating control theorye.g., proportional, integral, deriva- the time step to spatially discretize the piping network. In some
tive loopg in the operation of pumps and valves. Note that gases, this means that the modeled pipe length can approximate
special module is available for analyzing sprinkler systems.  the true length of the pipe. Transient evefgsy., pump power
Output data can be plotted as time history plots, each with useilures, pump starts, valve closures,)atan be initiated based on
defined titles. Examples include pressure and flow rate time hi#me or a device setpoint. Liquid column separation, vapor cavi-
tory plots at nodes, pipe sections, or boundary devices. In adtiition, and cavity collapse can be modeled. This model will iden-
tion, graphs of fluid level in an air chamber versus simulation timEfy when and where maximum pressures occur and plot flow rate,
may be plotted Contact: www.sunrise-sys.com pressure, and velocity time histories, which can be formatted by

2.4 Hypress This model has an object-oriented interface
at allows for flexible input of pipe, node, and boundary device
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the user. At each time interval, output, such as maximum and12.10 WHAMO. This model uses a four-point implicit finite
minimum pressures, are tabulated for each node, pipe, and boudifference method to calculate time-varying flow and head in
ary device(Contact: www.aft.com pipelines and networks. The user can select boundary devices
ch as pumps, turbines, valves, tanks, reservoirs, vented or un-
nted air chambers, pressure control valves, electric governors,
A4 constant or time varying demands. A schematic of the piping
system can be drawn on-screen with the help of a palette of
oundary device symbols.

12.6 WaNDA. Both pressurized and nonpressurizeég
branched and looped pipe systems can be simulated with this
ter hammer model. Free-surface fldire., a partly filled pipgis
modeled using a conjugate gradient method with an upwind
vection approximation. The effects of draining and filling a pipe- goth steady-state and transient conditions are generated and
line can be simulated with this component. simulations of pump power failure, valve closure, turbine load

A schematic of the piping system can be created on-screen Wsiaction, turbine startup, and governor controlled turbine opera-

ing a palette of boundary devices. A user defined im@&g., @ tjon are possible(Contact: www.cecer.army.mil/usmt/whamo/
street mapcan be imported as a background to the schematic ajghamo_htm.

properties of nodes, pipes, and boundary devices are input using
dialog boxes. Some of the available boundary devices includel2.11 TrRANSAM. Using this model, real-time, 3M.e., dis-
pumps, control valves, check valves, taps, air vessels, air intanice, time, and pressuranimations of the transient pressure
valves, surge towers, pressure relief valves, weirs, and condensg#face can be viewed along user-defined network and pipeline
The method of characteristics-based solver can be interrup@@ths. A piping layout map can be created in a designated work-
and resumed during a simulation. Cavitation and control theo?ace using point-and-click options and a combination of pull-
(e.g., proportional integral derivative loops, sensors), etodules down menus and dialog boxes are available for node, pipe, and
are optional. Pressure versus time histories can be plotted at u§@undary device data input. AnPENET to TRANSAM conversion
defined locations within the pipe system. In addition, it is possibMility is supplied. Some of the boundary devices that can be rep-
to view an animation of pressure wave propagation and reflectiggsented by this model include pumps, turbines, air chambers,
along pipeline routes of a netwotontact: www.wldelft.nl/sofy reservoirs, tanks, flow control valves, air and vacuum relief
wanday). valves, check valves, pressure relief valves, surge anticipating
valves, pressure reducing/sustaining valves, constant and time
12.7 HowwmAsTER. This model calculates transient presvarying demands, and bypass lines with check valves.
sures and flow rates in piping networks. In addition, calculation of Pump power failure and startup, variable speed pump and valve
heat transfer and simulation of partly empty pipe segméats, operations(e.g., full and partial openings or closuresurbine
sprinkler systemsis possible. load rejection, and pipe breaks are just some of the event or time
Pipe networks can be drawn on-screen using a list of pipingitiated unsteady flow conditions that can be simulated using this
components and some of the boundary devices that can be repriethod of characteristics-based model. Simulation of the forma-
sented include pumps, reservoirs, weirs, orifices, valves, accuniign, growth, and collapse of vapor cavities is optional. Time his-
lators, diaphragms, diffusers, heat-exchangers and pipe fittingsry plots of pressuréand flow rate at nod¢san be produced at
User-defined boundary devices can be programmed in either Fnodes and along pipes. Real-time animations of the instantaneous
TRAN or C. Operational issues can be studied using predefingensient, maximum, and minimum hydraulic grade lines can be
controllers or user-defined controllers programmed in Visual Baiewed for pipe pathgContact: www.hydratek.com
sic or Java.
The method of characteristics solver generates results that can . o .
be viewed graphically or in tabular formats. Note that in additioA3 Emerging Applications in Water Hammer

to liquids, gas flow dynamics can be simulatébntact: www- By now, the reader is likely aware that the principal use of
flowmaster.com transient analysis, both historically and present day, is the predic-

128 SRGE2000. Wil this model, a schematc of the pip-L°% O Pl it and negaie pressirs e sysens o i
ing layout can be drawn on-screen and over it can be placed i bprop gt pip bp

imported background image, such as a street or elevation Cont?gﬂances and to design effective transient pressure control sys-

. . . ms.
map. Boundary devices include pumps, valves, reservoirs, tan S’I'vsvo important areas in which transient modeling is now takin
air vessels, air and vacuum valves, pressure relief valves, su P 9 9

A ey role are parameter estimation for leakage detection and wa-
anticipating valves, and heat exchangers. er quality predictions in potable water systems. Brief discussions
This model uses the wave-plan method as opposed to {

method of characteristics or finite difference methods employ%gézgﬁe two important areas of application are provided in this
by the other models reviewed in this paper. Pump power failure; '

pump startup, and valve operatiofesg., closurgare just some of S .

the unsteady fluid flow events that can be simulated with 13.1M F:jarlamtleter Estlma_t|0r|1_ for L(leak%gt_e dDete(_:tlon ancliqln-

SURGE2000. Output, such as pressures, can be tabulated, pIotY&ﬁse odels. In many pipeline re ate |n_us_tr|es, such as a
table water supply or in oil or gas transmission, owners know

as contours over the system map, and displayed in time hist - > A
plots at nodes. In addition, for each pipeline path, the maximu at information is the key to successful management of their

minimum, and instantaneous transient hydraulic grade lines L@E?el!ne operation. For exf?‘”.‘p'e' in the case of a Water supply,
be plotted on an elevation versus distance grapBantact: ww- p ysncal system character_lstlcs, customer data, productlo_n rates,
w.kypipe. com maintenance records, quality assays, and so on, each provide man-

agement, engineering, operations, and maintenance staff with in-
12.9 LQT. First introduced in 1972, IRT can model fluid formation they need to keep the system running efficiently and
transients in pipelines and networks subject to pump power failusafely, and at a reasonable cost to the consumer. A large body of
and startup, turbine load loss, and valve closure. Some of tliterature on the subject of information requirements and data
boundary devices that can be selected by the user include pumpanagement already exists, and all private and public pipeline
turbines, check valves, air and vacuum valves, surge tanks, stantlities are aware of the importance of collecting, archiving, and
pipes, accumulators, and pressure relief valvegT loperates analyzing data. Perhaps the most costly and time consuming as-
within a DOS environment window and uses the method of chgpect of information management, however, is the collection of
acteristics to compute pressures and flow rates that can be @ata. This section outlines how inverse transient analysis can be
ported to spreadsheets, databases, and graphic software for ppplied to gather some types of physical system data. The tech-
sentation(Contact: www.advanticastoner.com nology has the potential to be both cost efficient and accurate.
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Using high-frequency pressure transducers, it is now possiblertmre measured data sets using some assumed set of system pa-
safely measure induced, or naturally occurring, pressure sumgeneters. System parameters could be pipe wave speed, friction
events. Coupling water hammer models to inverse models offdestor, water consumption rates and locations, leakage rates and
the possibility of inexpensive data collection with a wide coveragecations, and so on. A “merit” function is used to compare the
of the system. System demands, leakage, pipe conditmmh- goodness of fit between the observed data and the model output.
ness, closed or partially closed valves, even pockets of trappéebmmon merit functions are the error sum of squares, sum of the
gas or air car(in theory at leastall be detected using recordedabsolute values of errors, etc. Some sort of search or optimization
high-frequency pressure data. In addition to pressure measuseacedure is employed to find the set of parameter values that
ments, transient flow data can also be used in the inverse analysisimizes the discrepancy between observed data values and
procedures. However, flow meters capable of accurately resolvitigse predicted by the forward model. It is the nature of the search
the variation in flow rates that occurs during water hammer everigchnique employed in the optimization step that characterizes the
are quite expensive and more troublesome to install. Highverse modeling approach.

frequency pressure transducers, on the other hand, are reIativeIX3 1.1.1 Adjoint models. Adjoint models use a form of La-

inexpensive and easy to mount at common access points, suc %%gian optimization coupled with a gradient search to minimize
valve and meter chambers, or even at fire hydrants. To date,

i . e errors between the observed data and the forward model pre-
draulic model parameters such as pipe roughness and wave sp(ac?& n. In transient flow applications, the problem statement

have been successfully calibrated using these techniques. would take the following general forifsee also Liggett and Chen
13.1.1 Inverse Analysis of Transient DataWhether a tran- [121)):

sient is small or large, accidental or planned, pressure waves

propagate from their respective points of origin to other parts of Minimize E:Z [(h™—h%)?+(q™—q°)?] (80)

the system. They travel at speeds ranging from about 250 m/s to

nearly 1500 m/s, depending on pipe material, soil and anchoriggbject to the following physical constraints:
conditions. The shock fronts interact with any part of the system

that either dissipates energy or does work in a thermodynamic ﬂJr a_za_q: 81)
sense. Thus, the energy content of the wave is diminished by at  gA dx

virtue of its interaction with the physical system, and its frequency

components, amplitude, phasing, and attenuation characteristics ﬁ_q gA@+fM:O (82)
become modified through successive interaction with the system. at ax  2AD

In effect, a pressure signal at a given location constitutes a recorn
of conditions in the system during the course of a given tranS|e£1 ntinuity and momentum equations rewritten in terms of dis-

event. ; - L

. . . . . ... charge and assuming steady Darcy-Weisbach friction. The super-

D_emphenng t.h's rec_ord of interaction and extracting its Inforécriptm denotes measured data values and the superscdpt
mation content is precisely what an inverse transient model do

The inverse model evaluates the recorded pregsufiow) signal ndtes the values computed by the forward mokié; piezometric

and determines which sér set$ of system parameters, i.e. pipepressure heady is the flow ratea is the pipeline celerityf is the

roughness, water consumptigteakage, wave speed, etc beStDarcy-Weisbach friction factot, is time,x is a spatial coordinate,
g ' P g¢, > Speed, ' g is gravitational acceleration, adandD are the pipeline cross-
matches the measured data. In this way, informatidata of ectional area and diameter, respectively
several types can be gathered from those areas of the pipe SyS%enéquation(SO) can be corﬁbined with Eqs{Sl) and (82) by
that the transient waves have traversed. For example, pressikgﬁ;]g Lagrangian multipliers, and ), as follows:
1 2 .

traces from two pump trip tests can be sufficient to estimate pipe
roughness values for every major pipe and consumption values at

each node in a small city. Of course, the accuracy of the estimates E* = f ﬂ(hm h®)28(x™—x°) 8(t™—1%) + (g™~ q°) ?S(x™
can be improved by increasing the number of tests performed or xJt

ereE is the error sum of squares and E@&l) and(82) are the

by monitoring pressure@lows) at more than one location. sh a2 aq aq oh
There is extensive literature about inverse analysis in both sci- =X S(t"M =)+ Ng| =+ = — | T No| ==+ O0A—

entific and engineering journals. The techniques have been applied gt gA Jx ot X

for many years to structural engineering applications e.g., system alal

identification and damage detectiphl3]. Sykes[114], Sun and +f—”dxdt (83)

Yeh [115], and Sun[116] have used inverse methods to identify 2AD

parameters in 2D groundwater flow. Jarny ef{al7] applied the  The merit (erron function has now been designat&t to

adjoint technique to heat conduction problems. Cacuci a8 indicate that it includes the Lagrangian terms for the continuity
and Hall[119] applied the adjoint method to meteorology anénd momentum equations, and has been expressed as an integral
climate modeling. Marchuk120] applied the adjoint technique to tg e consistent with the continuum form of the momentum and
air pollution problems. B continuity equations. The Dirac delta functions are included to
Most, though not all, inverse models utilize real measuremenifsuyre that merit function terms are evaluated only at those loca-

in a “data-fitting” exercise that typically provides “best-fit” pa- tjons and times for which observed data exist, i.e..
rameters for the mathematical model postulated to fit the data.

Least-squares data-fitting is a simple example of an inverse e |1 for xT=x°

method that tries to fit the best mathematical madel, linear, (X" =x%)= 0 for xM£xC

exponential, polynomial, etcto some observed data set. The

“goodness of fit,” i.e., how well the particular assumed math- for tM=t°

ematical model represents the data, can be measured statistically and 5(tm—t°)={o for tM£tC

by an analysis of the errors between the observed data and those

predicted by the model. In fact, these errors are explicitly mini- The conventional approach to Lagrangian optimization is to

mized using Lagrangian optimization such that the optimal parartake partial derivatives of the merit function with respect to the

eter set is directly solved for. unknown system parametera 6r f in this simple formulatioh
The same concept can be applied to more complex physieald the Lagrangian multipliers, and\,, and equate these slope

systems using sophisticated models. In an inverse problem, outfurictions to zero. This provides four equations from which the

from a “forward” model is used to generate an estimate of one dour unknown variables, f, N1, and\, could be determined.

(84)
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However, as these equations are quasi-linear hyperbolic pardeftection. The transient response of a pipeline system to a given
differential equations, a more elaborate procedure must be uskolw disturbance with and without leakage points was measured as
Partial derivatives of the merit function are taken with respect t9ell as computed. The influence of the size and shape of small
\; and\, and at critical points of the merit function must have aeaks, along with discharge conditions and initial flow regime, on
slope of zero. The two derivative functions given in E85 the transient response of a pipeline system were analyzed. It is
below are known as the adjoint equations. found that the influence of the leak on the shape and amplitude of
JE* oh a2 aq the pressure signal is quite noticeable, even Whe_n the leak flow is
=—+——=0 only a few percent of the total flow in the pipe. Therefore,
dhy Gt QA X Brunone [123] and Brunone and Ferranfd24] formulated a
IE*  4q oh alal scheme for Igakage detection on thg basis of stqdying '[heT differ-
Py gA&—X +f 5AD =0 (85) ence |n_tran3|ent response of a pipeline system with and without a
2 leak. It is observed that the measured pressure head traces for the
It suffices to say that the adjoint model is solved iterativelyipeline with a leak is different from that for an intact pipe. When
Values for physical system parametersind f are assumed, and the transient wave encounters a leak, part of the wave is reflected
the forward model is run to determine the transient head and flogack. The leak location is determined from the time when the
The adjoint equations are solved using the known heads and flowflected wave arrives at the measurement station. The leak in-
in a backward pass to calculate the Lagrangian parameteaisd  duces additional drop in the pressure head traces, the amount of
A,. These values are used in a gradient search(ttepconjugate drop depending on the size of the leak. The size of the leak is
gradient technique is often usetb select new estimates of thesing a formal inverse approach. The agreement between the ac-

optimal parameters. The search procedure terminates when {h8 5nd the computed location and size of leak points is good.
value of E* cannot be reduced any further.

The advantage of the adjoint method is that it can be extremely13.1.1.4 Frequency response methodhe frequency re-
efficient for a well-conditioned problem. The model can be forsponse method is used by Mpesha ef&£5,126. A hydraulic
mulated to solve for other parameters of interest beside wasgstem is made up of several components. Each component can be
speed and friction. represented by a transfer matrix. Transient flow is caused by the
periodic opening and closing of a valy&25] or by the sudden

gained widespread popularity in recent years. There are many rgggning or closing of a valvg126]. A frequency response d_ia-
sons for this succesé) GAs can be applied to a wide variety ofdram at the valve is developed based on the transform matrix. For

problems;(ii) GAs do not require the development of additionaf® sys_tem with leaks, this diagram has additional resonant pressure
code needed to solve the adjoint of the forward probléii); a amplitude peaks that are Iow_er than the resonant pressure ampli-
single GA can be used with various models that solve the saritéle peaks for the system with no leaks. From the frequency of
forward problem;(iv) any model parameters can be specified 4§€ peaks, the location of the leak can be detected. Very good
the unknown system parameters in a G@; GAs are quite suc- agreement have been obtained between the computed and the real
cessful in problems containing local extrema; &m GAs can leak condition.

find not only the global optimum, but can also describe other In Ferrante and Brunongl27], the governing equations for
suboptimal solutions of interest, particularly for flat merit functransient flow in pipes are solved directly in the frequency domain
tions. Genetic algorithms do not work for every problem, howsy means of the impulse response method. Therefore, the solution
ever, and one must be aware of their limitations. GAs work best the response of the system to more attractive transient events is
for problems in which genotypes consist of a small number e ailable. Harmonic analysis of the transient pressure is used to

genes that can be expressed in short length strings, i.e., problegstify the location and the size of a leak.
having few decision variable@arametersthat can be identified

by a small number of binary digits. Problems with large numbers 13.1.1.5 Mode damping methodWang et al.[128] investi-
of real-valued parameters over an extensive and continuous gated the damping characteristics of a transient pressure wave by
main are demanding of computer resources when solved by gell friction and by system leakage. It is found that wall friction
netic algorithms. Despite these limitations, the method seemsdamps all modes similarly, but leakage damps different Fourier
work well with pipeline problems, albeit solution procedures armodes differently. In addition, mode damping by leakage is found
slower than those of the adjoint method. to depend on leak location. The marked difference in mode damp-
In the simplest sense, genetic algorithms are an efficient folifily between wall friction and system leakage was successfully
of enumeration. A candidate set of parameters is assumed or rgged to identify the location and size of led&8]. In particular,
domly generated to form individuals in a population. Subsequepfang et al[128] were able to accurately identify system leaks by
iterations use evolutionarymutatior) and reproductive(Cross- inyestigating mode damping characteristics of transient pressure
oven functions to generate further generations of solutions. Theya optained from numerical as well as laboratory studies. The

mathematical principle upon which genetic algorithms are bass mpina characteristic technique was successfully applied to
is intended for use with problems in which the decision variabl%%)glz a?wd multiple leaks g y app

are discrete, and in these situations the method can be extremel
efficient. Modifications to the method have been developed t013.1.1.6 Wavelet transform methodFrequency analysis can
extend its application to continuous real-valued problems, anly deal with a stationary signéi.e., the signal has to be either
though the procedures are less efficient in these cases. _periodic or decomposable into a set of periodic signaMavelet

Karney and Tang122| have successfully applied the genetigransform can be used to detect local singularities in a measured
algorithm method to parameter estimation problems in water d§'gnal. Whenever there is a singularity in a measured signal, a
tribution systems using transient pressure readings. Using dgfgy| maximum of the transform coefficient for the measured sig-
from only two pump trip testsone for model validation and the 5| 5pnears. The application of the transient wavelet transform to
other for the parameter estimatiorKarney and Tang have SuC-jo,1 406 detection in a pipeline was pioneered by Ferrante and
gz\s/zfrgll)lla(resgr\?vztti(: dﬁlsgﬁb[ﬁﬁ)gnhges; r;zctors and wave speed ?ﬂnone[lzg]. The wavelet transform of pressure head history is

9 y ’ performed. According to the transform of the signal, the disconti-

13.1.1.3 Pressure wave method3runone[123] and Brunone nuities in pressure head traces are detected. These discontinuities
and Ferrant§124] conducted numerical and physical experimentsorrespond to wave reflections at boundary elements and at leak
to investigate the possibility of using transient data for leakagmints. Using the time at which a discontinuity is observed, the

and

13.1.1.2 Genetic algorithms.Genetic algorithm$GAs) have
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distance between the leak and the measurement station carotieer sources of drinking water contamination as high as 1:1.
calculated. The location found by wavelet transform agrees wistudies by Paymeiifi30] suggest that one third of the 99 million

the real location very well. gastroenteritis cases in the U.S. each year might involve exposure
- . . to waterborne pathogens in the distribution system. Conserva-
13.1.1.7 Identifiability and uniqueness requirements or- tively estimating that 20% of these cases result from pathogen

der for any inverse method to be successfully applied, two I("ﬁ)ftrusion into water pipes, then, in America alone, as many as 20

mathematical properties of the problem must be satisfied: idenii o~ : ;
T X P h illion f roenteritis annually migh irectl
fiability and uniqueness. Identifiability refers to the notion that on cases of gastroenteritis annually might be directly caused

: - I By contamination of drinking water distribution systems.
single set(or a flnlte_nL_lmber of d'St.'nCt setsf parameter values Recent research into the problem is now attempting to address
must reproduce, within an established level of error, the sa

hibited by th tual 1 Uni r critical questions that naturally arise in response to these
response exhibited by the actual system. Uniqueness means Qrtming statisticsi) What is the nature of the pathogen intrusion
the merit function exhibits a single, global minimum. For comple}(n

; X . echanisr(s)? (i) Why don't routine water sampling and labora-
problems, there is no rigorous mathematical procedure that C[%Ii)y testing detect intrusion eventgf) Is the health of water

assure us that identifiability and uniqueness requirements are Asumers in a particular system at risk@) Can the risk of
isfied in general. However, a simple example is described in t%

. : J T B S | Wfstribution system intrusions be reducguhd by how muchor
foIIOW|r_lg section that_prowdes _|nS|ght mto_the_ swtablllt_y of dif- liminated aﬁ[/ogether? Answers to these fou); guestions depend
Iferent inverse modeling techniques for pipeline transient pro htirely on developing a clear understanding of the complex in-
ems.

teractions with hydraulic transients in pipe systems.
13.1.1.8 Identifiability. Let H,={Hq,H,,H,, ... H,} de-

note a set of measured values, e.g., piezometric head, at time sge&l'/ss'z'l Distribution System Intrusion Pathwayshere are
0 to n corresponding to some sampling r (to)/(n—1). Let eral potential intrusion pathways whereby bacterial, protozoan,

he={ho.h1,hy, ... h} similarly denote the set of Computedand viral pathogens can enter a water supply, transmission, or

heads at the same time steps but for a particular pair of unknov9t1|StrIbUtIon pipelinexi) at the sourcefii) during loss of pressure

but desired, parameter values and o,. Then, the following 2:;? S:Jbsrﬁﬂzgwafgfsouscu;eagfnge mge Igaer(lj(;rri:]o tgemez;(izerkr)]raelaaklr’
criterion for identifiability can be stated: 9 y happ g

Identifiability criterion: A set of parameter values ando-, are repai; (iii) via cross-connections on a consumer's property; and

identifiable if and only ifH,,=h.* €, wheree represents the ab- (iv) via cross-connections in the _dlstrlbutlo“n system. o
solute value of data, measurement, and model error. The identifi-' 1€ firSt wo intrusion mechanisms are *controlled” situations

ability criterion can be visualized by plotting the difference be'-nSOfar as the quality of _finisheq water i_s carefully monitored an_d
tweenH,, andh, for each pair of feasible values of parametess treated to ensure compliance with drinking water standards, while
m C

ando, in the domain and selecting the zero contour of the diffe?-he Iatt_er two pa_thways are Iargely_ uncontrolled. Cro_ss-
ences. Identifiable parameter pairs for whidh=h, would ap- connections can arise whenever a possible source of contaminated

pear as intersectiondoci of intersecting linesof all such con- water or oth_er liquid can be introduced into the potable water
tours system by virtue of backpressu¢an excess of pressure causing

Uniqueness: The second condition that needs to be met if z{ )w to occur in a direction opposite to its normal intended flow

joint methods are to be used with a reasonable expectation r'ectlor? or smhona_ge(s_uctlon or “negative” pressure inducing
success is uniqueness, i.e., there should ideally be only a si from a contamination source into the distribution system

critical point of the merit function within the feasible search do: ile backpressure and_ negative pressures are usu_ally eliminated
main. through proper hydraulic design, there is one major source of

The adjoint technique can still be useful if the feasible seard}fg2live pressures that is not normally accounted for in distribu-
domain can be restricted to a smaller region containing the gloﬁ n s%/stehm de5|gn—hydraullc| trelinslents. N d iodi
minimum. To this end, a more robust optimization scheme is often /&€ haMmer 0Ccurs reguiarly in some Systéms and periodi-

employed to locate the probable region of the global minimu ally in others whenever flow conditions are changed rapidly.
Following this initial screening, the adjoint scheme can then hether these changes in flow are the result of planned operations

applied to refine the solution. This two-phase optimization apke PUMP starts and stops, or are unplanned events initiated by
proach is only worthwhile if the time required to find a globaPOWer outages, accidental valve closures, or rupturing of a pipe,
minimum by other methods is too costly. Compared to the adjoift€ ENSUiNg episodes of negative pressure can introduce contami-
technique, genetic algorithms are better suited to solving problefifded fluids into the pipeline. Contamination can occur on a cus-

with multiple critical points and those that appear to give goo m?r’s _prc:pgrtf}ll %r o_ntthée Ut'gty tS|de of a serwcet_connectllé)nt;
results for inverse modeling in pipeline transient applications. ontaminated Tiuids introduced at a cross-connection wou €

largely transported in the prevailing direction of flow in the pipe
13.2 Pathogen Intrusion in Water Supply Systems. In the after entering the system.
first sentence of its proposed Ground Water Rule: Public HealthPressure dependent leakage is commonly known to occur from
Concerns document, the U.S. EPA Office of Water states thétie potable system to the surroundifsil) environment through
“Assurance that the drinking water is not contaminated by humapipe joints, cracks, pinholes, and larger orifice-like openings.
or animal fecal waste is the key issue for any drinking watdfunk et al.[131] developed analytic hydraulic parameters to as-
system.” The proposed Ground Water Rule is designed to protesgiss the potential for transient intrusion in a water distribution
against pathogenic bacteria and viruses in source water, agaBydtem. Their intrusion model was based on the percentage of
growth of opportunistic pathogenic bacteria in ground water disvater lost through leakage lumped at system nodes and an
tribution systems, and to mitigate against any failure in the endiequivalent orifice” needed to pass the discrete leakage flow at
neered systems, such as cross-connections or sewage infiltratf@prevailing system pressure.
into distribution systems. A paper by Mclnnis(in progress extends the work of Funk
There is considerable evidence in the literature that the numlwtral. to incorporate alternative intrusion flow models based on
of disease outbreakgcluding a large number that are unreportedtaminar flow, turbulent orifice flow, or a mixture of the two flow
[www.epa.gov/orgwdw000/standard/phs.hfjndue to fecal con- types. Work done by Germanopoulos and Jofi&2] on pressure
tamination of distribution systems is already large and might lependent leakage suggests that most distributed leakage is prob-
growing. From 1971-1994, 50 of 356 reported waterborne diably laminar in nature, occurring through larger numbers of small
ease outbreaks occurred as a result of pathogen entry into distpenings. The 2D water hammer equations with turbulence mod-
bution systems. More recent statistics from the U.S. Center fels developed by Vardy and Hwari@5], Pezzinga[38], and
Disease Control put the ratio of distribution system intrusions ®ilva-Araya and Chaudhr{37,98 will be useful in generating
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models for predicting intrusion volumes, initial distribution of of applicability of existing models and to seek more appropri-
contaminant concentrations in the pipes, and the ultimate fate of ate models for problems where current models are known to
contaminants within the distribution system. fail

Mclnnis [133] expands the consideration of transient intrusion
events from purely fluid mechanics aspects by developing a risl%]
based framework for comparing the actual human health risks N h ;
relative risk reduction achieved by alternative transient-intrusidf V€"S€ water hammey tec.hnlques have been develpped in the last
mitigation strategies. Mclnni§133] applies transient modeling egade. Future work in this area needs to accomplish the follow-
with some assumed reference groundwater contamination leyet; . . . - - .
and computes hypothetical intrusion volumes for a given transieht [Urther investigate the issues of efficiency, reliability, and iden-
event to predict the transitory impact of the event on system water {ifiaPility of inverse water hammer techniques .
quality. He has also proposed meaningful risk-based measuregtgievelop more realistic laboratory and field programs in order
provide quantitative comparisons of the relative reduction in the t© further test existing inverse techniques as well as develop

risk of receptor infection achieved by alternative mitigation strag: new ones . . .
egies. 5) develop systematic approachesg., using stochastic methgds

that can incorporate the influence of modeling and measure-

ment errors on the reliability of inverse methods

14 Practical and Research Needs in Water Hammer 4) develop identifiability-based methods to determine the quantity
and quality of data necessary to carry out a successful inverse

Both theory and experiments confirm the existence of helical program

type vortices in transient pipe flows. The conditions under which ) o )
helical vortices emerge in transient flows and the influence of The practical significance of the research goals stated above is

these vortices on the velocity, pressure, and shear stress fieldsG@siderable. An improved understanding of transient flow behav-
currently not well understood and, thus, are not incorporated if 9&ined from such research would permit development of tran-
transient flow models. Future research is required to accompli2i§nt models able to accurately predict flows and pressures beyond

The development of inverse water hammer techniques is an-
er important future research area. A number of very promising

the following: the first wave cycle. One important consequence of this is that the
1) understand the physical mechanisms responsible for the enfé¢havioral aspects of control devices activafedreactivategiby
gence of helical type vortices in transient pipe flows local flow or pressure is correctly modeled. Most importantly,

2) determine the range in the parameter space, defined by REgwever, reducing the modeling errors beyond the first wave
nolds number and dimensionless transient time scale owcle, along with better inverse techniques, will greatly improve
which helical vortices develop the accuracy and reliability of inverse transient models. This is

3) investigate flow structure together with pressure, velocity, af@portant because inverse models have the potential to utilize
shear stress fields at subcritical, critical, and supercritical vdi€ld measurements of transient events to accurately and inexpen-

ues of Reynolds number and dimensionless time scale sively calibrate a wide range of hydraulic parameters, including
. o pipe friction factors, system demands, and leakage. At this time,
The accomplishment of the stated objectives would be soughijch information can only be obtained through costly field mea-
through the use of linear and nonlinear analysis. Understandiggrements of flows and pressures conducted on a few individually
the causes, emergent conditions, and behavior of helical Vort'%ea?npled pipes in the system. Transients, on the other hand,
in transient pipe flows as well as their influence on the velocityayerse the entire system, interacting with each pipe or device in
pressure, and shear stress field are fundamental problems in fiyd system. Thus, they contain large amounts of information re-
mechanics and hydraulics. Understanding these phenomena woyiithing the physical characteristics of the system. Inverse tran-
constitute an essential step toward incorporating this new ph§ant analysis techniques are now being developed to decode this
nomena in practical unsteady flow models and reducing signifsormation for hydraulic model calibration as well as to identify
cant discrepancies in the observed and predicted behavior of gy |ocate system leakage, closed or partially closed valves, and
ergy dissipation beyond the first wave cycle. damaged pipes. The potential annual savings in routine data col-
Current physically based 1D and 2D water hammer modesction costs for water supply utilities world wide is significant.
assume thati) turbulence in a pipe is either quasi-steady, frozegqyally important, an improved understanding of the true nature
or quasi-laminar; andii) the turbulent relations that have been hylence in transient flows will be a groundbreaking step
derived and tested in steady flows remain valid in unsteady pig&yard modeling transient-induced water quality problems. Nega-
flows. These assumptions have not received much attention in {R pressure waves can cause intrusion of contaminants from the
water hammer literature. Understanding the limitations and acgyne surroundings through cracks, pinholes, joints, and ruptures in
racy of assumptionsi) and (ii) is essential for establishing thehe pipes. In addition, water hammer events cause biofilm slough-
domain of applicability of models that utilize these assumptiongg and resuspension of particulates within the pipe, potentially
and for seeking appropriate models to be used in problems wWheg§qing to unsafe or unpleasant drinking water. Without a better
existing models fail. Preliminary studies by Ghidaoui et[db] ngerstanding of transient flow behavior, the risk and degree of

show that agreement between physically based 1D and 2D walghtamination of water supply systems during transient events
hammer models and experiments is highly dependent on the Rgy¥nnot be quantitatively assessed.

nolds number and on the ratio of the wave to turbulent diffusion
time scales. However, the lack of in-depth understanding of the
changes in turbulence during transient flow conditions is a signifj-
cant obstacle to achieving conclusive results regarding the limi > Summary
tion of existing models and the derivation of more appropriate The scientific study of transient fluid flow has been undertaken
models. Therefore, a research program whose main objective isioce the middle of the nineteenth century. As is true of every
develop an understanding of the turbulence behavior and eneddlier area of engineering research, a great many advances have
dissipation in unsteady pipe flows is needed. This research pb®en made in the accuracy of analysis and the range of applica-
gram needs to accomplish the following: tions since then. Although only a few simple problems were ap-
proachable by earlier analytical methods and numerical tech-
1) improve understanding of and the ability to quantify changesiques, a much broader spectrum of transient problems could be
in turbulent strength and structure in transient events at diffeselved once graphical methods were developed. More recently,
ent Reynolds numbers and time scales the application of digital computing techniques has resulted in a
2) use the understanding gained in item 1 to determine the ranggid increase in the range and complexity of problems being
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quantity for negative characteristics used for
1D MOC solution

coefficient for five-region turbulence model
quantity for positive characteristics used for
1D MOC solution

coefficients before

courant number

coefficients before

parameter associated with pipe anchor condi-
tion

superscript denoting values predicted by for-
ward model

coefficient used in Daily et a[.39]

control surface

control volume

diameter of pipe

Young’s modulus of elasticity of pipe material
errors

merit (erron function

thickness of pipe wall

wall resistance force

external forces

Darcy-Weisbach friction factor

gravitational acceleration

set of measured piezometric head
piezometric head

piezometric head at poirk

piezometric head at poir

piezometric head at poirR

set of computed piezometric head

index for pipes

steady friction term

index for pipes

unsteady resistance coefficient

effective bulk modulus of elasticity

bulk modulus of elasticity of the fluid
steady-state resistance coefficient

unsteady resistance coefficient and momentum
flux of absolute local velocity

unsteady friction factor

pipe length

mixing length

Mach number

superscript denoting measured data values
time level index

set of all pipes with flow toward conjuction
node

set of all pipes with flow away from conjuc-
tion node

number of computational reaches in radial di-
rection

unit outward normal vector to control surface
index of measured series

exponential for power law of velocity profile
number of complete water hammer wave
cycles

parameter for quasi-steady assumption
piezometric pressure

discharge

discharge at poinf

discharge at poinB

discharge of external flow

discharge at poinP

radial flux

flow rate

radius of pipe, dimensionless distance from
pipe wall

studied. This paper provides both a historical perspective and re- Cwum
view of water hammer theory and an overview of recent develop-
ments in this field of fluid mechanics. Cm
Specifically, advances in the last one or two decades dealing Cp
with some of the more complex and fundamental fluid mechanics
issues have been discussed: Cq1. Cy2 -
1) The relation between state equations and wave speeds in single C,
as well as multiphase and multicomponent transient flows ag,,, C,,, C,3
illustrated and discussed. c
2) Various forms of 1D and 2D water hammer equations, such as
the Joukowsky model, classical 1D waterhammer equations, c
the 2D plane wave equations, and the quasi-two-dimensional
plane wave equations are derived. cy
3) Governing equations of turbulent water hammer flows are ob- cs
tained by ensemble averaging of the quasi-two-dimensional cv
plane wave equations. D
4) Order of magnitude analysis is used throughout the paper to E
evaluate the accuracy of the assumptions in the various forms E
of water hammer governing equations. E*
Water hammer models are becoming more widely ugefbr €
the design, analysis, and safe operation of complex pipeline sys- F
tems and their protective devicdg) for the assessment and miti- Fext
gation of transient-induced water quality problems; &iid for
the identification of system leakage, closed or partially closed g
valves, and hydraulic parameters such as friction factors and wave Hm
speeds. In addition, turbulence models have been developed and H
used to perform numerical experiments in turbulent water hammer Ha
flows for a multitude of research purposes such as the computa- Hg
tion of instantaneous velocity profiles and shear stress fields, the Hp
calibration and verification of 1D water hammer models, the he
evaluation of the parameters of 1D unsteady friction models, and [
the comparison of various 1D unsteady friction models. Under- Js
standing the governing equations that are in use in water hammer i
research and practice and their limitations is essential for inter- K
preting the results of the numerical models that are based on these Ke
equations, for judging the reliability of the data obtained from K¢
these models, and for minimizing misuse of water hammer mod- Ks
els. Ky
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m
Nomenclature m
A - system matrix Ny
A - cross-sectional area of pipe
a - water hammer wavespeed N,
a - coefficient for five-region turbulence model
B - matrix for subsystem of longitudinal velocity N,
component
B - coefficient for MOC formulation n
B¢ - lumped quantity for characteristics solution for n
pipe network n
By - quantity for negative characteristics used for Ne
1D MOC solution
Bp - quantity for positive characteristics used for P
1D MOC solution P
b - known vector for system Q
b, - known vector for subsystem of longitudinal Qa
velocity component Qs
b, - known vector for subsystem of head and radial Qext
component Qp
C - matrix for subsystem of head and radial veloc- q
ity component q
Cg - coefficient for five-region turbulence model R, R,
Cc - lumped quantity for characteristics solution for
pipe network
C. - coefficient for five-region turbulence model
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R - coefficient for MOC formulation
Re - Reynolds number
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r - radial coordinate [4]
T - time scale

T4 - time scale for radial diffusion of vorticity
t - time (5]

t’ - time used for convolution integral
U, - longitudinal velocity scale [6]
u - unknown vector for subsystem of longitudinal
velocity component [71
u - local longitudinal velocity
u, - frictional velocity (8l
u’ - turbulence perturbation correspondinguo
V - cross-sectional average velocity [9]

v - velocity vector
v - unknown vector for subsystem of head and
radial velocity component [10]
v - local radial velocity
v’ - turbulence perturbation correspondinguto
W - weighting function [11]
X - longitudinal length scale
x - distance along the pipe
Y, ¥, - distance from pipe wall, dimensionless dis-  [13]
tance from pipe wall

[12]

Z - elevation of pipe centerline from a given da- [14]
tum
z - unknown vector for system
a - angle between pipe and horizontal direction (15]
a - coefficient in weighting function [16]
B - momentum correction coefficient
B - coefficient in weighting function [17]
v - unit gravity force
e - distance from the water hammer front [18]
€ - eddy viscosity
€ - implicit parameter for shear stress (19]
e - implicit parameter for friction [20]
e - measured and modeled data error
{ - a positive real parameter [21]
n - difference from unity of Coriolis correction
n - constant for weighting function [22]
0 - implicit parameter for radial flux
« - coefficient for weighting function (23]
« - coefficient for five-region turbulence model [24]
« - coefficient for two-layer turbulence model
N, - Lagrangian multiplier
N\, - Lagrangian multiplier [25]
v - kinematic viscosity
v, - Poisson ratio [26]
vy - total viscosity
& - strain
p - fluid density (27]
po - fluid density at undisturbed state
pe - effective density [28]
o1, 09 - unknown but desired parameters
oy - axial stress [29]

o, - hoop stress
7 - shear stress
7w - wall shear stress
Tws - quasi-steady contribution of wall shear stress
Twu - discrepancy between unsteady and quasi-
steady wall shear stress [31]
¢ - coefficient in unsteady friction formula.

[30]

[32]
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